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#### Abstract

Income mobility can be viewed as a first-order Markov process, with a matrix of transition probabilities which measure how individuals move from an income status in time $t$ to a new status in time $t+1$. Direct estimation of transition matrices is difficult, since time series panel data are unavailable and limited data on the distribution of income do not suffice to determine the coefficients mathematically, let alone provide enough degrees of freedom for estimation. In this paper, we show that maximum entropy econometrics offers a feasible way to estimate transition matrices using distributional data from Colombia. Using a cross-entropy estimation method, we make efficient use of prior information about the structure of the transition matrices and how they vary with age. The approach is very flexible, allowing the use of "information" in a variety of forms such as inequality constraints, errors in measurement, and prior estimates. Under weak assumptions about the error generation process, we can derive test statistics based on the likelihood ratio measuring the significance of the estimation. The model fits the data well in that the predicted and actual distributions for period $t+1$ are close. The results show that there is a large degree of upward mobility in Colombia, especially at the bottom of the income distribution and for the younger age cohorts.
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# ESTIMATING INCOME MOBILITY IN COLOMBIA USING MAXIMUM ENTROPY ECONOMETRICS 

## Introduction

Latin America has long been the focus of unfavorable international attention because of its high level of income inequality. Recent evidence indicates that while the resumption of economic growth in recent years has begun to reduce poverty, that has not yet had positive effects on the distribution of income. Indeed there are many who believe that the adoption of the neoliberal model has, if anything, made the distribution more unequal.

While the statistical details of the income distribution are by now quite well documented and studied, less attention has been paid to the interpretation of the observations. Interpreting changes in the distribution in terms of welfare is inherently difficult in an economy where both population and income are changing over time. Morley (1981) showed the significant effect of population growth on measures of poverty and income of those at the bottom of the distribution. With income growth, one can have substantial reduction in the extent of poverty, and presumably improvements in welfare, even if the distribution becomes substantially less equal. And, even if both aggregate income and the population are constant over time, the fact that age-earnings profiles rise and then fall (indicating "circular mobility") will yield more equally distributed lifetime incomes of individuals, even though the distribution at any point in time is highly unequal.

Standard studies of the distribution of income lack a connection between the distribution at a point in time and lifetime distributions. Our distribution statistics are snapshots taken at a point in time which do not tell us what happens to those at the bottom or the top of the distribution over time. Thus, we need measures of income mobility over time to connect these two concepts and to make any interpretation of the distribution in welfare terms. However, a scarcity of panel data which would permit us to follow particular individuals over time often prohibits us from estimating such measures.

In this paper, we estimate mobility in Colombia using successive household surveys adapting a procedure first suggested by Adelman et al. (1994) and by Telser, (1963) and others in another context. Household surveys typically give us the distribution of income earners across income classes at different points in time. We want to estimate the transition matrix; that is, a matrix showing the percentage of individuals who move from income class $i$ at time $t$ to class $j$ at time $t+1$. This estimated transition matrix will provide the raw material for an analysis of income mobility for Colombia between 1988 and 1995.

Direct estimation of transition matrices is made difficult by the fact that for any N income groups, we have only N observations but must estimate $\mathrm{N} \cdot \mathrm{N}$ parameters (more
precisely, ( $\mathrm{N}-1$ ). N since the rows must sum to one). The problem is inherently underdetermined, with inadequate degrees of freedom to support parameter estimation using standard regression analysis. By making very strong assumptions about the dynamic process, Adelman et al. (1994) specified a model with enough degrees of freedom to support estimation of transition matrices for Brazil using an approach that approximated a SUR regression model. In order to estimate, they used a lot of "prior information" by assuming specific functional forms, constancy of parameters across disparate groups, and a particular distribution for the errors.

In this paper, we propose a more flexible "maximum entropy" approach to estimating transition matrices that is based on information theory (Golan, Judge, and Miller, 1996). Using a "cross entropy" estimation method, we make efficient use of prior information about the structure of the transition matrices and how they vary with age. The approach is very flexible and sparse in its assumptions, allowing the use of "information" in a variety of forms such as inequality constraints, errors in measurement, and prior estimates of various parameters. The estimation approach makes almost no assumptions about the error generation process. Under weak assumptions about the distribution of the errors, the method can be shown to have maximum likelihood properties and we can derive test statistics based on the likelihood ratio to measure the significance of the estimation.

## The Markov Process

We have income distribution data from Colombia for three three-year transitions (1988-1991, 1991-1994, and 1992-1995) and for sixteen two-year age groups (from ages 20-21 to 50-51). Our estimation problem is to find the transition probabilities for each age group. With these estimated parameters, we can explore how income mobility varies with age and also project, for each age group, what will be the distribution in time $t+l$ given the distribution in time $t$.

The Markov process for each transition can be expressed as follows:

$$
\begin{equation*}
Y_{\mathrm{i}\rangle \mathrm{a}\rangle \mathrm{t}}=\sum_{\mathrm{j}} P_{\mathrm{j}\rangle \mathrm{i}\rangle \mathrm{a}\rangle \mathrm{t}} \cdot X_{\mathrm{j}\rangle \mathrm{a}\rangle \mathrm{t}} \tag{1}
\end{equation*}
$$

where $X$ is the income distribution for the first year in the transition, $Y$ is the income distribution in the second year, $i$ and $j$ refer to income classes, $a$ refers to age group, and $t$ refers to time period.

With 16 age groups and 5 income categories, there are 80 observations for each transition. Since our data are given in relative terms, the $X$ and $Y$ vectors sum to one, so there are really only 64 (ie. 4-16) independent observations for each transition. On the other hand, $P$ is a 5-by- 5 matrix for each of the 16 age groups and, given that the rows
must sum to one, 20 cells in each transition matrix need to be estimated, or 320 parameters in all for each transition. The problem is greatly underdetermined - the observations do not suffice even to uniquely determine a set of parameters mathematically, let alone provide degrees of freedom for statistical estimation.

## Maximum Entropy Estimation

This is a classic problem for using an entropy estimation approach based on information theory (see Golan, Judge, and Miller, 1996). Following Shannon (1948) and Jaynes (1957), define the entropy measure of the information content of the transition matrix (ignoring the age and time subscripts for the moment):

$$
\begin{equation*}
H(P)=-\sum_{\mathrm{i}} \sum_{\mathrm{j}} P_{\mathrm{i}\rangle \mathrm{j}} 1 n P_{\mathrm{i}\rangle \mathrm{j}} \tag{2}
\end{equation*}
$$

where

$$
0<P_{i\rangle j}<1, \sum_{\mathrm{j}} P_{\mathrm{i}\rangle \mathrm{j}}=1 \text {, and } P_{\mathrm{i}\rangle \mathrm{j}} \ln P_{\mathrm{i}\rangle \mathrm{j}}=0 \text { if } P_{\mathrm{i}\rangle \mathrm{j}}=0 \text {.This }
$$ function reaches a maximum when $P_{i\rangle j}=\frac{1}{N}$ for a $11 j$ (where $N$ is the number of income classes), in which the transition probabilities are uniformly distributed for each row. In information theory, the uniform distribution has maximum uncertainty.

The philosophy of maximum entropy (ME) estimation can be stated in two principles: (1) use all the information you have, and (2) do not assume (or use) any information you do not have. The first principle will lead to an approach that seeks to use a variety of information in a flexible way. The second implies an estimation criterion that can be described as the principle of maximum uncertainty or maximum entropy. Kapur and Kesavan (1992, p. 7) state the principle: "Out of all probability distributions consistent with a given set of constraints, choose the one that has maximum uncertainty." These principles lead to estimation as a constrained maximization problem - find a set of parameters that are as uncertain as possible, using the entropy metric, but that are consistent with all the information you have in the form of constraints.

Since the uniform distribution maximizes uncertainty (measured by entropy), the second principle says that if we have no information other than each probability is positive and they sum to one, then we should choose the uniform distribution. We have no reason to choose any other distribution. This concept is known as "Laplace's principle of insufficient reason." The estimation approach can then be restated as (Kapur and Kesavan, 1992, p. 12): "Out of all probability distributions satisfying given constraints, choose the distribution that is closest to the uniform distribution." This restatement requires a measure of the "distance" between two probability distributions.

Kullback and Leibler (1951) present a "cross entropy" measure that is widely used which allows the incorporation of information in the form of "prior" knowledge about the distribution.

Assume that we have some degree of "prior" knowledge of the values of $P$, which is given by $\bar{P}$. The estimation approach is to minimize the Kullback-Leibler "cross entropy" measure of the distance $(I)$ between the estimates of the elements of $P$ and the prior:

$$
\begin{equation*}
I(P: \bar{P})=\sum_{\mathrm{i}} \sum_{\mathrm{j}} P_{\mathrm{i}\rangle \mathrm{j}}\left(\ln P_{\mathrm{i}\rangle \mathrm{j}}-\ln \bar{P}_{\mathrm{i}\rangle \mathrm{j}}\right) \tag{3}
\end{equation*}
$$

subject to the constraints on the transitions expressed in equation (1), plus the standard constraints on the probabilities. If the prior distribution is specified as the uniform distribution, this estimation method is equivalent to maximizing entropy in equation (2). In the ME case, the approach is to "push" the estimated parameters toward maximal uncertainty, while in the CE case the approach is to find estimates that "pull" the least distance away from the (maximally uncertain) prior.

The cross entropy approach provides a flexible framework for incorporating prior information into the process of parameter estimation. If we have no prior knowledge of $P$, then we should choose the most "uncertain" distribution, namely the uniform distribution. In this case, minimizing cross entropy is equivalent to maximizing entropy. If we can specify a (Bayesian) prior, then we can use it in the cross entropy approach. If we have specific information in the form of constraints on the values of $P$, often in the form of known moments or information about specific elements, then that information can easily be incorporated into the estimation by specifying additional constraint equations. The transition equation (1) is expressed as a weighted sum of the row probabilities, and hence can be seen as defining known moments of the row distributions.

## Cross Entropy Estimation of Income Mobility in Colombia

For the Colombia case study we are using data from a national household labor force survey. We use the data to establish three-year observed transitions for 1988-91, 1991-94 and 1992-95 for sixteen two-year age cohorts starting at age 20-21. The study is confined to males only. We have divided the distribution into five income classes. Class one is zero income earners. Class two ranges from zero to $\$ 98$ per month (in 1995 dollars), class three from $\$ 98$ to $\$ 164$, class four from $\$ 164$ to $\$ 328$, and class five above $\$ 328$. In 1995 the minimum wage was about $\$ 130$ per month, and thus fell midway in our third income class.

We have the following a priori notions about the form of the transition matrix:

1. There is likely to be a systematic or functional relationship between age and mobility.
2. The transition matrices should be very similar, if not identical, across the three transitions for which we have data.
3. Mobility will be higher for younger age groups.
4. There will be little or no downward mobility for the upper income groups.
5. The transition matrix will be highly diagonal. In one transition period, individuals are unlikely to move more than one income class away from their starting class.
6. The transition matrix will be dominantly diagonal for older, upper income groups (i.e., the diagonal element will exceed the sum of off-diagonal elements). It is unlikely to be dominantly diagonal for younger, lower income groups.
7. There is likely to be measurement error in the observed data on income distributions.

To capture the systematic relationship between age and mobility (items 1 and 3 above), we specify that the transition probabilities are a quadratic function of age, cell by cell. The function is given by:

$$
\begin{equation*}
P_{i\rangle j\rangle a\rangle t}=\$_{\epsilon i \mathrm{i}\rangle j}+\$_{\cap i\rangle i j}(A G E)+\$_{\|\rangle i\rangle j}(A G E) \| \tag{4}
\end{equation*}
$$

where a subscript $t$ is added to denote the transition period. This equation imposes a particular functional form and assumes that it applies to all three transitions. We explore the sensitivity of the estimates to this specification, trying alternative forms, and describe the results below.

To incorporate our knowledge about the nature of the transition probabilities, we constructed a prior that reflects the information described in items 2 to 6 above. One suggestion is to use a prior of all ones down the diagonal (a "spiked" prior) instead of a uniform distribution. This prior is certainly as diagonal as possible, but does not reflect our knowledge about the likely upward mobility of lower income, younger, groups. It also gives no preference for estimated parameters to be larger the closer they are to the main diagonal. Instead, we construct a "minimum mobility" prior that is consistent with the data we have. Define a measure of mobility, or the degree to which the transition matrix is off-diagonal, as follows:

$$
\begin{equation*}
M=\sum_{i} \sum_{\mathrm{j}} P_{\mathrm{i}\rangle \mathrm{j}} \cdot(i-j) \| \tag{5}
\end{equation*}
$$

This measure will equal zero if the transition matrix is a diagonal matrix of ones. For each transition, we constructed a "minimum mobility" prior that minimizes $M$ subject to the constraints of the distribution data for that transition and the definition of the probabilities (that they be between zero and one and sum to one by row). These priors were then used in the cross-entropy estimation.

In a Bayesian specification, the prior should reflect "prior" information that is not contained in the estimation procedure, which is being used to estimate a posterior distribution that "revises" the prior. In this case, we construct a prior that uses the data, but only to capture some of the information about the transition probabilities. The minimum mobility criterion reflects items 4 to 6 , while the distribution data impose a degree of upward mobility reflecting item 3 . With the construction of the prior, the mobility metric is not used in any other way in the estimation procedure.

We experimented with imposing constraints on the estimated parameters to capture prior information. For example, we specified inequality constraints on the transitions to ensure that they would decline monotonically moving away from the main diagonal. We also experimented with imposing some zeros for cells far away from the diagonal and also with imposing diagonal dominance in the upper income groups (i.e., the main diagonal element is larger than the sum of the off diagonals). With the minimum mobility prior, these constraint equations turned out to be redundant - they were consistent with the data, had zero shadow prices, and had no effect on the estimated parameters. The minimum-mobility prior incorporates all the prior information in items 1 to 6 .

To incorporate item 7, that the distributional data may be observed with error, we rewrite equation (1), including both age and time subscripts, to add an error term:

$$
\begin{equation*}
Y_{i>a\rangle t}=\sum_{j} P_{j\rangle i\rangle a\rangle t} X_{j\rangle a\rangle t}+e_{i>a\rangle t} \tag{6}
\end{equation*}
$$

Here, unlike in a classical regression model, we make almost no assumptions about the distribution of the error terms. Following Golan, Judge, and Miller (1996), we write the errors as a convex weighted average of known constants that represent plausible extreme values, defining a range within which the errors will fall:

$$
\begin{equation*}
e_{i\rangle a\rangle t}=\sum_{\mathbf{w}} W_{i>a\rangle t\rangle \mathbf{w}} \bar{V}_{\mathbf{i}\rangle \mathbf{a}\rangle \mathbf{t}\rangle \mathbf{w}} \tag{7}
\end{equation*}
$$

The weights, $W$, are bounded between zero and 1 and must sum to one, the $v$ 's are constants (defining the support of the errors), and $w$ is the index for the set of weights. If we assume that $w$ represents only two weights, then the error is assumed to be drawn from a uniform distribution that ranges between the two values of $v$. If we
increase the number of supporting constants, $v$, and hence possible weights, $W$, then we can potentially recover additional information about the errors, $e$, such as variance, skewness, or kurtosis. If we assume a symmetric error distribution centered on zero, then it is convenient to specify a symmetric set of supporting constants, $v$, centered on zero. In our estimation, we specified three values of $v$, supporting a distribution with both mean and variance to be estimated.

As Golan, Judge, and Miller (1996) show, this approach adds a disturbance term that is expressed in natural units, but then transforms the estimation problem into finding a set of probability weights, $W$, that can easily be incorporated into the entropy formalism. Assuming a symmetric set of supports centered on zero, if the weights are uniform, then the errors are all zero. This approach provides a bridge between the maximum entropy approach and "standard" regression models. We simply add an additional term to the cross entropy minimand in equation (3):

$$
: \bar{P})=\sum_{i\rangle j\rangle a\rangle t} P_{i\rangle j\rangle a\rangle t}\left(\ln P_{i\rangle j\rangle a\rangle t}-\ln \bar{P}_{i\rangle j\rangle a\rangle t}\right)+\sum_{i\rangle a\rangle t\rangle} W_{i>a\rangle t\rangle w} \eta n(8)
$$

and minimize this cross entropy measure subject to constraint equations (6) and (7), as well as bounds and summing constraints on $P$ and $W$.

## Results

Even a cursory examination of the successive distributions for each cohort indicates that there must have been a tremendous amount of upward mobility in Colombia, particularly for younger workers. Table 1 shows the raw data for two of these cohorts over the time periods in the sample to indicate the scale of upward movement present in the data.

From the table, about $22 \%$ of 24-25 year olds were in the bottom two income classes and about $39 \%$ in the top two classes in 1988. Three years later, the percentage in the bottom had fallen to $16.2 \%$ while the percentage in the top had expanded to over $51 \%$. If we assume no downward mobility and minimum upward mobility, this implies that $43 \%$ of $24-25$ year olds in the bottom class and $47 \%$ of those in class two must have moved up by one income class. Note that if there were downward mobility, that would have increased the observed percentages in the bottom classes in 1991 and 1995, and the amount of upward mobility for those who started in the bottom classes would have had to have been higher. To have almost half of those in the bottom two classes moving up by one income class implies that mobility is an important factor to be taken into consideration in any study of the earnings distribution in Colombia.

Table 2 displays minimum cross-entropy estimates of the transition matrices for each age group, using the minimum mobility prior. Figure 1 graphs the main diagonal
elements (the share of people remaining in their income group) for the first four income categories. The graph for the fifth category is simply a straight line at the value one.

The first and most important result coming from these tables is the extraordinary amount of upward mobility, particularly at the bottom of the income distribution and for the younger cohorts. Half of the twenty year olds who start in class one move up to class two over three years. Two-thirds of those in class two move up to class three, and so on.
Table 1 Distribution of workers across income classes (in percentages)

| Income class | $24-25$ years olds |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{1 9 8 8}$ | $\mathbf{1 9 9 1}$ | $\mathbf{1 9 9 2}$ | $\mathbf{1 9 9 5}$ |
| 1 | 9.84 | 5.61 | 8.80 | 5.71 |
| 2 | 12.01 | 10.63 | 15.98 | 11.09 |
| 3 | 39.14 | 32.67 | 39.74 | 29.86 |
| 4 | 30.97 | 37.07 | 27.80 | 34.67 |
| 5 | 8.04 | 14.02 | 7.68 | 18.67 |
|  |  | $30-31$ year olds |  |  |
| 1 | 4.74 | 3.28 | 5.02 | 3.46 |
| 2 | 10.11 | 8.98 | 12.81 | 9.55 |
| 3 | 29.92 | 28.24 | 32.31 | 25.54 |
| 4 | 36.63 | 38.73 | 32.31 | 36.38 |
| 5 | 18.6 | 20.77 | 17.54 | 25.06 |

Source: Special tabulations of household surveys

Note that these estimates are conservative in the sense that we have specified a minimum mobility prior. If the estimates are biased, they are biased toward less mobility. If some of those who started in the higher income classes went down over time, more of those at the bottom would have had to have moved up to take their places. For the younger cohorts, the estimates imply that the income group in which individuals begin their working life is unlikely to be where they end up.

As one might expect, upward mobility decreases systematically with age - i.e. the older the cohort, the closer the main diagonal is to one. Thus, while there is a lot of
mobility for those in their twenties, the estimates indicate that the income class in which individuals find themselves by age 32 is more or less where they are going to stay for the remainder of their working life. $85-90 \%$ of all the individuals in the cohorts 32 to 50 remain in their same income class.

Given that we make no assumptions about the underlying error distribution, we cannot use standard measures of statistical significance. We can, however, calculate the correlation coefficient between the actual income distributions ( $Y_{i, a, t}$ ) and the fitted distributions using the estimated $P$ matrices. As seen in table 3, the squared correlation coefficient is 0.95 , suggesting that the predictive quality of the estimates is good. This statistic is also equivalent to one minus the ratio of the error variance over total variance of $Y$, which is the standard measure of the "goodness of fit" of a least squares regression equation.

Golan and Vogel (1997) and Golan (1997) show the equivalence between maximum (and cross) entropy estimators and maximum likelihood estimators under sparse assumptions about the errors. Their approach is to reformulate the maximum entropy problem as its unconstrained dual, assume that the $P^{\prime} s$ follow a logistic distribution, express the solution estimators as functions of the dual "shadow prices", and then show that these are maximum likelihood estimators. The entropy results can thus be tested in a likelihood ratio framework. For our case, the log likelihood ratio statistic is calculated as:

$$
\begin{equation*}
-2\left(\sum_{i\rangle j\rangle a\rangle t} \bar{P}_{i\rangle j\rangle a\rangle t} \ln \bar{P}_{i\rangle j\rangle a\rangle t}\right)\left(1-\frac{\sum_{i\rangle j\rangle a\rangle t} P_{i\rangle j\rangle a\rangle t} 1 n P_{i>j\rangle a\rangle t}}{\sum_{i\rangle j\rangle a\rangle t} \bar{P}_{i>j\rangle a\rangle t} 1 n \bar{P}_{i>j\rangle a\rangle t}}\right) \tag{9}
\end{equation*}
$$

The intuition behind this statistic is that it measures how different the estimated $P$ is from the prior. The parallel in the maximum likelihood approach is how different the constrained likelihood estimator is from the unconstrained estimator. The likelihood ratio is distributed approximately as a chi-squared distribution, with K-1 degrees of freedom, where K equals the number of income classes.

In the maximum entropy approach, the likelihood ratio indicates how "far" the data pull the estimated parameters away from the uniform, maximally uncertain, prior. A high value of the chi-square statistic indicates that the data are adding a lot of information. In the cross entropy formulation, however, the interpretation of the chisquare statistic differs from that of a standard maximum likelihood test. In this case, a larger value of the chi-square statistic indicates that the data pull the estimated parameters far from the prior values. If the prior is very good, the chi-square statistic should be small, indicating that the data are consistent with the prior. Thinking of the prior as a maintained hypothesis, a low value of the chi-square statistic is equivalent to
saying that the maintained hypothesis cannot be rejected. With a chi-square value of 39.45 , our estimates are significantly different from the prior. However, as we explain below, this value is lower than the chi-square resulting from a uniform prior, implying that the information content of the minimum mobility prior is valuable.

Table 2 Resulting transition matrix for each age group

|  | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.509 | 0.490 | 0.000 | 0.000 | 0.000 |
| 2 | 0.000 | 0.362 | 0.638 | 0.000 | 0.000 |
| 3 | 0.000 | 0.000 | 0.575 | 0.425 | 0.000 |
| 4 | 0.000 | 0.000 | 0.001 | 0.642 | 0.357 |
| 5 | 0.000 | 0.000 | 0.000 | 0.000 | 1.000 |
| age=22-23 |  |  |  |  |  |
|  | 1 | 2 | 3 | 4 | 5 |
| 1 | 0.593 | 0.406 | 0.000 | 0.000 | 0.000 |
| 2 | 0.000 | 0.470 | 0.530 | 0.000 | 0.000 |
| 3 | 0.000 | 0.000 | 0.636 | 0.364 | 0.000 |
| 4 | 0.000 | 0.000 | 0.000 | 0.684 | 0.316 |
| 5 | 0.000 | 0.000 | 0.000 | 0.000 | 1.000 |
| age $=24-25$ |  |  |  |  |  |
|  | 1 | 2 | 3 | 4 | 5 |

$\begin{array}{lllllll}1 & 0.670 & 0.330 & 0.000 & 0.000 & 0.000\end{array}$
$2 \begin{array}{llllllll}2 & 0.000 & 0.568 & 0.431 & 0.000 & 0.000\end{array}$
$\begin{array}{llllllll}3 & 0.000 & 0.000 & 0.691 & 0.309 & 0.000\end{array}$
$4 \quad 0.000 \quad 0.000 \quad 0.000 \quad 0.7220 .278$
$\begin{array}{llllllll}5 & 0.000 & 0.000 & 0.000 & 0.000 & 1.000\end{array}$

$1 \quad 0.7380 .2620 .000 \quad 0.000 \quad 0.000$
$\begin{array}{llllllll}2 & 0.000 & 0.656 & 0.343 & 0.000 & 0.000\end{array}$
$\begin{array}{lllllll}3 & 0.000 & 0.000 & 0.742 & 0.258 & 0.000\end{array}$
$\begin{array}{llllllllll}4 & 0.000 & 0.000 & 0.000 & 0.757 & 0.242\end{array}$
$5 \quad 0.000 \quad 0.000 \quad 0.000 \quad 0.0001 .000$
age $=28-29$

| 1 | 0.798 | 0.201 | 0.000 | 0.000 | 0.000 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 0.000 | 0.735 | 0.265 | 0.000 | 0.000 |
| 3 | 0.000 | 0.001 | 0.788 | 0.211 | 0.000 |
| 4 | 0.000 | 0.000 | 0.000 | 0.790 | 0.210 |
| 5 | 0.000 | 0.000 | 0.000 | 0.000 | 1.000 |

age $=30-31$
$\begin{array}{lllll}1 & 2 & 3 & 4 & 5\end{array}$
$1 \begin{array}{llllll}1 & 0.851 & 0.149 & 0.000 & 0.000 & 0.000\end{array}$
$\begin{array}{lllllll}2 & 0.000 & 0.803 & 0.197 & 0.000 & 0.000\end{array}$
$\begin{array}{lllllll}3 & 0.000 & 0.001 & 0.830 & 0.169 & 0.000\end{array}$
$4 \quad 0.000 \quad 0.000 \quad 0.000 \quad 0.819 \quad 0.181$
$\begin{array}{llllllll}5 & 0.000 & 0.000 & 0.000 & 0.000 & 1.000\end{array}$
age=32-33
$\begin{array}{lllll}1 & 2 & 3 & 4 & 5\end{array}$

| 1 | 0.895 | 0.105 | 0.000 | 0.000 | 0.000 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 0.000 | 0.861 | 0.139 | 0.000 | 0.000 |
| 3 | 0.000 | 0.001 | 0.867 | 0.132 | 0.000 |
| 4 | 0.000 | 0.000 | 0.000 | 0.845 | 0.154 |
| 5 | 0.000 | 0.000 | 0.000 | 0.000 | 1.000 |

age $=34-35$
$\begin{array}{lllll}1 & 2 & 3 & 4 & 5\end{array}$
$\begin{array}{lllllll}1 & 0.932 & 0.068 & 0.000 & 0.000 & 0.000\end{array}$
$\begin{array}{llllllll}2 & 0.000 & 0.908 & 0.091 & 0.000 & 0.000\end{array}$
$\begin{array}{lllllll}3 & 0.000 & 0.001 & 0.899 & 0.100 & 0.000\end{array}$
$4 \quad 0.000 \quad 0.000 \quad 0.0010 .8690 .131$
$\begin{array}{lllllll}5 & 0.000 & 0.000 & 0.000 & 0.000 & 1.000\end{array}$

## Table 2, con't

age $=36-37$
$\begin{array}{lllll}1 & 2 & 3 & 4 & 5\end{array}$
$1 \quad 0.960 \quad 0.039 \quad 0.000 \quad 0.000 \quad 0.000$
$20.000 \quad 0.9460 .0530 .0000 .000$
$\begin{array}{llllllll}3 & 0.000 & 0.001 & 0.927 & 0.072 & 0.000\end{array}$
$4 \begin{array}{llllllll}4 & 0.000 & 0.000 & 0.001 & 0.889 & 0.110\end{array}$
$\begin{array}{lllllll}5 & 0.000 & 0.000 & 0.000 & 0.000 & 1.000\end{array}$
age $=38-39$
$\begin{array}{lllll}1 & 2 & 3 & 4 & 5\end{array}$
$1 \quad 0.9810 .019 \quad 0.000 \quad 0.000 \quad 0.000$
$2 \quad 0.0010 .9740 .0250 .000 \quad 0.000$
$300.000 \quad 0.0020 .9500 .0480 .000$
$4 \quad 0.000 \quad 0.0000 .0010 .9060 .092$
$\begin{array}{lllllll}5 & 0.000 & 0.000 & 0.000 & 0.000 & 1.000\end{array}$

10.9940 .0060 .0000 .0000 .000
$2 \quad 0.0010 .9920 .0080 .0000 .000$
$3 \quad 0.000 \quad 0.0020 .9680 .0300 .000$
$\begin{array}{lllllll}4 & 0.000 & 0.000 & 0.002 & 0.921 & 0.077\end{array}$
$\begin{array}{llllll}5 & 0.000 & 0.000 & 0.000 & 0.000 & 1.000\end{array}$
$\begin{array}{rrrrr}\text { age }=42-43 \\ 1 & 2 & 3 & 4 & 5\end{array}$
$1 \quad 0.9980 .0010 .0000 .0000 .000$
200.0010 .9990 .0000 .0000 .000
$3 \quad 0.000 \quad 0.0020 .9820 .0150 .000$
$\begin{array}{llllllll}4 & 0.000 & 0.000 & 0.003 & 0.932 & 0.065\end{array}$
$\begin{array}{lllllll}5 & 0.000 & 0.000 & 0.000 & 0.000 & 1.000\end{array}$
age $=44-45$

| 1 | 2 | 3 | 4 | 5 |
| :--- | :--- | :--- | :--- | :--- |


| 1 | 0.995 | 0.004 | 0.000 | 0.000 | 0.000 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 0.001 | 0.997 | 0.002 | 0.000 | 0.000 |
| 3 | 0.000 | 0.002 | 0.991 | 0.006 | 0.000 |
| 4 | 0.000 | 0.000 | 0.003 | 0.940 | 0.056 |
| 5 | 0.000 | 0.000 | 0.000 | 0.000 | 1.000 |

age $=46-47$

| 1 | 2 | 3 | 4 | 5 |
| :--- | :--- | :--- | :--- | :--- |

$1 \quad 0.9840 .0150 .000 \quad 0.000 \quad 0.000$
$\begin{array}{llllllll}2 & 0.001 & 0.984 & 0.015 & 0.000 & 0.000\end{array}$
$3 \quad 0.000 \quad 0.0030 .9960 .0010 .000$
$4 \quad 0.000 \quad 0.0000 .0040 .9460 .050$
$\begin{array}{lllllll}5 & 0.000 & 0.000 & 0.000 & 0.000 & 1.000\end{array}$

## age $=48-49$

$\begin{array}{lllll}1 & 2 & 3 & 4\end{array}$
10.9650 .0340 .0000 .0000 .000
$2 \quad 0.0010 .9610 .0380 .0000 .000$
$\begin{array}{lllllll}3 & 0.000 & 0.003 & 0.996 & 0.001 & 0.000\end{array}$
$\begin{array}{lllllll}4 & 0.000 & 0.000 & 0.005 & 0.948 & 0.047\end{array}$
$5 \quad 0.000 \quad 0.000 \quad 0.000 \quad 0.0001 .000$
age $=50-51$
$\begin{array}{lllll}1 & 2 & 3 & 4 & 5\end{array}$
$\begin{array}{llllll}1 & 0.938 & 0.061 & 0.000 & 0.000 & 0.000\end{array}$
$200.0010 .9290 .0700 .000 \quad 0.000$
$\begin{array}{lllllll}3 & 0.000 & 0.003 & 0.991 & 0.005 & 0.000\end{array}$
$4 \quad 0.000 \quad 0.000 \quad 0.0060 .9470 .046$
$\begin{array}{lllllll}5 & 0.000 & 0.000 & 0.000 & 0.000 & 1.000\end{array}$

Figure 1 Immobility, measured by percentage of people remaining in income group





## Sensitivity Analysis

## Prediction versus Precision

The objective function in equation (6) accounts for entropies for the distributions of both the parameter $P$ and disturbance $W$. In the estimation procedure, we have placed equal weights on these entropy distances, reflecting an equal preference for "precision" in the estimates of the parameters and the "prediction" of the estimated transitions. However, it may be better to put uneven weights on the entropy equation in the form of:

$$
=\left(\sum_{\mathrm{i}\rangle \mathrm{j}\rangle \mathrm{a}\rangle \mathrm{t}} P_{\mathrm{i}\rangle \mathrm{j}\rangle \mathrm{a}\rangle \mathrm{t}}\left(\ln P_{\mathrm{i}\rangle \mathrm{j}\rangle \mathrm{a}\rangle \mathrm{t}}-\ln \bar{P}_{\mathrm{i}\rangle \mathrm{j}\rangle \mathrm{a}\rangle \mathrm{t}}\right)+\left(1-() \sum_{\mathrm{i}\rangle \mathrm{a}\rangle \mathrm{w}}\left(W_{\mathrm{i}\rangle \mathrm{c}}(10)\right.\right.\right.
$$

in which the weight $\gamma$ can take on a value between 0 and 1 , depending on the importance we wish to attribute to prediction versus precision. It is instructive to consider the extremes. If $\gamma=0$, then the entropy measure is made up solely of the error term and the goal is to maximize "prediction". In this case, the prior plays no role and the resulting estimates of $P$ tend to be odd, with a lot of (unbelievable) mobility, and unstable (given low level of estimation degrees of freedom). On the other hand, if $\gamma=1$, the emphasis is on "precision," minimizing the entropy difference of the estimates from the prior. In this case, the estimated $P$ is strongly dominantly diagonal, and there is far more error in the estimated income distributions. [Golan, Judge, and Miller (1996) report Monte Carlo experiments where they explore the implications of changing these weights and conclude that equal weighting of projection and precision is reasonable.]

## Form of $P$ as a Function of Age

To test whether the quadratic form of $P$ is correct, we added a cubed term in age, yielding:

$$
\begin{equation*}
P_{i\rangle j\rangle a\rangle t}=\$_{\epsilon\rangle i\rangle j}+\$_{\cap\rangle i\rangle j}(A G E)+\$_{\|\rangle i\rangle j}(A G E)^{\|}+\$_{>i\rangle j}(A G E) \tag{11}
\end{equation*}
$$

The results were not significantly different. The relationship between mobility and age stayed qualitatively the same; there were no new "peaks" added, which would have suggested that the second order equation was not sufficient. The addition of a cubic term yielded a somewhat steeper slope to the relationship between age and mobility.

The given form of the quadratic equation constrains the estimated transition matrices to be the same for all three transitions. To account for the possibility that the transition matrices differ by transition $(t)$, we allowed the constant term to vary
by transition. In the estimation, we simply added a $t$ subscript to the constant in equation (4). The estimated $P$ matrices change very little for the first and third transitions, but change significantly for the second transition. In particular, the third and fourth income groups have a significant shift.

It is instructive to compare the likelihood ratios for our different priors to evaluate the results. In Table 3, we report these statistics for estimates using the minimum mobility prior, the minimum mobility prior with the time-varying constant, and a uniform prior. The likelihood ratio when the uniform prior is used is larger than when we specify the minimum mobility prior. This result indicates that the final mobility matrix is being pulled further away from the uniform prior in the first case than from the minimum mobility prior in the second, implying that the minimum mobility prior contains useful information.

Comparing the minimum mobility estimate with and without a time-varying constant, the results support the view that the mobility process is not constant across time. In particular, comparing the different estimated values for the constant, putting a "dummy" for the 1991-94 period significantly reduces the likelihood ratio (as well as raising the R -squared or fit of the estimated distributions). However, there is no strong reason to assume that the constant varies across the samples, especially given that the time periods overlap. Since the qualitative results are similar, we report the results using the minimum mobility prior, which effectively estimates an average value for the constant.

## Table 3 Results of Statistical Inference

|  | Minimum <br> mobility prior | Minimum <br> mobility prior, <br> with time-varying <br> constant | Uniform <br> prior |
| :--- | :---: | :---: | :---: |
| Likelihood Ratio (chi-square <br> statistic on estimated P) | 39.45 | 20.76 | 52.2 |
| R-squared (within sample <br> prediction of distribution) | 0.946 | 0.964 | 0.972 |

## Implications of the Findings

The estimated transition matrices and the observed changes in the cohort distributions suggest a significant amount of upward mobility and very little downward mobility, at
least through age 50 . Since the younger members of the labor force at the bottom of the income pyramid moved up in large numbers, it is reasonable to ask whether this upward mobility reflected a general improvement in the distribution of income. The answer is that it does not. The Gini coefficient (see Table 4) actually rises between 1988 and 1993, and then falls back between 1993 and 1995, but to a level significantly higher than observed in 1988. The data indicate rising overall inequality coupled with significant upward mobility. How is that possible and what does it imply? We can get a good part of the answer from Table 4.

Table 4 divides the data into cohorts 20-29 and 30-55 in 1988, and then indicates changes in the distributions across income classes of the same cohorts over the period that covers our estimations of the transition matrices (1988-91, 1991-94 and 1992-95). Separating the data into cohorts in this way again makes clear the quantitative importance of upward mobility for the younger cohorts. Twelve percent of the 20-29 year old labor force was in the zero income class. A total of $24 \%$ was in the bottom two classes combined. Seven years later, only $15 \%$ were in those two classes. Meanwhile, the share of the top class almost tripled, rising from $8 \%$ to $23 \%$. The data for the older cohorts confirms what we have already found in the estimations -mobility falls off sharply for those over 30.

Table 4 Distributions across income classes for equivalent cohorts (percent)

|  | 1988 | 1991 | 1992 | 1994 | 1995 |
| :---: | ---: | ---: | :---: | :---: | :---: |
| age cohorts <br> income class | $20-29$ | $23-32$ | $24-33$ | $26-35$ | $27-36$ |
| 1 | 11.8 | 6.5 | 6.2 | 4.3 | 4.1 |
| 2 | 12.1 | 11.4 | 13.5 | 10.4 | 10.9 |
| 3 | 38.1 | 34.1 | 35.6 | 31.1 | 26.9 |
| 4 | 29.9 | 34.1 | 30.3 | 32.0 | 34.9 |
| 5 | 8.1 | 13.9 | 14.4 | 22.2 | 23.1 |
|  |  |  |  |  |  |
| age cohorts | $30-55$ | $33-58$ | $34-59$ | $36-61$ | $37-62$ |
| income class |  |  |  |  |  |
| 1 | 3.4 | 2.7 | 3.4 | 2.9 | 2.9 |
| 2 | 12.5 | 11.6 | 14.8 | 13.6 | 14.2 |
| 3 | 26.0 | 25.2 | 27.4 | 26.4 | 22.4 |
| 4 | 34.3 | 34.9 | 30.5 | 28.2 | 32.0 |
| 5 | 23.9 | 25.6 | 24.0 | 28.9 | 28.5 |
|  |  |  |  |  |  |
| Gini (20-60) | 0.464 | 0.504 | 0.529 | 0.534 | 0.509 |

Source: Special tabulations of household surveys

Given the amount of upward mobility for younger cohorts, the lack of downward mobility, and the fact that there was not a significant reduction in the total size of the low income labor force, it must be true that this low-income labor force is largely comprised of a revolving group of new entrants or young people. Workers must be entering the labor force at low salaries. As they gain experience, their earnings increase and they move up into higher income classes and are replaced at the bottom by a new group of the young. By breaking down our data by age cohorts, it is possible to see this effect directly.

Consider the 1988 and 1994 labor force from our sample. First we divide the 1988 labor force into three age groups: 20-29, 30-55, and 56-61. For 1994, take the labor force of exactly the same age (20-61). Divide this labor force into the original cohorts, now aged 26-35, 36-61, and 62-67. But now, of course there is also a set of new entrants aged 20-26. Now use this information to determine the composition of the low income labor force in 1988 and 1994. Table 5 shows the results of this calculation.

Table 5 Composition of the low income labor force by age cohort, 1988 and 1994

|  | 1988 |  |  |  | 1994 |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| age cohort | $20-29$ | $30-55$ | $56-60$ | total | $20-26$ | $26-35$ | $36-61$ | total |
| \# in lowest two <br> income classes | 2317 | 2284 | 354 | 4955 | 1535 | 1235 | 1854 | 4624 |
| as \% of total | 46.8 | 46.1 | 7.1 | 100.0 | 33.2 | 26.7 | 40.1 | 100.0 |

Source: Special tabulations of household surveys
From Table 5, $47 \%$ of the workers in the bottom two income classes in 1988 were in the 20-29 age cohort, $46 \%$ in the cohorts $30-55$, and the remainder in the 56-61 group. Six years later, the total number of low income workers in the sample has fallen by about $6 \%$. But because of upward mobility, almost half of the original 20-29 cohort has moved up and out of the poverty group and a new group of the young has moved in to take its place. There is also some upward mobility for the $30-55$ cohorts, but it is far less significant in either absolute terms or in the amount of upward mobility it represents.

To see this effect more clearly, in table 6 we have decomposed the total change in the number of low income workers between 1988 and 1994. Overall, there was reduction of 331 or $6 \%$ in the size of the group. More important, there was an influx of 1535 new entrants, which almost exactly offset the upward mobility of the original low income labor force, particularly of the 20-29 year old group. Thus the data confirm the results from our estimated transition matrices. The low income group is comprised to a significant extent of a group of young new entrants into the labor force. There is a great deal of turnover in the group. It is not an unchanging group of low skilled workers
trapped in bad jobs with no hope of improvement. To the contrary, almost half of the 1988 low income 20-29 year olds moved up and out of the low income group in the following six years, and, if the past is any guide, an additional number will do so in the future.

Table 6 Decomposition of changes in the low income labor force, 1988-94

|  | Change in Number of Workers |
| :--- | :---: |
| new entrants (20-26) | +1535 |
| upward mobility | -1082 |
| $\quad 20-29$ cohorts | -430 |
| $\quad 30-55$ cohorts | -354 |
| older workers (out of sample <br> or retired) |  |
| Total change in low income workers | -331 |

Source: Special tabulations of the household surveys
There is a great deal of difference between comparing snapshots of the earnings pyramid at two points in time and following particular cohorts within the pyramid, mainly because new entrants to the labor force tend to be clustered at the bottom. Overall, between 1988 and 1994, real income of the 20-55 year old labor force rose by $20 \%$. Real income of the $20-29$ cohorts rose by $27 \%$, implying a slight narrowing of the age-wage differential. But if we follow the particular cohorts of 1988 - what are called "survivors" in an earlier paper (Morley 1981) - we get a very different picture. The 2029 cohort of 1988 had a $64 \%$ increase in real income, while the $30-55$ cohort gained only $23 \%$. The upward mobility of the young generated a very significant earnings improvement and, since the young were concentrated at the bottom of the income pyramid, there was also a narrowing of inequality among these survivors. But this improvement is hidden by our way of looking at the data, or equivalently by our not paying enough attention to upward mobility.

## Conclusion

In this paper, we have shown that maximum entropy econometrics offers a feasible way to estimate income transition matrices using household surveys. It gives us a way to overcome the lack of panel data with which to investigate the question of income mobility. The model fits the data well in the sense that the predicted and actual distributions for period $t+1$ are close, applying the estimated transition matrix to the
actual distribution in period $t$. According to our estimates, mobility is a positive but non-linear function of age, highest in the younger cohorts and falling quite sharply after age 30. Quantitatively, the most significant finding is the large degree of upward mobility in Colombia, particularly at the bottom of the income distribution and for the younger age cohorts. Half of the twenty year olds in the bottom income group and two thirds of those in income class two move up by one class over three years. This upward mobility was not due to improvement in the overall distribution. Rather it was because the low income labor force is, to a surprising extent, comprised of a constantly revolving group of young workers rather than a fixed group of the low skilled workers trapped in bad jobs. Using data from 1988, we show that $47 \%$ of the workers in the bottom two income classes were aged 20-29. Just about half of them move up and out of the bottom group over the following six years, to be replaced by groups of new entrants. This upward mobility needs to be taken into account in any interpretation of point estimates of the distribution of income.
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