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General information 

Task(s) and Activity code(s): Task 3.6, Activity 3.6.5 

Input from (Task and Activity codes): Task 3.6, Activity 3.6.5 

Output to (Task and Activity codes): Task 3.6, Activity 3.6.5 

Related milestones: M3.6.5 

Executive summary 

Changing economic and political conditions as well as dynamic processes within the agricultural sec-
tor lead to a continuous redistribution of resources between farms and to changes of the production 
systems on farms over time. This type of structural change is generally characterized by increasing 
average farm size and specialization. However, significant national and regional differences in devel-
opment exist resulting from complex interdependencies between sectoral support policies, original 
farm structure, land market institutions, non-agricultural employment opportunities, technological de-
velopments etc. Given the objective of SEAMLESS to assess impacts and sustainability of agri-
environmental policies, it is desirable to identify and be able to project the policy impact on structural 
change in agriculture. It is therefore envisaged to develop a module capable of forecasting regional 
shares of farm types depending on policies and a changed economic environment. This module will 
allow aggregation weights used in the up-scaling procedures from farm to market level to adjust 
endogenously (DOW).  

This deliverable provides a review of the literature on modelling structural change in the agricultural 
sector. The objectives of the paper are: (1) to describe the methods that have been applied to explain 
and project structural change in agriculture, (2) to identify the major determinants of structural change 
and their relative contribution to explaining structural change and (3) to draw conclusions with respect 
to the methodology suitable for the purpose of SEAMLESS. 

The major findings from the review are the following: 

• The Markov chain analysis already identified in the DOW as the likely most suitable approach for 
SEAMLESS purposes is the most widely applied approach to model structural change.  

• Statistically significant determinants differ from analysis to analysis, but do include economic 
variables depending on policy and technology scenarios. 

• The Markov chain analysis is applicable to the EU-15 given the FADN data availability. Com-
pared to rather focussed applications in the literature (regionally and with respect to specific farm 
types), the task is very ambitious, but a successful large scale cross-sectional analysis would also 
be of high scientific value. 

• For the new member states, data availability does not seem to allow statistical analysis. An alter-
native approach (either transferring results from EU-15 or using simplified agent-based ap-
proaches) needs to be identified.    

• Agent-based simulation models are increasingly used to model structural change, as they allow 
simulating a larger range of scenarios compared to statistical approaches. However, they still lack 
proof of tracking ability and valid responses to changed political and economic conditions. Their 
results, however, might lead to the inclusion of additional explanatory variables in the Markov 
chain analyses. 
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Specific part 

1 Introduction  
The focus of this paper lies in examining the empirical literature on structural change in the agricul-
tural sector. With this purpose, different ways of predicting or analyzing structural change are summa-
rized according to the methodology used. The objectives are: (1) to describe the methods that have 
been applied to explain and project structural change in agriculture, and (2) to identify the major de-
terminants of structural change and their relative contribution to explaining structural change and (3) 
to draw conclusions with respect to the methodology suitable for the purpose of SEAMLESS.  

Models dealing with structural change in agriculture are here classified according to their methodology 
(econometric and simulation models). This criterion is not excluding other ways of classification, e.g. 
according to the elements defining farm structure. Nevertheless, single modelling approaches and how 
structural change is defined in terms of its aspects of analysis are highly correlated. Thus the stratifica-
tion along methodological aspects was deemed to be the most reasonable option. 

The analysis is organised as follows. Firstly, earlier literature reviews and theoretical considerations 
on factors influencing structural change are examined in order to derive major causes determining 
structural change. Then, empirical studies on structural change are surveyed according to the method-
ology used. A distinction is made between econometric models and simulation models. Within the 
framework of econometric models, we further differentiate between regression analyses that mainly 
aim at quantifying the impact of specific aspects to different dimensions of structural change, Markov 
models, which have a more predictive nature, cohort analyses, and models of discrete choice. Among 
the simulation models multi-agent systems, as a newly established method, shall be looked at in more 
detail. 
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2 Structural change in Agriculture 

2.1 Definition of structural change 

One of the problems faced in the analysis of structural change in agriculture is the heterogeneity of the 
definition of farm structure. There is basically a general recognition of the complexity of this concept 
but no single widely accepted definition (Stanton 1993, Balmann 1997). Balmann, for example, de-
fines it as: “who is producing what, in what amounts and by what means?” (Balmann 1997, p. 106). 
Nevertheless, from a wider perspective the concept of agricultural structure can be framed by looking 
at its main elements: farm size, resource ownership and control, managerial and technological re-
quirements, tenure pattern, importance of part-time operations, degree of vertical integration in a given 
industry, organisation of production, ease of entry into farming as an occupation and manner of asset 
transfer to succeeding generations (Penn 1979, Tweeten 1984, Knutson et al. 1990). This list is not 
exhaustive but pretends to cover the main definitory elements of agricultural structure found in the 
literature.  

The definition of structural change varies depending on the underlying definition of the agricultural 
structure. Basically there are two orientations: one relating to productivity changes (e.g. Oehmke and 
Schimmelpfennig 2004, Kim et al. 2005) and another relating to the structure of the industry. The first 
definition of structural change leads to the wide field of time series analyses (e.g. determination of 
structural breaks) which is extensively covered in the branch of general economics. In agricultural 
economics, however, the focus of the discussion often lies on changes in the structure of the industry. 
Nevertheless, in most studies both are evaluated together, since farm structure is usually not independ-
ent of production relationships. In this paper only the definition relating to the structure of the industry 
will be taken into account whereby the explicit focus of the studies varies with the methodology used 
to quantify structural change. The main aspects of structural change analysed in the literature can be 
summarized under the topics farm growth, entry and/or exit, and farm succession (the latter a special 
variant of farm exit). Thus, for our purposes structural change might simply be defined as the change 
in the number of farms in different farm types (as classified e.g. according to different size or activity 
measures, age cohorts, specialisation classes etc.). 

When analysing structural change, an additional question relates to how different constraints affect 
these (or some of these) elements. With this purpose, researchers usually try to explain their changes 
motivated by the imposition of specific economic, social and environmental constraints within a cer-
tain time perspective (factors contributing to structural change). Moreover, important interactions be-
tween these elements might be observed (e.g. the effect of off-farm employment in family farm size), 
so that some of them might become explanatory variables for the rest. Here is where a second problem 
arises, namely the classification of farms into homogeneous groups, i.e. farm typologies. To date, no 
internationally accepted classification has emerged (Stanton 1993). The major measures refer to farm 
size (economic or physical size), labour requirement and share of household income provided by the 
farm. It is important to consider all these issues in a comprehensive analysis of structural change. 

2.2 Factors contributing to structural change  

Most studies about farm structures provide an enumeration of the factors assumed to determine struc-
tural change in agriculture. Here, only a short overview of these factors is given, leaving the in-depth 
discussion to others (e.g. Hallam 1991 and 1993, Goddard et al. 1993, Harrington et al. 1995). 

In his analysis “Empirical Studies of Size, Structure, and Efficiency in Agriculture” Hallam (1993) 
distinguishes between normative and aggregate studies of size and scale, studies of firm efficiency, 
and models of firm growth and survival. Under normative studies he summarizes cost function, pro-
duction function and profit function studies. To studies of firm efficiency belong relative efficiency 
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models and frontier functions. Our particular interest lies in, to what Hallam refers to as “models of 
firm growth and survival”.  

By reviewing the literature on economies of size and scale in the agricultural sector, Hallam (1991) 
finds out that given the empirical evidence on these issues, firm size in production agriculture should 
be fairly constant with little entry and exit in the years ahead. As this is not the case in reality, he con-
cludes that the differences between the actual changes in industry structure and those predicted by the 
theory of “economic size” should be explained by factors such as (1) external economies, e.g. pecuni-
ary economies in purchase and sale of products, or economies realized as the industry expands and 
specializes, (2) technical change, (3) management and information, (4) differences in values and goals 
of the farmers, and (5) opportunity costs outside the agricultural sector.  

Other authors determined similar factors as the major causes for structural change. All studies stress 
the importance of the following factors: technology, off-farm employment, public programs, market 
structure, human capital and economic forces (U.S. Congress 1985, Goddard et al. 1993, Harrington et 
al. 1995, Hallam 1991, Boehlje 1990). Furthermore, Goddard et al. (1993) add demographical aspects 
to the list of factors contributing to structural change. They also emphasized that these factors are not 
seen to be mutually exclusive but rather interrelated with each other (p. 477). The single aspects are 
briefly explained as following: 

1) The technology model is based upon the concepts of economies of scale and size, and the ad-
aptation and diffusion of technology. The literature on economies of size has focused funda-
mentally on the long run cost curve in agricultural production and the determinants that shape 
and shift that curve (Boehlje 1990). The adaptation and diffusion of technology refers to the 
concept of Cochrane’s treadmill (Cochrane 1958). The concept focuses on the impact of tech-
nological innovation reducing real per unit cost of output at the farm level and with competi-
tion encouraging farmers to adopt new technologies. The first adopters of the new technology 
will gain from the first-mover advantage (Bremmer et al. 2004), but as adoption becomes 
widespread, prices of farm commodities will fall differently per farm size, triggering structural 
adjustments (Ahearn et al. 2002). According to Weiss (1999) it is frequently argued that this 
process of technologically induced farm growth is stronger for larger farms.  

2) Off-farm employment is handled in two ways. On the one hand, it is seen either as a first step 
out of the sector or as a possibility to stay in the sector by co-financing the agricultural busi-
ness. As opportunity costs increase due to better wage levels outside of agriculture, farmers 
tend to leave the sector until wages equalize (Hallam 1991). Another way to achieve compara-
ble incomes with the non-farm sectors would be to enlarge the farm size (Harrington et al. 
1995). On the other hand, off-farm employment provides a method to keep on farming at 
small scales if the off-farm income complements the household income (Goddard et al. 1993) 
or farmers are even willing to subsidize their small farm at least in the short-run from other in-
come sources (Harrington et al. 1995). Thus, structural change would tend to favour part-time 
farming.  

3) Public programs are governmental policies that impact the agricultural sector in different 
ways according to their design. Examples often mentioned are tax policy, commodity pro-
grams, credit programs, general monetary and fiscal policies, and public research and exten-
sion efforts (Harrington et al. 1995, Goddard et al. 1993, U.S. Congress 1985).  

4) Human capital refers to and is influenced by the managerial capability, level of schooling, 
public education programs. It is assumed that an increase in human capital allows the firm 
manager to more effectively process information used to allocate the firm’s resources and to 
evaluate new technologies. Thus, an increase in human capital allows for effectively managing 
an increasing firm size (Goddard et al. 1993). On the other hand Hallam (1991) argues that the 
costs of managing large operations are often underestimated.  

5) Demographics refer mainly to the age structure of farm operators and the shrinking number of 
entrants to the farming sector. One might argue that these aspects are a consequence rather 
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than a cause of structural change. However, the speed of change in a region might be heavily 
influenced by the age structure of the farmers. Goddard et al. (1993) also point to the changes 
in the demographical structure of the general population that might have some influence con-
cerning the demand of agricultural products.  

6) Market structure itself influences structural change. This point is derived from the industrial 
organization structure (Boehlje 1990). The way in which prices are set is determined by the 
nature of the market, so that the conduct of the industry is a function of its structure (polypoly, 
oligopoly, monopoly vs. polypsony, oligopsony, monopsony). The development of institu-
tional arrangements, such as vertical integration and cooperatives has an (unclear) impact on 
structural change as well (Goddard et al. 1993).  

7) Economic forces. Sector specific and macroeconomic factors such as input and output prices, 
changes in demand, and the interest rate are also supposed to have an impact on structural 
change (Hallam 1991, Goddard et al. 1993).  

2.3 Selected modelling approaches  

Following several modelling approaches applied to the analysis of structural change in agriculture are 
explained (see table 1). Two main categories can be differentiated: econometric and simulation (pro-
gramming) models.  

The first one covers Markov chains, regression models, cohort analyses and models of discrete choice. 
Among these models, three basic methodologies are identified. The Markov chain approach tries to 
retrieve specific patterns of structural change from historical development and exploits these results to 
make forecasts into the future. Regression models are mainly used to identify the impact of specific 
variables on farm growth and abandonment. Finally, cohort analyses may help to separate demograph-
ical factors that contribute to structural change from economic factors. Models of discrete choice have 
mainly been applied to analyse farm succession.  

Table 1. Modelling approaches to structural change 

Model  Field of analysis 

Markov chains Number of farms in farm types as defined by the researcher 

Regression models Farm growth 

Cohort analyses Total number of farms, labour development 

Discrete choice Total number of farms, farm succession 

Recursive-programming 
approaches 

Changes within pre-defined farm groups 

Multi-agent systems Cover almost everything, it depends on the model specification 
 

Within simulation models, recursive programming and multi-agent models are selected as more com-
mon methodologies. Whereas the first type of models analyses economic behaviour based on the de-
composition of complex decision problems into sequences of smaller and simpler problems stepwise, 
multi-agent models consist on simultaneous interactions between autonomous entities (agents) in a 
specific environment (rules). 
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3 Econometric models  

3.1 Markov chains  

The concept of the Markov chain was first established by the Russian mathematician A. A. Markov 
(1856-1922) in 1906. For illustrative purposes in a paper published in 1913 Markov applied his chains 
to the distribution of vowels and consonants in A. S. Pushkin’s poem “Eugeny Onegin”. At present, 
much more important applications of Markov chains have been discovered (Basharin et al. 2004). De-
spite the early introduction of the basic concept of the Markov chain process, only recently economists 
have recognized its importance as an economic analysis tool. Today it is generally accepted and often 
applied. In agricultural economics Markov chains are primarily used to predict changes in the structure 
of the farm or agro-industry. With respect to animal health economics Markov chains are also used in 
bio-economic models to predict the spread of a disease. The basic concept of the Markov chains shall 
be explained here briefly before a review of applications of this technique is given. Finally, it is out-
lined which explanatory variables have been proven to be significant for the process of structural 
change in these studies.  

3.1.1 Concept of the Markov chains 

According to Hallberg (1969) the development of many economic phenomena over time can be de-
scribed as stochastic processes. In this sense, Markov chains can be used to predict future develop-
ments of certain variables. In particular, for the analysis of structural change in one sector the estima-
tion of Markov chains is an often used approach (Disney et al. 1988).  

In a Markov process the movement of firms from a specific firm category (e.g. a farm type) to another 
one is represented by transition probabilities.  

In case of a first order Markov chain it is assumed that the probability of the movement of a farm at 
time t  to another farm type in the period 1+t  is independent of earlier periods:  

{ } { } ijttttt pisjsPksisjsP ======= −−− 121 ,...,  

where ts  { }N,...,2,1  is a discrete, stochastic variable and i and j  are the states (farm types) a spe-
cific farm can be in. The transition probability ijp  represents the probability of a movement from state 
i  to state j .  

Since the probabilities are not allowed to be less than zero and the process has to result in some state it 
follows that: ∑ =

j
ijp 1 and 0≥ijp  for 0, ≥ji .  

The single transition probabilities can be summarized in a transition matrix P  )( NN × :  
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The equation to be estimated then becomes:  
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(3.1) 
∑
=

= n

j
ij

ij
ij

m

m
p

1

  

where ijm  denotes the number of movements of firms from state i  to state j  during the time period 
under discussion and n is the total number of states. Anderson and Goodman (1957) have shown that 
the above given approximation of the true ijp  is, in fact, the maximum likelihood estimate.  

From the transition probabilities predictions on future farm numbers in any state can be easily calcu-
lated:  

(3.2) t
t PXX 0=   

where 0X  is the initial starting state vector or the initial configuration of individuals in the n  states, 
where ix0  represents the number of individuals in state i  during time period 0=t , and tX  is the tth 
configuration vector.  

One of the strongest assumptions of the Markov model is that the transition probabilities do not 
change in the whole process, i.e. they are said to be stationary. This implies that the process of struc-
tural change follows the same path until an equilibrium solution is achieved. This may represent a re-
alistic assumption as long as all other factors remain the same, too. However, this assumption does not 
hold for most economic phenomena. Changes in exogenous variables, e.g. wages, prices, technology 
or policy, require the determination of non-stationary (varying) transition probabilities (Hallberg 
1969), which require an econometric model “behind” the pure Markov chain. The non-stationary tran-
sition probabilities are, therefore, specified as functions of exogenous variables and parameters.  

3.1.2 Markov studies in agriculture (methodological development) 

The following discussion on Markov chain applications in agriculture follows a (loose) chronological 
order to reflect the methodological development of the approach. An overview of Markov studies is 
given in table 2.. However, only studies that contributed to the evolution of the approach are described 
in more detail in this section. References to even more Markov applications can be also found in the 
literature listed in table 2 (see especially Stavins and Stanton (1980)).  

One of the first applications of a Markov model in the agricultural sector was accomplished by Judge 
and Swanson (1961). Their analysis provided a thorough explanation of the Markov chain theory and 
was applied to a sample of 83 hog-producing firms in central Illinois in the period 1946-1958. The 
yearly change of the size distribution (number of litters of hogs) was analysed.  

A further early Markov study by Stanton and Kettunen (1967) already emphasized the effect of how 
new entrants into the market are modelled. Usually, a “no production” category is formed, from which 
entrants are assumed to enter the market and to which farms that exit the sector move. In this study it 
is shown that the number of assumed potential entrants to the industry has an important effect on both 
(short-run) projections and equilibrium solutions. However, it will not affect the estimated proportions 
of active firms falling in each size category (p. 634). Stanton and Kettunen concluded that if there are 
no barriers to entry to the industry under study, then the number of potential entrants should be esti-
mated to be large relative to the number of given firms. Otherwise, the use of a large number of poten-
tial entrants will increase the rate of change, both in net exits and entries and in shifts within size 
classes, more rapidly than it should.  

The afore mentioned stationary models are all solved via maximum likelihood estimation. This is gen-
erally possible, if information concerning the movement of individual firms among different states is 
available. This information is generally called “micro-data” (Stavins and Stanton 1980) or “survey 
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data” (Zepeda 1995a). However, often only aggregate data without detailed information tracing the 
movement of individual firms among size categories is available.  

Telser (1963) was the first to estimate transition probabilities based on aggregate (macro-) data. He 
developed a methodology for using least squares techniques to estimate stationary transition probabili-
ties from aggregate data:  

(3.3) ∑ += −
i

jtijtijt vpmm )1(   

where jtm  is the observed proportion of individuals in state j  at time t  and )1( −tim  is the observed 

share in state i  at time 1−t 1. jtv  is a random variable (error term). Least squares estimates of ijp  are 

obtained by choosing a set of estimates ijp̂  so to minimize ∑t jtv 2ˆ  subject to the r constraints 

1ˆ =∑ j ijp  ),,1( rj K= , where  

(3.4) ∑ −−=
i

ijtijtjt pmmv ˆˆ )1(   

Nevertheless, the use of unrestricted least squares does not impose non-negativity to single transition 
probabilities or exclude values greater than 1. However, Telser could show that the least-squares esti-
mates are consistent and can be weighted so that they are also asymptotically efficient. Also, a non-
stationary model was calculated by expressing the transition probabilities as functions of exogenous 
variables.  

Telser illustrated his estimation technique by estimating the transition probabilities of smokers chang-
ing from one cigarette brand to another over the time period 1925-1943. Relative advertising expendi-
tures were used as explanatory variable for the non-stationary model. Although not referring to the 
agricultural sector his study was included here to reflect the methodological development of the 
Markov chain approach.  

Krenz (1964) estimated a stationary Markov model from aggregate data via maximum likelihood es-
timators. For that purpose he imposed a kind of “rule-of-thumb” method (Stavins and Stanton 1980, p. 
13). The imposed constraints were that farms in the largest category remain in this category, increases 
in the number of farms in any state come from the next smaller state, and decreases in size are not al-
lowed, since those farms were expected to go out of business (Krenz 1964, p. 78). Stavins and Stanton 
(1980) pointed to the theoretical limitations of this approach since the behaviour pattern for the farms 
that should be investigated is, in fact, already postulated beforehand. However, a similar approach was 
used later on by Keane (1976 and 1991).  

Whereas, the early applications of Markov chains in agriculture dealt only with stationary transition 
probabilities, Hallberg (1969) was the first, who estimated non-stationary transition probabilities to 
model structural change. The non-stationary transition probabilities were estimated depending on 
some exogenous factors via least squares regression technique:  

(3.5)  ∑
=

+=
K

k
ktijkijijt zp

1

ˆˆˆ βα  

with a set of exogenous variables ktz , Kk ,,2,1 K= . In order to meet the probability requirements 
(non-negativity and summing-up conditions), Hallberg estimates the n+nk parameters of a given row 
                                                      
1 Note: whereas in the description of the Markov process, jtm  has been defined as ‘number of movements be-

tween states’, from now onwards jtm  refers to the ‘share of farms in state j’. 
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in a single regression equation. Although Hallberg’s restricted least squares approach ensures that all 
rows sum to unity, it does not deal directly with the constraint requiring that all single probabilities 

ijp  be greater than or equal to zero. If this was the case, Hallberg assumed negative probabilities to be 
zero, and probabilities greater than unity to be one. The approach was applied to plants manufacturing 
frozen milk products in Pennsylvania.  

Stavins and Stanton (1980) estimated various models in order to find the best performing one. Among 
the estimated models there were a ‘traditional’ stationary micro-data model, a stationary macro-data 
model (of the Krenz type), and a micro-data non-stationary Markov model. In the last case, Stavins 
and Stanton refined Hallberg’s approach and met the probability requirements without the use of ad 
hoc procedural assumptions. They specified the required equations such that each row in the transition 
probability matrix was handled as a separate multinomial logit model, using an exponential function to 
ensure that all predicted probability values would be positive and would sum to unity for each row. 
The multinomial logit model is described below and shall not be taken into account here.  

Ethridge et al. (1985) estimated stationary as well as non-stationary transition probabilities for five 
size and four activity groups of cotton gin firms in West Texas and thus, were the first who incorpo-
rated another dependent variable than size class into their model. Industry structure projections were 
made for both the stationary and the non-stationary model. For the non-stationary model different sce-
narios with respect to the explanatory variables were imposed.  

Disney et al. (1988) suggested quadratic programming methods or minimum absolute deviation 
(MAD) to avoid this problem. They used a minimum absolute deviation technique, where linear pro-
gramming was used to minimize the sum of the absolute value of the deviations to calculate the transi-
tion probabilities. The hog-corn price ratio was included as explanatory variable: 

(3.6)  ∑∑∑∑ +
j t

jt
j t

jt gfmin  

subject to the constraints:  

jtjtij
i

1)i(tjt gfpmm −+= ∑ −  

and  

1p
j

ij =∑  

where jtf  and jtg  are the positive and negative vertical deviations above and below the regression 
line for the set of observations. The hog-corn price ratio (HC) is included as explanatory variable by 
substituting ijp  with tijij HCba + . A similar approach was later used by Von Massow et al. (1992).  

Chavas and Magand (1988) developed an approach to estimate the probability of entry/exit and the 
transition probabilities of the remaining firms (i.e. firm growth) separately. As this approach is also 
used by Zepeda (1995a), whose model is described below the model specification is left out here. 

Zepeda (1995a) modelled the probability of net new entry separately from the transition probabilities 
of the existing firms. Thus, the explanatory variables affecting net new entries were allowed to be dif-
ferent than those affecting movements between existing firms and forcing net new entries to be pro-
portional to the number of farms by size category is avoided. Both, net new entrants and the transition 
between states for existing firms were allowed to vary over time. To satisfy the non-negativity condi-
tion and force the transition probabilities to equal to unity, Zepeda used a multinomial logit model 
suggested by MacRae (1977). In her model of Wisconsin dairy farms, the following explanatory vari-
ables were included: the milk-feed price ratio for both net new entries and state transitions; the interest 
rate (to reflect the cost of capital), a dummy policy variable (farmers are paid to exit the sector), the 
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amount of debt and a dummy variable for drought only supposed to influence net new entries to the 
sector.  

Zepeda (1995a) used a non-stationary Markov process to characterize size categories as a function of 
net new entries and movement between size categories suggested by Chavas and Magand (1988):  

(3.7)  ∑
=

−+−=
s

i
tiijtjtjtjt nphdn

1
)1(  

Between 1−t  and t  the number of first-time entrants to each size category j , is defined by jtd  and 

the number of firms that leave farming is given by jth . The movement between size categories at time 

t  equals the transition probability ijtp , times the number of existing firms in category i  in the last 

period, )1( −tin . Thus, the model structure is unlike many others since the transition probabilities pertain 

only to existing farms. Net new entries, jta , are given by subtracting exits jth  from entrants jtd : 

jtjtjt hda −= . Zepeda stated, that given that aggregate data on total farm numbers by size was used, 
the number of entrants and exits (i.e. net new entrants) were not observable. However, with her model, 
the corresponding estimates could be recovered.  

Net new entrants and the transition probabilities for the movement between size classes can be gener-
ally specified as functions of explanatory factors [ ]K,, 2)j(t)1j(t −−= ZZfa jt  and 

[ ]K,, 2)i(t1)-i(t −= ZZfPijt , where f  denotes a general function of the independent variables, given by 
matrices Z  and X . In the absence of a priori information on the functional form, in a first order 
Markov process net new entrants can be specified as  

(3.8)  1)j(tj −= Za jt γ  

where the γ ’s are vectors of coefficients to be estimated.  

To meet the probability requirements, the choice of functional form is limited (Maddala 1983). A mul-
tinomial logit model satisfies these conditions.  

(3.9)  
∑
=

−

−

+
= 1-s

1k
ik1)i(t

ij1)i(t

)exp(1

)exp(

β

β

X

X
Pijt , 1,...,1 −= sj , 

(3.10)  
∑
=

−+
= s

k

ist

X
P

1
ik1)i(t )exp(1

1

β
 

where the β ’s are vectors of coefficients. Equation (3.9) measures the probability of movement be-
tween size category i  and all the others apart from the last category. Equation (3.10) measures the 
probability of movement between each size category and the last category. The system to be estimated 
is given by combining the equations (3.7), (3.8), (3.9), (3.10) and adding error terms to the model. The 
model is estimated via a nonlinear seemingly unrelated regression estimator.  

In a second application of the Markov chain approach Zepeda investigated the influence of technical 
change on the size distribution of dairy farms (Zepeda 1995b). Again a multinomial logit model was 
estimated. As explanatory variable only milk production per cow per year was used as proxy for tech-
nical change. Her results suggest that increases in the level of technology among continuing dairy 
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farms enhance their ability to stay at the same size class versus growing in the short run. In the long 
run, however, the proportion of very large farms increases.  

Karantininis (2002) used a maximum entropy formalism to estimate the non-stationary transition 
probabilities of the farm size distribution in Danish hog production which is shown below. As ex-
planatory variables he used pork prices, pork feed prices, and input and output prices of other live-
stock. The output prices of other livestock were prices of milk, beef, eggs, and poultry meat, and the 
input prices were pig composite feeds, poultry and cattle feeds, fertilizer prices, and the interest rate. 
He first estimated a stationary Markov model that performed rather badly. In the first estimated non-
stationary model it was found that the transition probabilities at the lower left off-diagonal were 
mostly non-zero (large farms are likely to decrease in size), which was introduced as prior information 
into a second non-stationary model. Furthermore, it was assumed that farms do not grow more than 
five size categories in each time period, and that it is most likely to remain in the same category as in 
the period before. This second non-stationary model revealed the best overall performance of the three 
Markov models. Karantininis concluded that the used generalised cross entropy (GCE) estimator was 
more efficient and could overcome many of the problems of traditional techniques, such as the ordi-
nary least squares and multinomial logit (especially the problem of dimensionality). An additional ad-
vantage of the GCE approach is that it can deal with so-called ill-posed problems (large transition 
probability matrices, missing data points).  

Jongeneel et al. (2005) were the first to conduct a cross-country analysis. In their analysis the devel-
opment patterns of the dairy farm structure in the Netherlands, West and East Germany, Poland and 
Hungary were examined. The transition probabilities were calculated via maximum entropy estima-
tion. The impact of each variable on the individual transition probabilities and size categories was like 
in Zepeda (1995a), Zepeda (1995b) and Karantininis (2002) evaluated in the form of impact elastic-
ities. These “probability elasticities” measure the effect of a 1% change in the i th explanatory variable 
on the probability that an existing farm will remain in the same size category or move to another size 
category in any period (Zepeda 1995b). Entry and exit to the industry were modelled by defining a “no 
production” category. However, no market entries were assumed for the dairy sector. Unlike Zepeda 
(1995b), who imposed as a restriction in her model that the transition probabilities might scale up or 
down in size only one size category, Jongeneel et al. (2005) included the size scaling as prior informa-
tion that may be overruled by the data (p. 4). Country-specific policy (dummy) variables were used as 
explanatory variables for the different countries. Also, different size classes were imposed to reflect 
the differing structures in the countries analysed. For Hungary and Poland, subsistence farms (‘very 
low’ farm size classes) were taken into account, although they were likely to behave rather differently 
than conventional farms. Jongeneel et al. concluded that one option could be the exclusion of this spe-
cial category from the analysis and to try to explain it in a different way, taking into account different 
explanatory variables, since several studies indicated that subsistence farming is rather isolated from 
and insensitive to market signals. The overall performance of the model seemed to be rather satisfac-
tory, even though only few explanatory variables were taken into account (p. 14). However, it was also 
mentioned that the final estimated transition probabilities followed the prior information rather 
closely. Whereas, the use of prior information appeared to be crucial for obtaining plausible results, its 
impact in the cross entropy approach seemed to be so strong that the quality of the final estimates is to 
an important degree determined by the quality of the prior information. Jongeneel et al. suggested to 
look for other ways of including the prior information, in which it could be given less weight. They 
also mentioned the possibility of predicting future farm numbers in the different size categories by 
updating the Markov model with forecasts on the explanatory variables.  

For illustrative purposes we will repeat here the maximum entropy approach chosen by Karantininis 
and Jongeneel et al. A stationary transition probability matrix (TPM) using generalised cross entropy 
(GCE) was developed by Lee and Judge (1996), and Golan et al. (1996). The transition between time t 
and t+1 in the stationary model can be formulated as follows:  

(3.11)  t)(t)(1)(t uPxy +′=+  



SEAMLESS 
No. 010036 
Deliverable number: PD3.6.6 
05 October 2006 

 

 

  Page 19 of 45 

where 1)(t +y  is a Kx1 vector of proportions falling in each of the K Markov states at time 1t + , and 
(t)x  are the sample proportions at time t. The TPM is )   ( K21 pppP K= with each vector 

)p,,p,(p Kk2k1k K=′kp . Finally, (t)u  is a vector of disturbances with zero mean bounded within a 
specified support vector v . For T transitions the model can be written more compactly:  

(3.12)  TTKT )XI( upy +⊗=  

           1)TK()1K)(K(TK1)TK( 22 ×+××=×  

where the TPM is now written as a vector: ),,,( K21 pppP ′′′= K , KI  is a KK × identity matrix 
and ⊗  denotes the Kronecker product. Each element of the Tu  is parameterised as 

∑= M

m itmmit wv  u , where w is an M-dimensional vector of weights (in the form of probabilities) for 

each itu , and v  is an M-dimensional vector of supports. With (t)x being a vector of proportions, the 

support vector can be set to ])1,0[( ∈itn or to [ ]′= T1/K,,0,,T1/K-  KKv . By using GCE, any 
prior information about P can be incorporated in the form of a matrix of priors Q . Prior information 
about the disturbance Tu , call it o

itmw , can be incorporated as well and are assumed to be uniformly 
symmetric about zero. The objective of the GCE estimator is to minimize the joint entropy distance 
between the data and the priors. Let H(•) be the measure of cross entropy, then the GCE is:  

(3.13)  
⎭
⎬
⎫

⎩
⎨
⎧

+= ∑∑∑∑∑
i t m

o
itmitmitmijij

i j
ij

o

,
)w/(wlnw)q/pln(p ),,,H(min WQWP

wp
 

subject to the KxT data consistency constraints (equation (3.12)), the normalization constraints for 
both the transition probabilities (K constraints) and the error weights (KxT constraints): 

1w ,1p M

m itm
K

j ij == ∑∑ ; and the 2K  non-negativity constraints for P  and the KxTxM constraints 

for 0 and 0,: ≥≥ wPw .  

The non-stationary transition probabilities can be expressed as:  

(3.14)  (t)e)βt),((ft)(p ijijijijij += z  

where )(f ij •  is a function relating each element t)(pij  of the non-stationary transition probability ma-

trix (NSTPM) to a vector of explanatory variables (t)zij . The ijβ  are parameters of the )(f ij • , and 

(t)eij  is the disturbance term. The Markov process can now be expressed as:  

(3.15)  [ ] )t((t)(t) (t)1)(t uezβxy ++′=+ ,  

where the disturbances e  and u  can be recovered separately.  
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3.1.3 Explanatory power and significance of variables 

Whereas in the section above the emphasis was put onto the development of the methodology, this 
section stresses the use of different exogenous variables and their significance for structural change as 
well as the overall explanatory power of the models.  

Note that the studies differ with regard to several aspects (e.g. definition of structural change, model-
ling approach, time period under consideration, data quality and quantity, quantity of states assumed2, 
etc.) and in fact cannot be compared directly with each other. Nevertheless, an overview of the exoge-
nous variables assumed to affect structural change is given (table 3) and some conclusions are drawn 
with regard to the models’ prediction ability.  

Table 3. Significance of exogenous variables 

Study Year Region Focus Time period Dependent Explanatory Sign.
Economies of 
size Yes 
Sunk costs Yes 

Chavas, J.-P.; 
Magand, G. 

1988 USA Dairy farms 1977-1984 Net entry; 
firm size 

Market prices Yes 
Disney, W. T. et 
al.  

1988 Southern 
states, USA 

Hog 
production 

1969-1982 Farm size  Hog/corn price 
ratio 

Yes 

Wage rate Yes 
Electricity rate Yes 
Capacity No 
Productivity No 
Time  Yes 

Ethridge, D. E. et 
al.  

1985 West Texas, 
USA 

Cotton gin 
firms 

1967-1979 Activity and 
size 

Percentage of 
seedcotton 
ginned   Yes 
Wages Yes 
Population Yes 
Per capita 
income Yes 
Milk price Yes 

Hallberg, M. C.  1969 Pennsylvania, 
USA 

Frozen milk 
product 
plants 

1944-1963 Firm size  

Retail price Yes 
Technology 
shifter (trend) Yes 
Milk production Yes 
Policy dummy Yes 

Jongeneel, R. et 
al.  

2005 Netherlands, 
West Ger-
many, East 
Germany, 
Poland, Hun-
gary 

Dairy farms NL 1972-2003; 
WD 1971-2003; 
ED 1991-2003; 
PL 1996-2000; 
HU 2000, 2003 

Farm size  

Milk price Yes 
Pork prices Yes 
Milk price Yes 
Egg price Yes 
Cattle price  Yes 
Poultry price Yes 
Pig feed Yes 
Cattle feeds Yes 
Poultry feeds Yes 
Fertilizer prices Yes 

Karantininis, K.  2002 Denmark Hog 
production 

1984-1998 Firm size 

Interest rate Yes 

                                                      
2 Between three (e.g. Zepeda 1995a) and nineteen (Karantininis 2001) states (i.e. farm types) were assumed in 
the mentioned studies.  
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Study Year Region Focus Time period Dependent Explanatory Sign.
Stavins, R. N.; 
Stanton, B. F.  

1980 New York, 
USA 

Dairy farms 1968-1977 Firm size  Milk-feed price 
ratio Yes 
Hog/corn price 
ratio Yes 
Interest rate Yes 

Von Massow, M. 
et al. 

1992 Ontario, 
Canada 

Hog 
production 

1971-1989 Farm size 

Labour/capital 
price ratio Yes 

Net entry; 
firm size 

Relative prices 
Yes 

Net entry Dairy 
termination 
program No 

  Drought Yes 
  Debt Yes 

Zepeda, L.  1995a Wisconsin, 
USA 

Dairy farms 1972-1992 

  Interest rate Yes 
Zepeda, L.  1995b Wisconsin, 

USA 
Dairy farms 1980-1992 Firm size Milk production 

per cow  
Yes 

Source: Own table.  

 

All explanatory variables used in the Markov studies relate more or less to the factors contributing to 
structural change outlined in section 2.2. Most often variables concerning technological change, eco-
nomic factors like prices and interest rates, and policy variables have been taken into account. In no 
study appeared human capital or demographical aspects as explanatory variables. Only Zepeda 
(1995a) introduces a “new” variable, namely drought into her analysis.  

It can be seen from table 3 that nearly all factors have proven to be significant for at least one of the 
size categories of each study. In the cases where no significant impact could be estimated reasons for 
this phenomenon were identified. Zepeda (1995a) argued that the Dairy Termination Program had no 
influence on the net entry of her model since Wisconsin, the state under study, had a relatively low 
participation rate in this program. Also, Ethridge et al. (1985) concluded that the capacity and produc-
tivity had no significant impact due to the fact that 3-year moving averages were taken for these vari-
ables and, in addition, that large changes occurred in neither of these variables during the period taken 
into account (p. 15). 

Nonetheless, nearly all authors emphasised that their study most likely represents only a part of the 
problem and suggested to include more or other variables that might have some relevance.  

This leads to the question of the overall performance (or ‘explanatory power’) of the examined mod-
els. The explanatory power of a model generally decreases with the prediction error, i.e. the difference 
between actual versus predicted outcomes of the dependent variable. The more can be explained of the 
variance of the outcomes, the better the fit of the model. The most common measure of the goodness 
of fit is the coefficient of determination, denoted by R2 (ratio explained variance/total variance; 0 ≤ R2 

≤ 1). A zero value of R2 indicates the poorest fit and a unit value the best fit that can be attained.  

In table 3 the R2’s of the different Markov models are displayed. In some cases (depending on the es-
timation method) no ‘traditional’ R2’s, but so-called pseudo- R2’s (McFadden) were calculated. In 
general, the R2’s of the non-stationary models were quite good, whereas the stationary models (where 
calculated) performed rather badly (Karantininis (2002), Von Massow et al. (1992) and Hallberg 
(1969)). Only the stationary models estimated by Disney et al. (1988) reveal surprisingly good values 
for the R2’s (0.96 and 0.97). Similar values for the models estimated with the exogenous variables 
suggest that their influence is rather limited.  

For both maximum entropy approaches (Karantininis (2002) and Jongeneel et al. (2005)) the incorpo-
rated prior information seems to considerably affect the overall quality of the model as indicated by 
the fact that the final estimates closely follow the prior information matrix.  
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Another measure for drawing conclusions regarding the explanatory power of a model is the calcula-
tion of mean squared prediction errors based on within sample forecasts where the transition probabili-
ties estimated from the entire sample are used to predict the number (or proportion) of farms in the 
sample years. The root of the mean square prediction errors are then compared to the actual outcomes 
of the sample. These calculations were conducted by Hallberg (1969) who found a good prediction 
accuracy in accordance to the high values of the R2’s, Von Massow et al. (1992), very high prediction 
errors in the no production class, and Zepeda (1995a, 1995b), good performance in accordance with 
R2.  

An even better measure for the prediction capabilities of a model is given by out-of-sample predic-
tions. Out-of-sample predictions can be used to show how well a model predicts into the future or out-
comes in another system rather than the outcomes of the original data used to estimate the model.  

Hallberg (1969) conducted out-of-sample predictions only for the stationary model. Thereby, esti-
mates were calculated from different (early) time periods of the sample and then used to predict the 
later farm structure of the same sample. A comparison of the predicted values with the actual ones 
showed that none of the cases yielded reasonably good estimates. Stavins and Stanton (1980) found 
that the “simple regression specification” via least squares did not account for a very large proportion 
of the variation in the transition probabilities over time as indicated by low R2’s. Nonetheless, the es-
timated parameters of early sample years and the actual values of the exogenous variable were used 
for out-of-sample predictions. The predicted distribution showed approximately the correct shape.  

Table 4. Explanatory power of the models 

Study Measure of fit Performance Comments 
Chavas, J.-P.; 
Magand, G. 

R2 0.67-0.99  

Disney, W. T. et 
al.  

R2  0.94-0.97  4 models (with and without exit category, with and without 
explanatory variable), whereby the model without exit cate-
gory but with explanatory variables performed best  

Ethridge, D. E. et 
al.  

R2 0.32-0.72  Model performed well when sufficient observations were 
available, otherwise the results suffered from data limitations  

Hallberg, M. C.  R2 (non-
stationary) 

0.89-0.99  

 Within sample 
prediction (non-
stationary) 

 Good performance 

 Out-of-sample 
prediction (sta-
tionary) 

No measure, 
graphical 
analysis in the 
original study 

None of the cases yields reasonably good estimates for the 
1963 structure; estimates better the shorter the forecasting 
time horizon 

Jongeneel, R. et 
al.  

Pseudo- R2  0.82-0.93  The estimated matrix in all cases rather closely followed the 
prior matrix indicating that the quality of the final estimates is 
mainly determined by the quality of the prior information ma-
trix  

Karantininis, K.  Pseudo- R2  0.07, 0.26, 0.49 Stationary, non-stationary I, non-stationary II (with incorpora-
tion of prior information from non-stationary I); non-stationary 
II closely followed the prior matrix 

Stavins, R. N.; 
Stanton, B. F.  

R2 0.00-0.70 Values not comparable to other studies (variation refers to 
annual transition probabilities which could be calculated from 
the micro-data) 

 Out-of-sample 
prediction 

No measure, 
graphical 
evaluation in 
original study 

Good performance 

Von Massow, M. Within sample Stationary: 11- Non-stationary models perform better than the stationary 
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Study Measure of fit Performance Comments 
et al. prediction (root 

mean square 
percentage 
error)  

33%, 63% (in-
active class);  
Non-stationary 
(3 models): 9-
20, 46-62% 
(inactive class) 

one; each non-stationary model is estimated depending on 
one explanatory variable (hog-corn price ratio, interest rate, 
labour-capital ratio) of which the labour-capital ratio model 
performed best 

R2 0.9905-0.9986  Zepeda, L. 
(1995a) 

Within sample 
prediction (pre-
diction error in 
any year) 

2.2-7.2% of 
farms  

 

R2 0.88-0.99  Zepeda, L. 
(1995b) Within sample 

prediction (pre-
diction error in 
any year) 

2-11% of farms  

Source: Own table.  

 

Having defined a set of significant variables and established a good fit of the model, forecasts on the 
future farm structure can be made. Therefore, the transition probabilities need to be updated by fore-
casts (or assumed values) of the explanatory variables. This is usually possible as long as e.g. policy 
changes and their influence on those variables are foreseeable. Thus, it prevails that the shorter the 
time horizon under consideration, the better the forecasting ability of the estimated model.  

3.2 Regression models  

These models are characterised through regressions on a number of explanatory variables. Most of the 
models try to explain firm growth/size or focus especially on entry and exit of firms from the sector. 
Since there is a vast amount of studies like this, only a few ones shall be taken into account here. 
Many of the studies on growth and size distribution of farms rely on a simple stochastic model which 
is usually a variant of Gibrat’s law. Gibrat’s law states that the growth rate of firms is determined by 
random factors independent of size.  

The basic equation to test Gibrat’s law is:  

itititit uSSS ++=− −− 11 lnlnln βα . 

Where itS  is the size of firm i  at time t , and itu  is the random effect. Gibrat’s law is true if 0=β  
(Weiss 1999). The main weakness of the law is that systematic factors that are of primary interest from 
a social science perspective are subsumed within the random process. Not all of the models mentioned 
below explicitly refer to Gibrat’s law, in some only the effects of a number of explanatory variables 
other than firm size on structural change are tested. 

Usually, not only farm growth, but also farm entry and exit (farm survival), are taken into account in 
the analyses based on Gibrat’s law as those contribute substantially to structural change in the farm 
sector (Weiss 1999). Moreover, ignoring farm exit in the analysis would result in a problem of sample 
selection bias. In order to measure farm growth, farm size must be compared between two specific 
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points in time. However, measures of farm growth are meaningful only for surviving farms. Farms 
exiting between the points in time over which growth is measured are normally excluded from the 
sample (as non-surviving farms) (Kostov et al. 2005). Thus, declining small farms are less likely to 
remain as survivors than declining large farms since smaller farms will hit a critical minimum farm 
size much sooner than larger farms with the same (negative) growth rate. Hence, growth rates esti-
mated only on survivors will be biased towards finding relatively lower growth rates for the larger 
holdings (Weiss 1999). One possible solution to circumvent the problem of sample selection bias is a 
two-step estimation procedure, as devised by Heckman (1979). In step 1, the probabilities of farm sur-
vival are estimated from the complete sample (including surviving and non-surviving farms). These 
probabilities are subsequently used to obtain an additional variable which is introduced as a correction 
factor for the estimation of the growth model in step 2, where the estimation of the growth model is 
based upon a sample including only the surviving farms. In both steps other explanatory variables can 
be included. A discussion of this and other methods to solve the problem of sample selection bias can 
be found in Kostov et al. (2005).  

Shapiro et al. (1987) tested the relationship between farm size and growth in Canada from 1966 until 
1981. They found out that small farms seem to grow faster than large farms, what implies the rejection 
of Gibrat’s law. Larger farms also experience more stable growth rates in comparison to small farms. 
Shapiro et al. also found that the probability of exit is greater than the probability of entry at any size, 
and that the probability of either of them is highest for small farms.  

Weiss (1999) also takes into account the two interrelated determinants ‘entry/exit’ and ‘firm growth’ 
of continuing farms. He adds a number of other socioeconomic factors to the elementary stochastic 
model of Gibrat’s law in his analysis on Upper Austrian farm households from 1980 to 1990. Factors 
assumed to have an impact on farm growth and survival in the model are human capital, off-farm em-
ployment and other individual and farm-specific characteristics. Weiss splits up his estimation into the 
branches full-time and part-time farming, but analyses also all farms together. He finds that a large 
proportion of the variance in the data cannot be explained with the specified econometric model and 
suggests other important determinants which may have an influence on the unexplained variation (e.g. 
farm income, farmer’s attitude towards risk, etc.). The estimated negative relationship between part-
time farming and farm expansion/survival supports the assumption that part-time farming promotes 
the restructuring of the farm sector. He further founds out that the effect of farmer’s age on the prob-
ability of survival is positive for young farmers and becomes negative for farmers over 51. Moreover, 
the existence of a farm successor has a positive impact on farm survival. With regard to human capital 
agricultural specific schooling and general schooling are examined. An increase in agricultural spe-
cific schooling increases the probability of farm survival and farm growth. General schooling has a 
positive impact on farm survival, but the effect on farm growth is seen to be insignificant. Weiss fur-
thermore includes aspects concerning the family status of the farmer and derives interesting insights. If 
the farm operator is married, this has a positive impact on survival and growth of the firm. Also, an 
increase in the number of family members increases farm survival and growth. If the operator is fe-
male, this has a negative impact on farm survival and farm growth. Generally, the effect of all these 
factors seems to be higher for full-time farms. Gibrat’s law is rejected since farm growth is less than 
proportionate to farm size. As Shapiro et al., Weiss estimates that smaller farms grow faster than lar-
ger farms. Furthermore, he determines two turning points which suggest a polarization of growth rates: 
small and very large farms grow faster than farms in the middle-size class.  

Bremmer et al. (2004) analyse the structural change in arable farming and horticulture in the Nether-
lands with regard to farm renewal and farm growth. Renewal covers all changes at the firm requiring 
the application of new knowledge and includes diversification and innovation. Explanatory variables 
have been selected in order to reflect personal characteristics of the farm operator, firm structure, and 
firm performance. The farm operator is characterised by age, time horizon (long if successor exists or 
age below 50, short otherwise), labour input of family members, off-farm income and education. Firm 
structure is reflected by the variables soil type, location, farm size, solvency and mechanisation. Prof-
itability is the only variable in the category performance. Personal characteristics are shown to have a 
weak impact on farm growth. Thus, age, succession, and off-farm income have no influence, and fam-
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ily labour input is negatively correlated with farm growth. Firm development (profitability) is corre-
lated with neither firm growth nor renewal. The results show that firm structure has a larger impact on 
firm development than personal characteristics and performance. The degree of mechanization has the 
largest marginal impact on both, farm growth and renewal, since a high degree of mechanization im-
plies high investments in the past, encouraging firm renewal and firm growth. Firm growth is found to 
be independent of firm size. However, the authors conclude that the present models do not provide a 
satisfactory explanation for firm growth and renewal. In general, a large proportion of no-changes was 
predicted correctly, whereas the occurrence of growth and renewal was overall predicted incorrectly. 
According to the authors this might be due to data limitations as most firms provided only five or six 
observations and firm growth and renewal took place in a limited number of years. For further re-
search they suggest to include the decision making process in the model.  

Two similar studies on the U.S. farm sector focus on the explanation of productivity, farm size, and 
part-time farming (Evenson and Huffman 1997 and Ahearn et al. 2002). Among the explanatory vari-
ables used we can find prices, governmental policies, technology, human capital, infrastructure and 
climatic and geographical variables (Evenson and Huffman 1997, Ahearn et al. 2002). Variables on 
research and extension are used as proxies for technological change. Infrastructure is represented by 
access to highways and represents a new aspect in comparison to the variables treated in chapter 2 in-
troduced by Ahearn et al. (2002). Evenson and Huffman found that from 1950 until 1982 changes in 
farm size in the US are dominated by input price changes rather than by technology or government 
programs. The Evenson and Huffman model fits well in the sense of having a system R-square of 0.70 
and a large share of the estimated structural coefficients significantly different from zero. According to 
Ahearn et al., an increase in highway infrastructure has a significantly positive effect on agricultural 
productivity and off-farm work. Furthermore, Ahearn et al. could show that governmental policies 
have important effects on agricultural productivity and farm structure. The direction of these effects 
depends on the program involved, e.g. an increase in government commodity program payments in-
creases agricultural productivity and farm size but has no significant effect on off-farm employment. 
Also, the set-aside acres of land that were diverted from production as a requirement of commodity 
program participation have a significant and negative impact on productivity. Ahearn et al. suggest 
that farm size and off-farm work are substitutes. An increase in off-farm work by the farmer would 
reduce productivity and farm size. A large share of the estimated coefficients in their model was sig-
nificantly different from zero and the share of variation explained is quite good, 62% for the produc-
tivity, 71% for the size, and 63% for the off-farm participation equation. In table 5 only the significant 
variables explaining firm size are listed.  

Sumner et al. (1987) analysed effects of human capital on size and growth. Their study relates to a 
sample of southern dairy farms in the US. Variables included are age (supposed to reflect general ex-
perience, life-cycle, and cohort effects), experience (measures the tenure of the farm operator, where, 
for a given age, more dairy experience means less general experience), schooling (representative for 
general human capital), and management (as an indicator of dairy-specific information or techniques). 
Cohort analyses (see section 3.3) are conducted for age, experience, and schooling cohorts. From the 
econometric analysis the authors conclude that the considered variables indeed may affect farm size 
and growth. However, the effects remain unclear and further work in this field is suggested.  

Table 5 summarises the mentioned analyses including a column defining whether the explanatory 
variables were significant to the study. 
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Table 5. Significance of Variables in the Regression Analyses 

Analysis Year Region Focus Time period Dependent Explanatory Sign.
Productivity Yes 
Off-farm employment Yes 
Research Yes 
Extension Yes 
Specialization Yes 
Commodity payments Yes 
Price ratio machinery / 
hired farm labour 

Yes 

Ahearn et al. 2002 USA All farms 1960-1996 Firm size, 
productivity, 
part-time 
farming 

Geoclimatic region Yes 
Farmer's age No 
Succession No 
Off-farm employment No 
Firm size Yes 
Family labour input Yes 
Solvency Yes 
Mechanization Yes 

Bremmer et 
al.  

2004 Netherlands Arable 
farming and 
horticulture 

 1990-2000 Farm renewal, 
firm growth 

Profitability No 
Specialization Yes 
Off-farm employment Yes 
Public research Yes 
Private research Yes 
Public extension Yes 
Schooling No 
Wage (in 
manufacturing) 

Yes 

Wage ratio (hired farm 
labour/manufacturing)  

Yes 

Price ratio machinery / 
hired farm labour 

Yes 

Price ratio fertilizer / 
hired farm labour 

No 

Government price sup-
port (for crop and milk) 

Yes 

Government crop 
diversion payments 

Yes 

Trend Yes 

Evenson and 
Huffman 

1997 USA All farms 1950-1982 Firm size, 
productivity, 
part-time 
farming  

Geoclimatic region Yes 
Shapiro et al. 1987 Canada All farms 1966-1981 Firm size  Firm size Yes 

Farmer's age Yes 
Experience Yes 
Schooling Yes 

Sumner and 
Leiby 

1987 Southern 
USA 

Dairy farms 1982, 1977, 
1987 

Firm size and 
growth 

Management Yes 
Farm size Yes 
Human capital  Yes 
Off-farm employment Yes 
Farmer's age Yes 

Weiss 1999 Upper 
Austria 

All farms 1980-1990 Entry, exit, 
firm growth 

Farmer's family status Yes 
Source: Own table.  

 

In summary, Shapiro et al. (1987) and Weiss (1999) rejected Gibrat’s law, since small farms grow 
faster than large farms.  
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3.3 Cohort analyses  

Farmers of a certain gender and occupational category (full-time, part-time, hired, family) belonging 
to a cohort are defined by specifying the period during which they were born. Their number can be 
followed and simulated through time by cohort analysis (De Haen and Von Braun 1977). This method 
depends on population dynamics and the life cycle of farmers. Projections are made by assuming that 
historical patterns of changes in the number of farmers by age cohort will continue into the future (Ol-
son and Stanton 1993).  

Age cohort analyses in agriculture are often used to predict labour developments (De Haen and Von 
Braun 1977, Pavel 1997, Bauer 2000). Few are explicitly used to predict future farm numbers (Steele 
and Gaffney 1998). With a cohort analysis the autonomous changes in the farm structure can be sepa-
rated from non-autonomous changes. Autonomous events are demographic factors such as ageing, 
death, disability, and retirement through ageing (De Haen and Von Braun 1977). Non-autonomous 
changes are those changes that can be attributed to all other factors (e.g. new entrants, change of occu-
pation, early retirement). They are usually interpreted as arising from changes in social and economic 
circumstances (Steele and Gaffney 1998). The autonomous component of the decrease in the number 
of farmers in a specific age cohort can be inferred from general population statistics. The residuals (the 
non-autonomous change) that follow from the cohort analysis are then explained using econometric 
methods which may include several explanatory variables that were already outlined in the previous 
sections. De Haen and Von Braun (1977) and Pavel (1997) found out that for the work force decrease 
in West Germany a considerable part (about 60 %) are due to age, death, and disability. 

The basic equation for an age cohort analysis is:  

),()()1( 1,1,1,1 nttNApepstHtH aaaaaaaa +−=+ ++++ . 

Where )(tH a  is the number of holders in the cohort of age a  at time t , 1, +aaps  is the probability to 

survive during age interval a  to 1+a , 1, +aape  is the probability to maintain the earning capacity dur-
ing age interval a  to 1+a , and NA  is the net-autonomous change of the cohort size.  

Generally, this approach makes sense for regions in which one farm corresponds to one farm holder 
(family farm structure). For regions where this is not the case, e.g. in Eastern Europe, the age cohort 
approach is not suitable.  

3.4 Models of discrete choice 

There exist a number of studies that concentrate on the estimation of farm survival by analysing the 
probability of farm succession. These studies are normally formulated as problems of discrete choice 
where the model generally includes characteristics of the individual (e.g. age, number and age of chil-
dren) and relative attributes of competing choices (e.g. expected utility). Examples for discrete choice 
analyses are the studies by Kimhi and Nachlieli (2001), and Pietola et al. (2003).  

Generically, we can represent a discrete choice model according to the following formulae (Pietola et 
al, 2006): 

0,0*1
*

=>=
++=

iii

iii

yelseyifywhere
uzy βα

. 

*iy  is a latent response variable defined in practice and unobservable. What we observe is the dummy 
variable iy  representing a certain choice. From the previous relations the choice probability relation 
and the likelihood function can be derived. 
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Kimhi and Nachlieli (2001) estimated a binary choice model for Israeli farms in which a variable wt is 
defined as the tendency to declare a successor in period t. The model was estimated via probit and 
SNP (semi-nonparametric) method. As explanatory variables served the age of the farm owner, an 
education dummy, off-farm employment, the age difference between farm owner and eldest child, the 
number of daughters and sons, a regional dummy, farm size, a production dummy, and a dummy for 
an already existing (declared) successor. Four different R2-based measures revealed values between 50 
and 80 per cent.  

Pietola et al. (2003) analysed the timing and type of exit from farming in relation to early retirement 
programmes in Finland. Three choice alternatives were assumed: exit and close down of the farm op-
eration, exit and transfer of the farm to a new entrant, or the continuation of farming. These three al-
ternatives are mutually exclusive such that two binary indicators (exit and transfer) were used to iden-
tify them, whereas the third choice of continuation was observed if neither exit nor transfer occurred. 
McFadden’s (1974) R2 was 0.68 and 0.65 for two estimated models (a model which controls for serial 
correlation by simulating the sequence of interrelated choice probabilities using the Geweke-
Hajivassiliou-Keane (GHK) simulation technique (Eckstein and Wolpin, 1989; McFadden, 1989; 
Pakes and Pollard, 1989; Keane, 1993) and multinomial probit, respectively). Explanatory variables 
were the farmer’s age, a regional dummy, land and forest area, output prices, subsidy rates, the level of 
saved pension, a dummy which indicates the expiry of an early retirement programme, and a dummy 
for the existence of a spouse. However, some parameters associated with prices and subsidies were not 
significant at the five percent level.  
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4 Simulation models 

4.1 Recursive programming approach 

Day et al. (1978, p.2) define recursive programming as “a general approach to modelling economic 
behaviour based on the decomposition of large, complex decision problems into sequences of smaller, 
simpler decision problems conditioned by past decisions and observed changes in the decision-
maker’s environment”. This implies that in a recursive programming model small (decomposed) prob-
lems are stepwise solved until the whole system is optimised.  

According to Happe (2004, p. 25) these models can be looked at as ancestors of the multi-agent ap-
proach in the sense, that farm agents are assumed to represent whole farm types or farming regions. 
The farm agents are heterogeneous with respect to factor capacities, technical coefficients and the 
definition of the objective function in the set of linear equations underlying each farm agent. A thor-
ough explanation of the approach as well as several applications and further references can be found in 
Day et al. (1978).  

These models will be, however, not described here in further detail since usually only changes within 
certain farm types (e.g. acreage, labour use, prices) are examined, but the number of farms in a farm 
type remains the same.  

4.2 Multi-agent systems  

When speaking about multi-agent systems one first may define what exactly an agent is. Although 
there is much debate on the correct definition of agenthood, we will follow the definition of Jennings 
(1999) that states: “an agent is an encapsulated computer system that is situated in some environment, 
and that is capable of flexible, autonomous action in that environment in order to meet its design ob-
jectives”.  

An agent-based model, therefore, consists of autonomous decision-making entities (agents), an envi-
ronment through which agents interact, rules that define the relationship between agents and their en-
vironment, and rules that determine sequencing of actions in the model.  

Autonomous agents are composed of rules that translate both internal and external information into 
internal states, decisions or actions. According to Happe (2004), agent-based models can include both 
economic agents (e.g. farms, markets) and agents that can represent other social and environmental 
institutions (e.g. politicians, non-farm agents, land). After having defined the initial attributes of agents 
and objects (characteristics, behavioural rules, internally stored information about the agent itself and 
other agents), the structure evolves over time without further intervention by the modeller (Happe 
2004). Agent-based models are usually implemented as multi-agent systems, a concept originated in 
the computer sciences that allows for an efficient design of large and interconnected computer pro-
grams. A set of global equilibrium conditions is not employed in these models, in contrast to model-
ling techniques such as conventional mathematical programming or econometrics (Parker et al. 
2001a, p.1).  

The implemented decision rules result in a particular property of agent-based systems that is called 
self-organisation. Self-organisation means the ability of multi-agent systems to generate complex 
structures that change endogenously, or ‘from within’. In the same manner the speed of change is de-
termined from within and not set externally (Happe 2004, p. 21).  

For agricultural sector modelling especially agent-based models in combination with land-use/land-
cover change models (LUCC) are of interest. According to Parker et al. (2001a, p.1), an agent-based 
model of LUCC consists of two key components. The first is a cellular model that represents the land-
scape under study. This cellular model may draw on a number of specific spatial modelling tech-
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niques, such as cellular automata or spatial diffusion models. The second component is an agent-based 
model that represents human decision making and interactions.  

A thorough literature review of multi-agent systems in agriculture is provided by Happe (2004). For an 
overview of agent-based models see also Berger and Parker (2001, pp. 27) as well as Parker et al. 
(2001b, pp.79).  

In the field of structural change mainly Balmann and Happe pioneered the work with agent-based ap-
proaches, whereby e.g. Balmann (1994) could demonstrate the existence of path dependencies in agri-
cultural structures with the use of a cellular automaton. Happe (2004) and Freeman (2005) provide a 
detailed insight into the methodology. The model used by Happe, AgriPolis, is calibrated to the small 
German region Hohenlohe. In her study, two types of agents, farm agents and market agents are mod-
elled. In her model one farm agent corresponds to one farm. The objective function of every farm 
agent is assumed to be a farm household income maximisation. The farm agents, thus, maximise total 
household income (farm and off-farm income) under specific constraints: farm factor endowments 
(land, labour, fixed assets, liquidity), the situation on input and output markets, overall framework 
conditions (opportunities for off-farm employment, interest rate levels, access to credit) and the politi-
cal framework conditions. The farm agent is able to react to changes in its environment and its own 
state by adjusting its organisation in response to available factors endowments and observable actions 
of other farm agents (Happe et al. 2004). Production planning, investment, and the decision to con-
tinue or quit farming are based on expectations about future developments of prices, costs, technolo-
gies, investment possibilities and policies. Farm agents can undertake various actions and show a spe-
cific behaviour. They differ mainly with respect to specialisation, farm size, factor endowment, pro-
duction technology, personal characteristics of the farmer and managerial ability (no learning imposed 
in the current version). Agent interactions occur only indirectly by competing on factor and product 
markets. The most important actions undertaken by a farm agent are renting land (renting additional 
land and disposing of unprofitable land), investment, production, farm accounting, and the decision 
whether to quit farming or to stay in the sector. The decisions to be made by a farm agent are also 
summarized in figure 1.  

The market agent coordinates the behavioural response of markets. It is his responsibility to bring to-
gether supply and demand (products or production factors) and to determine a price for the netput. 
More specifically, in AgriPoliS, there is a land market agent, the auctioneer, and a product market 
agent. Unlike the farm agent that meets all the criteria mentioned in the agent definition above, in this 
case the market agents can only be considered as very basic agents, whose sole objective is to co-
ordinate the actions of farm agents on the markets for products, land, capital, and labour (Happe et al. 
2004). The spatial dimension of AgriPolis is represented by usage of a cellular automaton. Typical 
farms are modelled and up-scaled to represent the regional characteristics of the test region. Farm ty-
pologies depend on the farm type (professional vs. non-professional), specialization and size.  

Happe uses sensitivity analysis as a form of validation where varying input factors are used to prove 
whether the effects agree with prior knowledge about the system. However, Happe argues that sensi-
tivity analysis remains a difficult task when dealing with complex simulation models like AgriPoliS. 
She uses the statistical techniques of Design of Experiments (DOE) and meta-modelling which pro-
vide a way of carrying out simulation experiments systematically and take account for parameter in-
teractions (p. 92). Experimental design provides a way to investigate some aspects of a simulation 
model systematically and to bring statistical aspects into the analysis of results. It represents a way to 
understand relationships between some parameters in the model.  
After having simulated a number of possible parameter constellations (for discussion see Happe) the 
simulation results are analysed by applying a so-called meta-model which establishes a functional re-
lationship between sensitivity and various factors. The meta-model is defined as a regression model 
where the independent variables are factor levels and the dependent variable is the simulation re-
sponse. Eventually, the meta-model is validated by determining the degree to which the meta-model 
represents the underlying simulation model correctly. This can be done either by running additional 
simulation scenarios and comparing results with meta-model predictions, or by analysing residuals.  
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Technological change, interest rate, managerial ability, shadow prices on land, and the size of the re-
gion are selected by Happe for the DOE analysis in the reference scenario as key factors for structural 
change (policy settings of the Agenda 2000). The results are presented in a graphical analysis and by 
the outcome of the meta-model. The meta-model achieves an adjusted R2 of 0.995. The results show 
that as expected technological change, interest rate levels and the managerial ability have an impact on 
structural change as shown by their influence on the average economic land rent. Particular emphasis 
is given to the managerial ability of the farmer by exploring the effect of heterogeneous managerial 
skills. In terms of modelling, this factor is introduced by altering the agent’s costs, such that a farm 
agent with high (low) managerial ability is assumed to produce at lower (higher) costs. According to 
their managerial ability, farm agents respond quite differently to different interest rate levels which 
were used as proxy for overall economic framework conditions.  
Two sets of policies are analysed with regard to structural change. The first group comprises three 
fundamentally different policies, a retirement payment scheme, fully decoupled payments and a step-
wise phasing out of direct payments. Each of these policies aims at facilitating structural adjustment. 
The second set of policies is inspired by the policy debate on decoupling direct payments in the Com-
mon Agricultural Policy. Three ways of decoupling direct payments are analysed with respect to their 
impact on structural adjustment. These policies are compared with respect to their impact on structural 
change, the pace of structural change and their impact on factor use, farm size, incomes, efficiency and 
governmental expenses.  

Figure 1. Events for a farm agent in one planning period  

 
Source: Happe 2004, p. 54.  

 

Freeman (2005) analyses the impact of agricultural stabilization and support programmes of the past 
few decades in Canada. The basic characteristics of his modelling approach are quite similar to the 
ones of Happe (2004) (e.g. farm agents interact through the land market). Unlike Happe, who consid-
ers all types of specialisations in her model, Freeman represents only crop producers. Farms differ 
with respect to operator’s age, farm size, tenure, finance and management. The focus of the study lies 
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on farm expansion and contraction, whereas in AgriPoliS also information on specialisation classes is 
available.  
Freeman assumes, like Happe, a significant impact of managerial attributes on the evolution of re-
gional agricultural structures which is established by implementing four distinct managerial classes 
with correspondingly different risk preferences. Furthermore, a strong demographical component was 
established by assuming three life phases which are characterised by different levels of risk aversion: 
an entry/establishment phase, a development/growth phase, and an exit/retirement phase. Whereas 
AgriPoliS is calibrated to the base year 2000/2001 with the political framework conditions of the 
Agenda 2000, Freeman’s model is adapted to the year 1960 such that only past development is repli-
cated. The spatial and producer profile is initialized to represent an agricultural region typical of one 
that would be found in the dark brown soil zone of Saskatchewan in the year 1960.  
Major policy programs for the simulation period 1960-2000 were incorporated such that a validation 
through direct comparison of the simulation results to available census and survey data was possible. 
In addition, a number of drivers of structural change were discussed in the context of the simulation 
results.  
Two scenarios are analysed, a base scenario with the policy settings that actually have taken place in 
the simulation period and a zero transfer scenario that simulates the structural evolution of the ideal-
ized study region in the absence of any government interventions through stabilization programs and 
ad-hoc stabilization payments. Results for both scenarios are reported and compared to each other for 
the total number of farm units, the mean farm size, the distribution of the farm size, land values, the 
proportion of farm land leased from non farming owners, and farm debt. Results show that in the base 
scenario the model was able to correctly replicate the observed structural developments of the study 
region. By comparing the results for both the base and zero transfer scenarios, the net results of the 
package of stabilization programs and ad-hoc payments could be estimated. However, while the trans-
fers certainly have had an impact the particular consequences remain somehow unclear in comparison 
to their original intention.  
The drivers of structural change which impact on the model are analysed in more detail: the entrepre-
neurial behaviour and farm household expectations, the cost of the production and productive effi-
ciency, path dependency and the farm life-cycle, and government transfers. Freeman found out that 
economies of scale are not necessary to replicate the structural shifts that occurred over the period 
studied. Instead, managerial ability proves to be an important factor in the sustainability and growth of 
an individual farm. Freeman concludes that “finally, it appears that opportunity and luck often play a 
more important role than individual ability. In fact, it is possible that a less productive farm agent may 
succeed while a more productive farm agent may fail, and this is due to the immobility of farmland. 
(p. 104)”  
 

In the following section advantages and disadvantages of the agent-based approach will be briefly dis-
cussed.  

An advantage of the agent-based modelling approach is the greater flexibility in comparison to other 
approaches. This flexibility mainly arises from the bottom-up way of modelling, which is a typical 
characteristic of the approach. The greater flexibility is on the one hand due to flexible behavioural 
foundation on the individual level (e.g. bounded rationality, heterogeneous objectives and abilities) 
and on the other hand to the modelling of flexible general frameworks and conditions (e.g. imperfect 
markets, bilateral or multilateral exchange relationships) (Happe 2004, Balmann et al. 2001). Accord-
ing to Happe (2004), it is possible to implement axiomatic assumptions given by theory, but other as-
sumptions can also be made specific to the problem to be studied. 
A second advantage that arises from the bottom-up approach refers to the execution of computational 
experiments. This is what Berger et al. (2001) refer to as ‘computational laboratory’. Agent-based 
models are able to serve as computational laboratories that allow for thought experiments and may 
structure the exploration of dynamic interactions (Berger et al. 2001, p. 9). The computational labora-
tory property arises from the property of self-organization that is inherent to the agent-based system 
and is defined by spontaneous order and emergence, and the endogenous change of structures (Bal-
mann et al. 2001).  
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A third advantage lies in the possibility of interdisciplinary modelling by linking human decision-
making processes with models of biophysical processes (Berger et al. 2001, p. 10). At least theoreti-
cally, this opens the path to simulate the impact of technological innovations on structural change. It 
also includes the opportunity of integrating spatial aspects. Particularly in agriculture, land use takes a 
central position since spatial aspects have a direct effect on farm decision-making and on the econom-
ics of the farm. The link between economic and spatial models may thus support a better understand-
ing of interdependencies between agent behaviour and space in land use systems (Happe 2004).  

Disadvantages are closely interrelated with the advantages described before. The first refers to the 
point flexibility and may be called complexity. The greater flexibility with respect to assumptions (e.g. 
different objective functions for the agents, market imperfections) requires the modeller to choose as-
sumptions quite carefully. According to Happe (2004), there is a risk of choosing the “wrong” as-
sumptions. Another critical point made is the number of assumptions that are modelled (Happe 2004). 
Couclelis 2001 expresses the danger of over-specification by stating: “Agent-based modelling meets 
an intuitive desire to explicitly represent human decision making when modelling systems where we 
know for a fact that human decision making plays a major role. However, by doing so, the well-known 
problems of modelling a highly complex, dynamic spatial environment are compounded by the prob-
lems of modelling highly complex, dynamic decision-making units interacting with that environment 
and among themselves in highly complex, dynamic ways (Couclelis 2001, p. 4)”.  

Another disadvantage is given by the data requirements if the system shall be calibrated to a specific 
region with real-world data. According to Happe (2004) this concerns the accessibility of individual 
farm accountancy data which often is available only for aggregates of selected farm variables.  

In general, the ability of agent-based models to track observed structural change has not been shown in 
any meaningful way up to date. Another shortcoming is the current lack of methodologies to statisti-
cally validate the responses of the system to changes in institutional or economic conditions. These 
shortcomings could be partially addressed by reflecting behavioural and parameter uncertainty through 
simulations under different specifications allowing to represent the plausible range of model out-
comes. Another opportunity might be the use of meta-models (Happe 2004) to describe the relation-
ship between parameter settings and model results using regression techniques. This approach might 
lead to some sort of statistical validation of agent-based models in the future by comparing outcomes 
of these meta-models with similar reduced form models estimated using observed structural change.  
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5 Conclusions 
With Markov chains and multi-agent models, two methods could be identified as generally suitable for 
the problem to be solved here, i.e. the prediction of future numbers of farms in certain farm type 
classes. While regression and cohort analyses provide insights to potentially relevant variables ex-
plaining structural change, they mainly focus on differences in farm-household decisions related to 
socio-demographic variables. They do not take into account the interaction between farms leading to 
the aggregate outcome, i.e. the structural change. Markov models in combination with a simulation 
model like CAPRI delivering forecasts on explanatory variables as well as agent-based systems are 
suited to simulate changes in the agricultural structure for certain policy scenarios. Due to the explicit 
modelling of decision making, spatial interaction, and technology, multi-agent systems represent a 
theoretically interesting approach in the SEAMLESS context. Thereby, a significant advantage arises 
from the opportunity to simulate future development paths under conditions not observed before 
(“computational laboratory” allowing, for example, to directly simulating impacts of technological 
innovations). However, the complexity to be modelled, the data requirements that arise from this com-
plexity, and the current absence of any validation procedures prevent its usage in a pan-European con-
text. The Markov chain approach by contrast appears to be more suitable in this case, due to the fact 
that it is less demanding in terms of data and offers a straightforward approach of handling the prob-
lem. However, the envisaged dimension of such an approach with respect to regions and farm types 
goes considerably beyond what has been done in the literature to this day. 

From the literature a number of variables could be identified that theoretically impact on farm struc-
ture. These are the seven aspects discussed in chapter 2.2 (technology, off-farm employment, govern-
ment programs, human capital, demographics, market structure, and other economic forces). Some-
times climatic variables or geographical information is included.  

In the Markov chains only part of these variables are used to date. Among these are mainly variables 
concerning technological change, government programs, and other economic forces. In the regression 
analyses a large range of variables is employed with emphasis put on socio-demographic variables, 
whereas the cohort analyses focus mainly on demographical factors. The agent-based models de-
scribed implicitly cover the whole range of variables with the emphasis put on heterogeneity of human 
capital and technology.  

However, the studies all identified statistically significant impacts of exogenous variables, which in-
clude a set of economic indicators such as prices and profitability of enterprises. The set of included 
variables differs substantially between the different models depending on regional and farm type fo-
cus. 

From the discussion above implications for the Markov chain estimation within SEAMLESS-IF can 
be derived. These are mainly given through the limited variables used in earlier Markov models, their 
limited regional coverage, and the predominately focussed definition of the farm typology. Thus, be-
sides finding an adequate specific methodology, major challenges and possibilities emerge from the 
dimension to be modelled and can be summarised as follows:  

1) To include a broader number of explanatory variables, particularly with respect to demograph-
ical developments, but also heterogeneity in technology and management which proved to be 
important in agent-based models.  

2) To extend the approach to a meaningful, cross-sectional analysis across NUTS 2 regions in 
EU-15.  

3) To deal with a broad typology according to the SEAMLESS definitions, comprising not only 
size categories but also different specialisations. The additional inclusion of spatial differentia-
tion and intensity classes within regions is however deemed impossible. Time series informa-
tion on spatially referenced farms is not available and the complexity is already considerable 
and unprecedented without this addition.  
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The data requirements for the Markov analysis seem to preclude the application of the approach to the 
new member states. An alternative methodology need to be explored, either by extrapolating the re-
sults of the statistical analysis for the EU-15 to EU-10, or by looking into opportunities to define less 
complex agent-based simulation models potentially allowing to at least identify tendencies in policy or 
technology impacts on structural change.  

Further deliverables in task 3.6, activity 3.6.5 foresee a closer look at the data by defining the number 
of farms in the typology and detecting past development paths (PD3.6.7) and first estimation results 
from the Markov chain analysis (PD3.6.10).  
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Glossary 

Structural change There are a lot of different ways to define structural change. For our 
purpose structural change is best defined as the movement of farms 
between certain farm types including exit and entry (e.g. size 
classes, specialisation categories). 

Markov chain Methodology describing movement of elements across classes over 
time with transition probabilities. Often used to model structural 
change in an industry. 

Cohort analysis Concept of modelling labour use in agriculture over time depending 
on age structure and related exit probabilities. 

Multi-agent system System explicitly representing interaction of multiple agents.  
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