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RECENT DEVELOPMENTS IN FARM PLANNING: 1

A MONTE CARLO METHOD FOR THE STUDY OF
FARM PLANNING PROBLEMS

Marten Carlsson*, Bertil Hovmarkf, and Ingvar Lindgrent

A Monte Carlo method for studying farm planning problems is developed.
The method allows the building of a flexible model including several
objective functions, economies of scale, integer formulations and inter-
actions between activities arising from, for example, rotational yield effects.
The maximum number of activities in the solutions can be determined in
advance. Minimum levels for the activities can be specified to eliminate levels

of no practical interest. Many solutions are obtained between which the
decision-maker can choose. A statistical analysis of the solutions for
different levels of the objective functions gives an informative survey of the
possible plans. Decision-making based on the Monte Carlo output may

be of special interest with regard to “the behavioural theory of the firm”.

The Monte Carlo method used here for studying farm planning problems
is, broadly speaking, a process based on random number techniques for
seeking and examining the maximum (maxima) and the region(s) near the
maximum (maxima) of a function of several variables subject to given
constraints. The method was first put forward by Lindgren and
Carlsson [8]. The same idea has recently been adopted by different
authors on similar problems [4], [5], [12]. "A comparison of the method
presented here with linear programming and programme planning

methods has been undertaken by Stryg [10], [11] and by Dent and
Thompson [4].

The present paper begins with a formal description of the Monte Carlo
method (model and seeking process). Then the application of the method
to a practical farm planning problem is discussed.
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1 DESCRIPTION OF THE MONTE CARLO METHOD
1.1 INTRODUCTION

A Monte Carlo or random number technique can in many cases be a
useful tool for seeking maxima or minima of a function of several variables
(see for example [1] and [2]). In its simplest form, this technique implies
that each variable is randomly allotted a value within given limits, and the
value of the function is calculated. This is repeated a great number of
times, and the best result constitutes the solution. If constraints exist,
it is of course necessary first to ensure that these are fulfilled. If they
are not fulfilled, the solution is rejected. If the number of variables is
large and if the functions are not too rapidly fluctuating, a great number of
combinations of the variables exist which give the function values close
to the maximum. In order to find one of these combinations, it may there-
fore be sufficient to test only a small part of all possible combinations,
provided that the seeking 1s made randomly. However, in practical
farm planning problems, this simple method is found to be very un-
economic. For this reason a more complicated method has been
developed.

1.2 MATHEMATICAL DESCRIPTION

The Monte Carlo method we have developed for farm planning problems
is based on the following model.

One or more objective functions are given
() Z(%yy Tay oy Tjy o vy Tp)
where z; is the level of the j-th activity. These functions can be of
arbitrary form. The variables, which may be integers or non-integers,
can either be in the region
zp min < x; < ¥ max
or can be zero. Of the n variables, k are assumed to be independent
activities, which means that their levels can be chosen independently of
each other. The remaining n-k variables are dependent activities. Their
levels are determined by the levels. of the independent activities via the
equation:
k

(2) Tp+h = b Dh,j;tj (h = I, 2, R k)

Jj=1
Dp,; can have almost arbitrary form and can also be a function of the
levels of one or more activities.

The general form of the constraints is
k Ry = gy + aygx; ifz; #0
3) X Ry < biwhere
i=1 Rjy =0 ifey=0 (G=1,...,m)

where ai; and b: are non-negative constants; and
qij -+ aijz; min > 0 but gi; is otherwise arbitrary.

Note that the constraints in (3) above contain only the independent
activities. However, if in the original formulation of the problem
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dependent activities appear in the constraints, they have to be eliminated
by equation (2) so that the constraints will be of the form (3).

In principle it is possible to handle more complicated constraints than
those given in (3) with the Monte Carlo method. However, with our
our special seeking process, a more complex form of the constraints
would involve considerable complications for reasons to be discussed
later. Because the form of the constraints is already sufficiently flexible
for our purposes, we have not yet studied more complicated forms
empirically.

In table 1 a generic Monte Carlo matrix is given. Our Monte Carlo
method now proceeds as shown in figure 1. The operation involves
four phases:

Phase I. One of the k independent activities is chosen randomly and is
randomly ascribed a level within the given limits. Then a check is
made to ensure that all constraints (3) are satisfied. If not, the level of
the activity is decreased sufficiently to fulfil the constraints. If the
level is then smaller than the minimum, z; min, it is set to zero.
This procedure is repeated until a given number of activities have
entered the solution (at a non-zero level) or until all independent
activities have been tried once.

Phase II. In this phase the activities chosen in phase I are examined once
more in the same order. The level of each activity is increased as
much as the constraints allow.

Note that phase II causes all solutions to fall on the surface of
the “sphere” formed by the constraints. In some cases solutions
mside this “sphere” are also of interest. Phase IT is then eliminated
isee section 4.3).

Phase III, The levels of the dependent activities are calculated from
gquation (2).

Phase IV. The values of the objective functions (1) are calculated.

Phases I-1V can be illustrated by figure 2 which presents a traditional
product-mix problem with two products, z; and z,. The levels of these
activities may lie in the regions z, min to z; max and z, min to z, max
respectively, or they may be zero. The available resources allow z, to
take any level below z; max and z, to take any level below «, max if the
level of the other activity is zero. The constraints are of the form shown
In equation (3). Since both z, and z, are assumed to have positive gi;
terms, no combination of the two activities above and to the right of the
lines AB, CD, and EF in the diagram is feasible. All integer solutions
within the constraints are encircled in the diagram. The only integer
solutions which can be obtained if the adjustment procedure in phase II
1s used, are marked by heavy circles.

The seeking process in this simple case may be illustrated by the following
examples. Of the two products x, might be chosen first, and randomly
given the level x,". Then z, might be given the level z,’. This gives
point P in the diagram. This point is within the constraints. In phase II
z, is first increased as much as possible with respect to the constraints.
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This will give the level z,” (point Q). At this point Q it is still possible

to increase the level of =, to z," (point R).

case be the solution.

The point R will in this

If instead =z, had been given the value z,* and z,

Read data ’

Y

Choose one of the
endent activities.

inde - Choose one of the remaining

independent activities,

Decrease the {evel
so that the con-
straints are ful-

1

Give this activity a levei |
randomlywithin given limits

fitled.

Set the fevel
to zero

Increase the level of |
the activities in the
same order as be -
fore as much as the
constraints allow

I

Calculate the levels of the

Y

dependent_activities

Calculate the values of the
objective functions

Store some data about

the trial
A

max'=,

\
No Jl/rftfm nu

m:
ber of trail})
been ma“%

Analyse the results

[

Print the results
of

the analysis

FiGure 1

Flow Chart for the Monte Carlo Method
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the value z,* (point S), the constraints would have been exceeded. In
this case the level of the last activity is decreased to z,** (point 7). The
final solution in this case is point U (after applying phase I1).  If solutions
inside the “‘sphere” are of interest, phase II above is eliminated. The two
solutions would then be points P and 7.

The main difference between this Monte Carlo method and the technique
used in most other applications is that thz levels of the activities are ad-
justed so that the constraints are automatically fulfilled. If the levels are
chosen completely at random the constraints may be satisfied only in

u 99,

1X)

szm ————

X1min X1max L

FIGURE 2

Diagram of a Simple Product Mix Problem Hlustrating the Seeking Process in the
Monte Carle Method
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a very small fraction of the trials and most of the trials have to be reject-
ed. Furthermore, if in our method the adjustment process in phase
IT is used, all the solutions will be on the surface of the ‘“‘sphere’” formed
by the constraints. This means that no activity can be increased unless
another activity is decreased. This adjustment procedure is particularly
simple if the constraints are lincar and only include the independent ac-
tivities (see equation (3)).

2 A PRACTICAL EXAMPLE
2.1 DESCRIPTION OF THE PROBLEM

The planning example! chosen for demonstration of the Monte Carlo
method is presented in table 2. The problem is to determine combinations
of 9 vegetable (P; — P,, Py, Psy) and 11 animal (Pg — P.g) activities.
The feasible plans are limited by the resources (b; — by) and rotation limits
(b10 — b12)-

Activities

Internal production and consumption can only be handled if there is also
a market (selling and buying possibilities) for the product in question.
In this example, there are no such markets for grassland products (hay,
pasture). Therefore, animal activities which need grassland (Pg — Py,)
must be constructed as ‘““combined activities” including both the animal

and its need for grassland. The other activities need no special
explanation (cf. an ordinary linear programming matrix).

Restrictions

Rows A4, B, E: These restrictions for arable land, building area and
rotation limits are of ordinary LP-form and thus need no special explan-
ation. (Rotation limits are also included in the z; max values in row I).

Row C: Restrictions of this kind are called “combination restrictions’”.
They are used here to regulate the maximum number of animal activities
that can share the same building. If & = k and ¢; = 1 for certain j,
only k such activities can enter the solution. Restrictions of this kind
can of course also be used to regulate the maximum number of activities
from other subgroups of activities. The total number of activities in a
solution is regulated by special input data. Notice that restrictions of
this kind do not influence the level of the chosen activities.

Row D: In this row the general form (g + az) for labour restrictions is
given. This form takes into consideration the fact that labour use per
unit decreases with increasing level of the activity (g/z + a).

Equation for calculation of dependent activities

Row F: D here stands for the “production of grassland” from the com-
bined activities Py — P;,, and is used for calculation of the total grassland
area in the plan (P,, Psy). Notice that the combined activities include
use of resources for arable land and labour for grass production; there-
fore P,y and P,, have no resource use.

1 In [8] a linear programming approximation of this example (proportional relations,
only one objective function, etc.) is analysed and compared with the Monte Carlo
solution,
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Row G: Here D stands for production and consumption of grain, piglets,
pork and so on. The differences between production and consumption
constitute the selling and buying activities P,; — P,,. The possibility of
giving D an almost arbitrary form is used here to let the yield of grain per
hectare (P;, P,) vary with the total area used for these activities. In this
case three yield values are given for P, and P,. Which of these yields is
used depends on the sum of #, and z, in the actual plan. A continuous
function could also have been used if its form were known.

Minimum and maximum limits for activities

Rows H, I: In these rows minimum and maximum limits for the activity
levels are given. The minimum limits are used to eliminate levels of no
practical interest. The maximum limits often depend on rotation
restriction (Py — P;) or building capacities (P — P,3). Maximum and
minimum limits can also be used to eliminate levels for which some activity
parameters are not valid.

Objective functions

The objective function Z, gives the gross margin for each calculated plan.
As mentioned earlier, the objective function can be of arbitrary form. For
P, to P,, gross margin per unit is constant. For P,; to P,, different
values are given for selling and buying. For some of these activities
(piglets, grain), the buying prices are discontinuous functions of the
quantity bought (owing to quantity discounts). Depending on the total
amount of bacon pigs sold per year (Py,), different quantity premiums are
added to the gross margin.

The objective function Z, describes the standard deviation in gross margin
and is discussed later under multi-objective problems.

2.2 THE MONTE CARLO OUTPUT
The calculated solutions are the primary output from the computer.
For these solutions the values of Z, the activity-levels (z;) and the amount

k

of unused resources (bi - = R.';) are stored on magnetic tape.
j=i

These data may be used for various further calculations. Some examples

are described below.

First we consider a reduced problem with only one objective function,
(Z,). For such problems the following information is received:?

(a) All solutions (plans) with Z, above a certain value, or a given
number of the solutions with the highest Z,-values. For these
solutions the values of Z, the activity levels (z;), and the amounts
of unused resources, are given (see table 3).

2 The CDC-3600 computer calculates 20 solutions per second for this problem.

87



REVIEW OF MARKETING AND AGRICULTURAL ECONOMICS

xpud fx

un fx

Sutdng-guifjeg
1!

puB|sSSRID
14!

A

SHWI uonejoy
¢I-01

- o ** Inoge]
679

SUOTIOLIISAY UONRUIQUIO))
$-€

e e ot e2dR FuIp|ing
T

pue] s|qery
I

o

[ S )

.. .. .. .. 1%0)
pue XIew [BUISHIO Ul "ON M0y

0% nwlm: d

81 mlna d

wﬁanmnN

d-'d

gules
pue SulAng

puejssern)

puejsse1d
103 pasu
noyIA

puejsseld
10J paau
M

[ewiuy

(puersseid
Surpnoxa)
2[qe1089A

SONIALO®

juepuadaq

saNnIAnoR juspuadapuy

T 19Vl

88



MONTE CARLO METHOD

CARLSSON et al.:

‘winrwaxd saneInuenb Jo UOIIBINO[RD SOAJOAUT

i8id 1
“L(enteA) I 001
“L(enrea) 1y 001
“L(an[ea) 13 001
“L(enjea) 13 001

.*Gou I

x40} |

e I

“JOJI9Y T

¥10181d T

89 00T

vy |

'y |
i

¥ 7 Jo uone[noped 10j pasn £Juo sanianoe Suidng pue Suleg L

‘sananoe SuiAng pue SUl[[eS

sSid uoseqg SuIfag
91BIIUDU0D)
F10d
1BOIN]
JozInaag
sdot 190qre8ng
dind 199q4e3ng
o " SoA[ED SUIMYong
- SIJIOH
.. .. a381g
(Aa913eq pUR 241) UIRIS 19PPOJ
amjsed Joj pug[ssein
AU J0J puR[SSEID)

$211141)00 JUapuadacy

mmn\

‘pesy [

‘peay [

‘peay [

‘BOJR pug|

-sse1d paambax + peoy |
‘BOJR puel

-ssvi8 painbar 4 peoy
‘BaIR puP|

-sse18 palmnbar 4 peoy |
‘Bale pue]

-sse1d paimbor + peay |
"B3lE puB[

-88818 pazinbor 4 peoy |
‘PAJR pUB[

-sse1§ paxmmbar + peay |
‘BAIE pue]

-ssvad paambalr + peay |
B I

Byl

B [

'Y [

By T

B [

BT

Hupy

s 11 s81d uoorg

11 smog
1 SMOg

Jodq Aqeg

"I I21y8nejs 10] s[nq Suno X

I 121y3neys 10y s[ng Suno x
v II SJoJ1IoH
. I s1sjloH
IT sM02 SuD{IIN

.. 1 sM02 SUI[IA
ot e sopams
) ©t o s199qJesdng
saojelod e
soojelod Apteg

o < oder aoyuipn
.. Aopreq

" T AT INUIAN
§217141100 Juapuadapuy

17 314V, 904 STION

89



REVIEW OF MARKETING AND AGRICULTURAL ECONOMICS

*Z 91qE1 93§ ‘SHUN PUB SAUANSE JO UoHeUR[AXd J0.] 4

£le ‘ x4 ‘ €8¢ F €€ | €€ | €€ _ LT A nuﬁ \.N; T | T _m 8 8 _ 8 g (9| ¢ | v . Tt NI CXeN
0s 9 0¢ S 9 S S £ € 0T 1ol 1 i I I 1 1 0 o . B | s
*(xpryew o3 Ul I pue H SMOY) SHW] [eWBHO
620°1 60-9 68-1 [44 1T I 8 € I 6 | T mmn”mH mwm”oh i
174 15+§ 16:1 €T | € 61 (4 8 | v 8 4 LI9 1T VLL S8 s
169 60-9 68-1 T 1T 1 8 | ¢ I 6 616 1T 14£°98 1
14} 60-9 68-1 LT 1T £ L9 8 818.LC 90§ 96 b
1 609 681 ! €€ 1z vy 19 S 6 L16°0¢ Nvm“oe d
L1 s 791 | 23 81 13 S v 1T 6 010'vE 6£5°001 o
‘¢ *oN uny :(g ourl ‘g sandy up) ,oull AousPYR,, 94} uo (sutod) suonnjog
6S 79-¢ €T-T 133 6 11 4 S 8 L omo”vn Owo”wm u
£0-S v8-1 [ s (4 S s |v | T 8 T L89 €€ 897°86 w
89¢ 1147 £8€ S 3 L I ad (¢ 1€€ 6% 920 86 I
iLs LT 1 Z8¢ S Y < € €Tl 0LtV 7Ty 86 |
*Z *ON UNy :SUONN|OS UIIXS WO
1 60-9 681 €€ 1z ¥y {9 g 6 L16°0€ Nvﬂoo_ [
9T 06T w1 €€ | 81 1] s S 9 [4 14 < 080°9€ 09¢ 00 !
S6¢ €1€ £€ S S L 1 [V S 4 Nnm”mv 09¢€°001 Y
€T 90-¢ 9T1 £€ 4 s 4 9 [ 6 €00,9¢ mmv”oo_ 3
[ Y44 LT €8¢ S 3 L i [A S ¥s1vv ILS 001 3
L 90-¥ i1 €e | T 14} < S 9 1 6 4 11T¥E 9¢£9 001 9
ISE LT €€ ¥y |9 8 €1 | 1 6LETY 89001 p
Sy LT €€ 14 9 8 +1 9EPTY 688001 2
SIE LT 133 S s 9 T [A SN ¢ 169'cy ﬂmﬁnmo_ q
Lyy €ie 23 s § L I 14! Irs'ey 91101 T
"7 "ON uny [z 01 15adsaI Yyl SUCHN[OS 153q UL
(6 'ON 0T [ 81 7 Ll A 91 4 ST | vl | €1 |T1 Il jOl | 6 8 L A 9 ‘ 19 f 14 7 € 4 _ I ¢z} (*z)
921IN0Sa YY) uoneiAdp uidigw ‘ON
$IN0Y IN0qE| piepuel§ $S0ID) ‘108
posnun « ON AUANOY

suonnjog AUoS

€ 31dVL

90



CARLSSON e! al.: MONTE CARLO METHCD

(b) The number of solutions in different intervals of Z, (see figure
Sa).
(c) Statistics on the activities in different intervals of Z, (see figure

(i) Number (absolute and relative) of solutions in the
interval which contain the relevant activity.

FIGURE 3
Graphs of the Statistics for Some Activities

On the horizontal axis the Z,-values (gross margin in 1,000 Sw. kr.) are given. The
vertical axis gives the activity levels. The figures below the horizontal axis give the
relative abundance of solutions containing the activity in the relevant Z,-interval.
The upper line gives the realized maximum level in the relevant Z -interval, and the
lower the corresponding minimum level. The dashed line gives the average level in
solutions with 2; £ 0. The vertical line on the left of the diagram gives the original

interval between the maximum and minimum limits in the matrix.

FiGuRrE 3a

“PLUS” activity; Relative abundance above 96,000 Sw. kr. = 100 per cent (Activity
No. 7. Swedes)

Hectars of swedes

T T

229

Gross margin
in 1000 Sw.Kr.

\/\"eo 101 104 1
100 Relative
abundance

83 8 89 92 95 98
87 93 99 100 100 100 100

FIGURE 3B

“MINUS" activity; Relative abundance above 96,000 Sw. kr. = 0 per cent, (Activity
No. 8: Milking cows + required grassland area)

Number of cows

22
20 -

Gross margin
in 1000 Sw. Ki§
2 M A

—A’ 1 1 A, 1 A 1

80 83_85 89 92 95 98 104
20 2 15 12 2 % 0 10 0 Relative
abundance
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FIGURE 3C

“INDIFFERENT” activity; Relative abundance above 96,000 Sw. kr. between 0
and 100 per cent. (Activity No. 17: Sows)

lumber of sows

27F T 77
25 ,’

/

/

/
20 /l
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//
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0r
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2927 29 36 42 31 2 SO Relative
abundance

(i) Maximum and minimum and average levels of the activity
in these solutions.

(d) Statistics on resources in different intervals of Z, (see figure 4):

(i) Number of solutions in the interval (absolute and relative)
with the relevant resource completely used (less than one
per cent left).

(i) Minimum, maximum, and average levels of unused
activities in these solutions.

FiGure 4

Labour Use
This graph shows total labour use during the year (resource No. 9) in solutions in
different Z,-intervals. 5,700 hours are available. The lower line gives the realized
‘minimum labour use in different Z,-intervals. The figures below the horizontal

axis give the relative number of solutions in the relevant Z,-interval in which the
labour is completely used (i.e. less than one per cent left).

Labor hours
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ce lett.
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Among the solutions with high Z,-values in our example above (e.g. 96,000
Sw.kr.)? three types of activities can be distinguished:

FIGURE 5A
Density of Solutions in the First Step (Run 1)

Number of
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(togarith- Y7 /
mic scale) | / // / y

100 F / / / 7%

60 / //

40 / / /

/.
il // / ) Z
L

i /

/ / i
0 72 74 76 78 80 B2 B84 86 88 90 92 94 96 98 100 z
Gross margin in 1000 Sw.Kr.

FiGURE 5B
Density of Solutions in the Second Step (Rvn 2)
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* At current rates of exchange, $A1 = 5-7 Swedish kroner approximately.
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(@) “PLUS”—activities, which must enter the solution in order to
yield a Z,-value above the given limit (see figure 3a).

(b) “MINUS”—activities, which do not enter any solution above
that [imit (see figure 3b).

(c) “INDIFFERENT”—activities, which may or may not enter
solutions above that limit (see figure 3c).

Of course this grouping of the activities cannot be definite, since it is
based on sampled material. Nevertheless, it can be of great value for
the decision maker and for the construction of a more effective seeking
process in two or more steps (see next section) as can the information
contained in the variation of the observed range for the activities at
different levels of the objective function (see figure 3).

2.3 THE MONTE CARLO OUTPUT AND DECISION MAKING

Decision making based on the Monte Carlo output can of course be
undertaken in a number of different ways. Some suggestions are given
below.

(a) From the list of possible solutions with high Z,-values (see
table 3) the decision maker may choose one. This is very similar
to decision making based on “programme-planning analysis”.

(b) The decision maker may first analyse the grouping of activities
in the “PLUS-, MINUS-, and INDIFFERENT-" categories. If
the given Z,-value for this grouping is satisfactory to the decision
maker, he may proceed in one of two ways:

(i) The decision maker may find the “PLUS and INDIFF-
ERENT”-activities interesting. Then he can choose
between the different combinations of them produced by
the computer (e.g. from table 3).

(it) If the decision maker wants some MINUS-activity to be
included in the plan, the statistics give information about
the level of the objective function at which such plans may
be found. If he is satisfied with this lower level he may
then choose between the plans which contain the activity
in question. If the decision maker wants more solutions
containing a certain activity, this activity can be “forced”
into the solution by artificial means. Corresponding
information can also be obtained about the decrease in
the level of the objective if the decision maker wants to
exclude some PLUS-activity.

(¢) Information concerning the resource use at different Z,-levels
can in some cases be of great value. This is illustrated for the
resource “labour use during the year” in figure 4. As can be
seen from this example a labour input of lower than 5,300 man-
hours will limit the possible plans. Thus, this limiting resource
has a non-zero marginal value product (cf. the shadow prices in
linear programming). The steeper the slope of the lower line
in the diagram, the higher is this value. In the example it
can be estimated at about 15 Sw.kr./manhour and seems to be
rather constant in the interval studied.
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(d) As will be seen later, the value of other objective functions and
their interdependence can also be of importance for the decision
maker.

Finally, it should be emphasized that lack of empirical studies concerning
decision making at the farm firm level makes it difficult to discuss the
value of the Monte Carlo output for decision making. Intuitively our
experiences from using the HUV-method [7]—the programme planning
method most common in Sweden—suggest that most farmers would
appreciate such a basis for their decision making. In particular, we
believe that the presentation of a list of possible solutions with approxi-
mately the same value of the objective function could be more appealing
to the decision maker than merely stating the very ‘“best” solution.
Also these results may be of interest with regard to the behavioural
theory of the firm, with multi-goal and satisficing instead of maximizing
as important components. This is particularly true when the decision
maker is directly involved in the planning process by giving and changing
satisfactory levels, steering the seeking process towards plans of interest
to him, and interrupting the process when he finds further seeking
not worthwhile.

3 A MULTI-STEP SEEKING PROCESS

3.1 DESCRIPTION OF THE PROCESS

If the decision maker is interested only in solutions with a Z,-value above
a given level (satisfaction level), a new and more efficient analysis can be
performed. First, all MINUS-activities can be eliminated, and relatively
uninteresting activities can be given only a small chance of entering the
solution by the use of “‘weighting factors”. Furthermore, it is possible
to reduce the interval for the activities so that only levels appearing in
solutions with a satisfactory Z,-value are allowed. As will be shown
later this reduction of the possible solutions strongly increases the relative
abundance of solutions in satisfactory Zj-intervals. This technique is
called a multi-step seeking process. Let us consider this process now in
more detail.

The meaning of interval reduction can be demonstrated with the help of
figure 3. In satisfactory solutions (e.g. with Z; > 95,000) the activity
illustrated in figure 3a always appears with levels within a reduced interval
(3-5 ha) compared with the original interval (1-5 ha). In the next run
the activity can be confined to this smaller interval. This interval
reduction reduces the number of possible solutions and therefore increases
the efficiency of the seeking process.

As the programme operates, the resources are gradually exhausted as the
number of activities in the solution increases. Therefore, activities chosen
at an early stage have a greater probability of entering the solution at
high levels than activities chosen at a later stage. The order in which the
activities are chosen can be influenced by giving the activities different
weights. A large weighting factor implies that the activity has a high
probability of being chosen at an early stage and hence a high probability
of appearing at a high level. 1If the weighting factor is set equal to zero,
the activity cannot enter the solution. By giving less economic activities
small weights (but greater than zero), these activities will not prevent more
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economic activities from entering the solution. Nevertheless, at the end
of phase I in the seeking process they will enter the solution if the con-
straints permit.

In the multi-step process we have used so far, the weight for an activity
is set equal to its relative frequency in satisfactory solutions (p-weights)
or equal to the square of these numbers ( pP-weights). The effect of using
weights is demonstrated below.

Normally interval reduction and weights are used simultaneously. The
effect of this on the planning problem can be seen from figure 5.  After a
first step (figure 5a), the thirty-one solutions with Z,-value of greater than
95,000 Sw. kr. are analysed so that p*-weights and reduced interval can
be calculated for the second step. As can be seen from the diagrams, this
second step has 25-30 times as many solutions in the interval Z, > 95,000.
In the interval Z, > 98,000 the number of solutions 1s increased by a
factor of 75 by the second step.

The same effects have been described by Lindgren and Carisson [8] and
Stryg [10], [11]. Other weights ( p-, p*-weights) and other interval
reduction methods have also been tested. Trials have also been made to
let the decision maker intuitively give the maximum and minimum values,
or (for the weights) to use a ranking list based on gross margin of the
activities per unit of different limiting resources or some other economic
criterion.  Experiences from these other methods are also partly discussed
in these articles.

3.2 DIFFICULTIES WITH THE MULTI-STEP PROCESS

The method developed by us has to some extent an aim beyond that of
ordinary maximizing procedures, namely to give a good picture of
interesting solutions near the maximum. With this aim, it 1s obvious
that multi-step processes have to be used carefully. Undesirable effects
of interval reductions can occur, for instance, if some interesting activity
levels do not happen to come into the solutions in the first run. Then
these levels will be eliminated in the next step.  Also the use of weights
involves a risk of uncontrolled steering of the solutions. The risk of
undesirable effects seems to be greatest if the equations for the resource
use are not of the simple form az, or if the objective functions have a
complicated form, in which case local optima may occur. One way of
reducing these difficulties is to decrease the level of satisfaction so that a
greater number of solutions will be utilized as a basis for the second step.
However this will also reduce the efficiency of this step. Other ways of
reducing these unwanted effects have been tested. Before any general
conclusions can be drawn, the effects—wanted and unwanted-—of the multi-
step process have to be investigated in more detail. As with other
sampling techniques a compromise between security and costs must be
effected.

4 MULTI-OBJECTIVE PROBLEMS

4.1 INTRODUCTION

As mentioned above, farmers often want to take more than one objective
into consideration in their decision processes. In the Monte Carlo
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method each objective, or each main objective, is formulated in a separate
objective function. Since the objective functions are calculated after the
activity levels have been determined, the objective functions can be of
almost arbitrary form and number. The intention is then to make a
survey of the solutions that might be of interest to the decision maker.
From this survey of feasible solutions the decision maker chooses the
plan he subjectively finds best. It should be noted that sometimes an
objective is to have special activity combinations or resource uses in the
chosen plan. Such an objective need not, of course, necessarily be form-
ulated as a special objective function, but can be taken into account when
the decision maker chooses among different plans, or forces special
activities into the plans by means of high weights, and so on. The
description below refers to problems with two objective functions. Of
these the first (Z;) is to be maximized and the second (Z,) is to be
minimized. Of course, the discussion can easily be extended to more
general multi-objective problems.

When handling more than one objective function, it is assumed that the
decision maker cannot combine the various objective functions into a
single function prior to receiving some information about possible plans,
[3, p. 180]. For this reason it may be of interest to find the lines which
connect plans with the best values of one of the objective functions for
different values of the other function (see figure 6). Such a line we call
an efficiency line [9, pp. 19-26], [6, pp. 557-8]. If the objectives

AZ1

x~ s
X
X /
7/

i AB True efficiency line

CD Estimated efficiency line

FiGURE 6
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formulated in the objective functions are the only ones, the decision maker
will always choose a plan on the efficiency line.  Of course, if the decision
maker has other “hidden” objectives he might equally choose a plan
below this line.

If we knew all possible solutions, we could draw the true efficiency line
(4B in figure 6). If we only have a sample of all possible solutions (as
after a series of trials with the Monte Carlo method), we can only make
an estimate of this line (CD in figure 6). A practical way of making this
estimate is to determine the highest value of the function (Z, — nZ,) for
different values of .

4.2 A PRACTICAL EXAMPLE

In this example the first function is the gross margin (Z,) as before. We
introduce a second objective function (Z,) which is a measure of the “risk”
connected with different activity combinations. Risk is chosen here only
to demonstrate the use of two objectives and no position is taken up about
the value to a practical decision maker of such a risk calculation. The
risk is calculated as the standard deviation of the gross margin. In this
calculation consideration is taken of price variation in products and factors
of production, yield variation, and correlation between different variation
sources®. The existence of both yield variation and price variation for
the same product is also considered.?

Five runs were undertaken, as shown in table 4. Runs 1 and 2 are the
two steps in the multi-step process with a single objective function dis-
cussed above.

TABLE 4
Run Interval L Phase 11 Number of
No. reduction i Weighting factors mcluded solutions
| |

1 No .. .| “l-weights” .. .| Yes .. .. 5,000

2 Yes .. .| “pt-weights” .. .. Yes .. .. 5,000

3 Yes .. .. Upr-weights” .. .. Yes .. .. 5,000

4 No .. ..l “I-weights” .. . No .. .. 5,000

5 Yes .. ..l “pP-weights” .. ..l No .. . 5,000

The distribution of the solutions in run 1 with respect to both objective
functions is shown in figure 7a. It is seen that most of the solutions have

2 2
E = ¢ +a0 200 o
A+ B A B A4 B
2 2 2 2 22
5 ¢ = JH 6 + W o + oo C(if pandgqg uncorrelated).
rq P a g p P q
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gross margin below 83,000 Sw.kr. and that the standard deviation is
distributed between 17,000 and 47,000 Sw.kr. In general, greater gross
margin gives greater risk.

Figure 7b shows the same distribution for run 2. For this run weights
and interval reduction are based on the 31 solutions with the highest
gross margin value in run 1. Most solutions in this run have higher
gross margins but also greater risk than in run 1.

In figure 7c the distribution of the 5,000 solutions from run 3 is shown.
In run 3 weights and interval reduction are based on 45 solutions in run 1
with a value of Z; — Z, > 62,000 Sw.kr. It is obvious that the solutions
from run 3 have as a rule both higher gross margins and lower standard
deviations than the solutions from run 1. Compared with run 2, run 3
yields fewer solutions with a high gross margin but more solutions with
low risk. These results are natural consequences of the way in which
the weights and new intervals for the activities are determined. By a
proper use of the multi-step process it would seem possible to concentrate
the solutions in almost any part of the feasible area that the decision
maker finds especially interesting after studying the results of the basic
run.

It is also found that the contour of the figures from the three runs is not
very different. This implies that even the first step gives a good survey
of the levels of the objective function that can be reached. The main
effect of the second step is to increase the density of the solutions in
interesting parts of the diagram.

Z4.gross margin
in 1000 Sw. Kr.
104

101 7
98 |

,///////////////
92 t /

:z : % ? ,//// 1- 9 solutions

83| % / 10-99 solutions

80
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77 r // .
/ 22- standard deviation

7%
17 20 23 26 20 32 35 38 41 44 47 2S00 c Kr

FIGURE 7a
Distribution of the Solutions in Run |

99



REVIEW OF MARKETING AND AGRICULTURAL ECONOMICS

Z ,gross margin
in 1000 Sw. Kr.

104 [ Y
101 - W
7

98 r
95 L
92 -

89
o
ol W

‘2. /I

74

1 Z,,standard deviatio
17 20 23 26 29 32 35 38 41 44 47 2 in 1nooo 5w.e:(lr,i n

FIGURE 7B
Distribution of the Solutions in Run 2

Z1,gross margin
in 1000 Sw. Kr.

104
101
98
95 -
92
89 -
86

83r y

80

N

/4

7
4/ /.

17 20 23 26 29 32 35 38 41 44 47

Z5, standard deviation
in 1000 Sw. Kr.

Ficure 7c¢
Distribution of the Solutions in Run 3

100



CARLSSON ¢f ai.. MONTE CARLO METHOD

4.3 A COMPLICATION IN MULTI-OBJECTIVE PROBLEMS

It can be shown that if in a two-objective problem both objective functions
are linear, all activity combinations on the efficiency line will also fall on
the surface of the “sphere” formed by the constraints. Under such
circumstances some kind of adjustment procedure in the seeking process
(phase II) should always be used in order to move points inside the
“sphere” out to the surface. If one objective function is non-linear, this
not necessarily the case.

Z, Gross margin
in 1000 Sw.Kr.
100+
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FIGURE 8
Estimated Efficiency Lines for Runs 1, 3, 4, and 5
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In our example risk minimization is a non-linear objective function.
Therefore, runs 4 and 5 are made without use of phase II in the seeking
process. Run 4 is identical with run 1. In run 5 p®-weights and interval
reduction are based on 42 solutions with Z; — Z, > 59,000 Sw.kr. from
run 4 and therefore corresponds to run 3 above. The estimated efficiency
lines from these runs are shown in figure 8.

Figure 8 shows that the use of phase II will give a better estimate of the
line close to the maximum value of the gross margin. In other parts of
the diagram a better estimate is obtained without use of phase IIL

Another effect which is not seen in the diagrams is that runs 1 and 3 have
more solutions close to the lines than runs 4 and 5. These effects seem
quite reasonable. When phase II is used, the better estimate of the
efficiency line for solutions with high gross margin values and the increased
number of solutions close to the line is an effect of the sample of solutions
being taken from a smaller population than if phase II is not used. The
poorer estimate in other parts of the efficiency line is a result of the bias
this reduction of the population yields. As mentioned above, it is
possible to emphasize different parts of the efficiency line by use of various
combinations of the two objective functions as the basis for the second
step.

The illustration above shows that the handling of several objectives might
be quite complicated. Even if some general observations are possible,
the best method for each particular planning problem can so far only be
determined by trial and error.

5 FUTURE WORK

The Monte Carlo method presented in this article throws some interesting
light on farm planning problems. However, new ways of looking at these
problems have appeared during the development. Therefore more work
must be done before it will be possible to give a final judgment concerning
the advantages and disadvantages of the method. For example, it will
be necessary to study in more detail the effects of different multi-step
procedures. The model building is very flexible, allowing for development
in different directions. One promising development involves the speci-
fication of activities producing output only for on-farm use. In
combination with the integer formulation, such a possibility might give
a method for evaluating the effects of different investments on a complete
production plan.
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