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EMPIRICAL ANALYSIS OF AGRICULTURAL COMMODITY PRICES:

William G. Tomek and Robert J. Myers

Abstract

Numerous models of price-demand-supply behavior in agricultural
markets have beéen proposed and estimated. The literature contains
valuable contributions, but the cumulative effect is somewhat disappointing.
This paper appraises the status of the price analysis literatore and makes
suggestions for improving the quality of empirical results Both structural
and time-series fodels are appralsed
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dzscovery »: (Hecicman, p 883}
Ingrodggtmn

The pioneers of agricultural price analysis hoped to estimate
econometric relauonshlps which could be used for forecasting and policy
analysm hence for declsmn-makmgr-r(egi; Waugh' 1964, pp. 110). It has’
m of the past must be-tempered by

-results ate’ sensnwe to ‘(often

ently, we. beheva ‘that” the quahty of many emplrwal price
analyses ‘is in> doubt. ‘Nonetheless, iumefous innovative and insightful
results “have-been ‘obtained. *Thus, this paper tries to provide a ‘balanced
pragress repart on the currem state of the field.. We -do this by organizing
; petiiral models .and one-on - me-

seties m@de}s emphasmng tifié-series pmpernes ‘of “agricultural’ ¢
This categorization covers many, but not all of the appmaches to
cammodlty prlce analyms

: g : Qw ty Gf Empmcal results One pape:r cannot prfmde a
bf&eprmt for solving all “of ‘the problems - of empirical. price - analysis,
pMc:ularIy when different kinds of solutions are called for in different
situations.. Herce, we ‘concentrate on ‘providing constructive ériticisms and
syntheses. ‘Our general point is that ‘high quality: empirical rtesgarch
requires depth and scholarship beyond current. levels and that ‘such

research is-extremely difficult to do. -

&mctgrgl Mﬂgg s

agnculturaI praduct markets e phasmng supply and demand
specifications. ‘Brief- sutvéys of models of product characteristics, marketing
margins, and storage are also included. 'Most of this section deals with
structural models of time-Series- observations and: f;hereby campfemems the
review of time-series methods covered in the next major section.

Agricultural product markets are commonly -assumed to be
competitive and in equilibrium. Moreover, given the bioclogical lags
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To facﬂxtate dlscussmn, lt is useful to wnte a hncar structura} model as

-Cx;+Aut

| re nemshxp among . equa‘tmns is assum,
logxcal flow of causality in y, through time. The variables inthe x, vegt
are assumed stationary, and since the error terms are- also assumed
stationary, the mpltcatmn is that the variables in- Y. are stationary as well.

Under these. assumptions, each structural equation is identified, and: OLS is

-consisterit and - ,jympta‘trcally ‘efficient “estimator: for - the: parameters of
each structural equation.!

Within a recursive framework, alternative hyp@theses about the
Vfofmanon 50f pnce expectauonsh can ex15t, mcludm the ratmnal

1 Alternative specifications are, of course, possible. Endogenous variables may have a
simultaneous rather than recursive relationship; the contemiporaneous covariances may net
be zero; a nonlinear specification may be preferred; etc. Many of these modifications. are
discussed. We omit discussion of nonparametric models.
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having: two regimes, one when government programs. are 1nﬂuent131 and
one when they are not (&g * Lm et al)

Disequﬂrbrmm models may yet preve to be useful in ether
applications that involve "sticky" prices. ‘A more common approach to
modeling agricultural markets is to use distributed lag specifications to
reflect costs of adjustment. -In this view, changes in:endogenous variables
are-not instantaneous; because a variety of impedimeénts (costs) to change:
exist (Nerlove). -The adjustment process is: treated as a séries of short—mn

equilibria, and the Iongmm Ievel xs assumed to be unobservabie

Toc ; .proﬁumon amtmg fre-; \,ffmzen, canﬂed Jmce and other uses. - If "
pnces dre observed for the sales to alternate end-uses, then allocation. and
demand equations form a simultaneous. system (e.g., French and Willett's
application . to asparagus) In this case, the B matrix (above) “is ‘Hot
triangular, and A is prabably not dlagonal ’

Model specxf;canons are takmg account of the mcreasmg complexity

of agncu}tural product rnarkets An mtematmnal trade camponent is

cﬁtt@n markets), and the effects of gcvernment programs A recent moéel
of the beekeeping industry,” for example, has 27 current endogenous
variables;-11 lagged endogenous variables, 17 exogenous varrables, and 13
behavioral equations (Willett and French).

© Prices of agricultural products are- often related, resulting in multi-
market partial ethbrmm models, ¢.g., models of the feed gram-hvesteck
complex. The "ultimate” model may involve the entire agricultural séctor
of a country, or it may be a camputable general equlhbrmm model (see‘

general equlhbrmm frarnework)

Structural’ models havé the pmentxal to prowde useful mformatmn,
but thay have mmethelessheen sub;eet-ed o grawmg criticisms.” Baszcalty,'~

SN

unquestwnably correct~-are in fact quesnonable Yet ovendenﬁfymg
restrictions are rarely tested (Sims 1980), though they have Iang been in
doubt (Liu). Likewise, the exogeneity of the "exogenous" variables is
almost never tested (for an exceptlon see Fhurman), and as discussed in
the time-series section, the stationarity assumptions about the variables



4

may not-be true. Also, simultaneous systems:often-have a large number of-
predetermi ed vari ’b}es relative to ‘the. number. of o ervations, - .and
consequently one or two .observations may have a large influence on the
estimates. - This is. particularly seneus n hght of the pretestm'g that

nermally occurs in model spemfmatx

portant hzmtatmns
€ crrmancm obtamed

® o ‘ gt eturdl
S8 BT these equatmns are fmplmtly embedded and'vxce versa.
Thus, estimates: of demand systems usually do not consider the possible
smnultaneuy or recursiveniess of prices.and -quantities, while' models of
markets 1gnore restnctwns rmphed by demand theory '

t gulf still S bétween »tiueory and empmcal analyses ef supply (for a
'Smm'nary and critique, see Just 1992). . ; - L

ures m cammon Nameiy, sm,ce a lag

: 1 ef gOVErnir en' ' progmms, as weilnas észerences in how anaIystS’
addfess spee}ftc mﬂdehng issues.

A Lwestock and hvastock products supply can be dlfferentxated from
cmp supply The output of livestock and livestock products is constrained
in the short run by .the size of the breeding flock or herd. The flock’
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produces:both young and-cull animals, and joint praducts such as lamb and
wool; are sometimes:important. If éxpected profit rises, young-animals will’
be -added tothe breeding herd ‘rather “than sold for- slaughter, ‘and
consequently the short-run supply’ résponse, as ‘meastred by quantity-
slaughtered, can be negative. - Since, however, other adjustments such’ as
feeding- animals to heavier weights may be feasible; the ‘nét response may
still be positive- (Jar‘vrs* Chavas and Klemnmie; W}ppl,,; and ‘Menkhaus). The-
flexibility: to- respond to. a- pnce“'ehange vanes wrth the stage of the

producuon cycle (Chavas and Johnson)

t pl'y expansxon,
‘ exi culling -t he speed of ‘adjustirent
prabably ditfers between price. increases and decteases, implyitig that the
length -of the" Iemg fun adjustment dfffers dependmg on the chrecnon of
pnce change T .

P‘erenmal crops present sumlar medehng challenges In any’ gzven
year, producnan 4s Hmited by bearing  acreage; producers may léave
production unharvested and cull trees in response t0 low prices, but little
can- be done to increase output. Indeed, ‘an -appropriate measure ‘of
expected, dxseaunted prﬁﬁt’ is ‘a critical issue because years pass'b ‘before niew
tree -stock bears fruit. .~ Although . agricultural economists have been
ingenious inextracting information from limited data sets, a-full analyszs of
tree crop supply requires data on plantings, removals, age composition of
orchards, and ylelds by age (Franch ng and M‘marm)

Amang farm commodities, -atinually produced crops perhaps are the
simplest to model. - Farmers-make-annual decisions-about the area to plant
and- about cultural practices to use (hence about yields). ‘Thus, ‘supply
resporse can’ be . mieasured “via'- ‘dcreage “planted- and yteld ‘equations.
HeweVer even supply analysis of annual crops is not easy. Many of the
major crops; such as wheat, corn, SOybeans, rice; and cotton, are mﬂuencad :
by' government pmgrams Hence considerable. cen devoted
esponse”'in- the pfesence ‘of "governiment pragrams
Broad}y speakmg, twWo approaches have been taken. -Ii ‘oné, variab
take account of farm programs (e.g, measures of ‘effective’ pr‘rce'supports)
are included in the model (e.g, Houck, et al). This type specification
typically results in a faitly parsimonious model; but assumes that model
parameters are constant over altematwe program régimes.




program me. periads as separate regimes, 1
he two penod :{ .g Lce_ :
Ao

. ‘The-second approach -attempts 10: madel the free market and farm

two regmes ‘one thh eqmllbnum pnce cf} one when pnces declme ta
the support lev‘el (e. g HQIt) Pnee sy pnrts generally prov;dc a lower
Timit _ but ‘marke 1. . -beloy

i by Houck, et al and by Lee and -Helmberger are. compared in Tahle,
1, These analysts believe that expected. soybean -and corn: prices - are
important and that saybean acreage has dynamic properties. But they.do
not agree on how expectations should be measured, including how govern-
ment pmgrams siwuid be: madeled nar da they 3gree on how: the dynarmc

conmder prxce or yxeld rlsks The dxfferent specxf}cau@ns hewevar explam A
aareage re:spcmse: abtmt equal}y Well : I :

agncultural supply, ezthcr nnphm}y or exphcnly Alternauve empmcal
measures are explicitly compared for the supply of fed beef in a paper by
Antonovitz and Green. - ~They consider naive expectations- {simple. lag of
cash prices), futures prices, ARIMA forecasts (sometimes ¢alled -guasi-
_tatj;onal expectanons see Nerlove, Grether and Carvatho, p. 307), adaptive

'l;-expectatmns Students of ﬁ:tures markets would
x . onal .measure of expected
prme but v,,he futures and rat}cmal axpectatmns spe fications of Antonovitz
and. Gree_ gwe quLte dszemnt?emplrtcal results. In contrast, under some
' ' > expectations models.result in identical
}. For annually predueed ‘contirious -

,tanes hnk prmes thwugh txme, heﬂce currente»

. Supply analysts have mcreasmgly canstdered measures of risk in
their models (Just 1974; TraxH) As noted, alternative measures  of
expected price exist, xmplymg at least an equal number of alternative
measures of risk. Actually, the number of measures of risk is larger, as the
differences between expected and realized outcomes can be treated in



ige: Response Functions

Equation - leangtggg Variables . . - : R’

EPS,__..  FPC Ay TRD
(1)? .12 =102 - 055 0:59 . 98
(3.6)° - 2.0)- (24) (13) -
PS/PC,, PSS, PFC__ DPC,_ A, |
(2)3 5‘6 e 2§4 R +3_9 -9.7 SR 087 -99
S0 e @3 . @Y (1) - »(165)
. PSX,.. FPP ADV, © - p
(3a) 034 : - 50 - -
(6.9)
Gby 046 - 002 0.63 11 -8 - 50 -
66) - (02 (10.1) (3:5) -~ - (3.9) -
E Dependent variable in equanons (1) and (2) is acres of soybeans planted in millions,
sample period 1950-74; Ay, is lagged dependent varjable. . FPS an;} FPC are. plannng time

prices -of | past-harvest futures contracts; soybeans and corn,’ respecﬁvely, ‘PS/PC is. ratio. of
soybean to corn prices received by farmers PSS is effective support price for: soybcans, PFC is
effective. support price for corn; DPC is. effecnve d1v151on payment rate for corn; TRD is trend
(see Gardner:. Houck, et al) « _ : .

b Equanons (Sa) and (3b) are linear in Iogarlthrns representmg two reglmes dependmg on
effectiveness. of. pnce supports, 1948-80 sample for four states, with intercept varying by state.
Dependent variable s ‘acres of soybeans planted in thousands (in laganthm) PCX and PSX
are farm prices of corn and. soybeans, respectively, deflated by an index of input -prices; FPP is
expected feed gam program payments available to farmers; ADV is maximum acreage diversion
or set aside; p is autocorrelation coefficient (Illinois value shawn)

<

t-ratios in parentheses - - ‘ : g
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different. ways. The "specific risk measure may be-based on squared. or
absolute deviations, and symmetric (both positive and negative) or only
unfavorable dxfferences (negative differences for product prices) may be
used (Tronstad and McNeill).

Notwithstanding -the many different empirical’ unpl&mentatmns of
price risk measures, reséarch results suggest that risk has a negative effect
on supply and that the. éxclusion of risk from the model biases the own-
price elasticity of supply downward. Risk variables are often statistically
important, clearly 1mpmvmg the fit of the model.’

In contrast as- noctedf'?m the next secmm, analysts
have spent much effort trying to determine whether changes in consumer
preferences have resulted in structural change in the demand for farm
products. The problem on the supply side is that technological change is

~ so pervasive:and continuous that it 1is difficult to measure. Thus; it may be

impossible “to’ address - the effects of “technological “change in-a fully
satisfactory way (for a nonparametric approach, however, see Chavas and

Cox).

Another type of conmbutmn relates to abtammg supply estimates

ona more disaggregated basis. Supply response can vary by region since

climate, land. quality and other factars hay vary’ geographxcally, by variety
of ‘the: cammodxty which may be highly cotrelated ‘with region (say, ‘Spring
versus winter wheat), by size and type of farm (say, full and part-time), and

perhaps. by age or other attributes of the farm manager. ‘When data are

available, :it is.possible to obtain additional insights into the nature of
supply Tesponse at more disaggregated levels.- ~These -results cannot be
characterized-in the space-available, but a few are illustrated in Table 2.

- -Such -results remind ‘us- of the difficulties of talking about "the" price

elasticity of supply-or of makmg campaflsbns of elasticities without carefui
qualification.

Although models which consider the dynamics of supply ‘and ‘the
effects of risk appear to find more price elastic supply than other
specifications, it is difficult to generalize from the diversity of empirical
results. Rather, given the diversity, it appears that no one modeling
approach is suitable for all commodities or research problems and
moreover we Sseem to know little more about the "true" structure
generating the data for any particular farm commodity than when empirical
supply analyses first started. The reason is that most price analysts impose
a structure on the data and, in general, do not test whether the assumed



Table 2 Estzmated an-Pnce Elasuemes of Supply

H:.'Commodzty - Elasnclty h (Ciiétion;

~Milk Production, US T Chavas-Klemme
short run 0.11
long run 5.03 to 6.69

Milk, NE, shert run Adela_;a i

o VWhipple\—ﬁéﬁkhaug

- ‘short run 0.87
long run 11.53
w.r.t. wool price
_short run 0.32
~ long . un 436

Wheat Acreage. Morzuck-Weaver-
corn belt states 0.61 to 0.95 Helmberger, Tbl 1 1
‘other. winter wheat e IR

.. - states- 0.22 to 0.46"
D&l{atas 0.71 to 0.99*

2 Excludes Montana
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structure is correct (except for some rather superficial appeals to t-values,
signs, etc.). ‘Thus, we are doubtful about the benefits-of imposing an even
more rigid theoretical structure on the data as seems to be implied by Just
(1992) Empirical results must be data consistent as well as theory
conisistent (Hendry ‘and Richard), and at a minimum, analysts have a
responsibility to demonstrate how their results. improve upon previous
results, . 'We have more to say about improving models in the ldast section of
the paper.

Empmca,l demand models can-be. broadly . ‘classxfxed as ad hoc or
jal specifications and demand-systems specifications, whlch impose
ystem, Boihr categones in turn,

a ole. approach ‘miodel specification
rfaced as. "the best ! As in su’ ply analysis, specifications vary with

-problem under study, and demarnd analyses for fcaods and fibers have
been stimulated by a variety of research prablems :

restrictions: f;om demand theery on th'

There is perhaps a predisposition among economists, however, to
estimate “theory consistent" demand systems. Initially;’ empirical ana]yses
and judgment were combined to construct imatrices of demand -elasticities
for individual foods which are consistent with theory (Brandow). - This
approach -has' been continued and refined (e.g, Huang). A potentlal
benefit-is the large - number of estimated parameters, but the-estimates are
based on relatively few sample points. (Huang obtains’ 1,640 parameter
estimates from 35 annual observations.) Clearly thé estimates require a
number of -assumptions, appmxxmatmns and judgments, which are
collectively of unknown quality.

A second approach uses a specific functional form fgr the demand
equations, aggregates over individual commodities to form a relatively
small. pumber of commodity groups, and estimates- the resulting system
subject to theoretical restrictions. Functional forms are selected to strike a
balance between mathematical and statistical convenience (simplicity) and

realism.?

Various linear expenditure systems (for a summary, see Johnson,
Hassan and Green) have been fitted for foods. Aggregation into groups,
such as meats and cereals, has largely been a matter of judgment, and a
linear system can place unrealistic restrictions on elasticity estimates
(King). Farther, systems specifications often ignore dynamics, possmle
simultaneity, and variables which may influence the level of demand. It is,
therefore, perhaps not surprising that statistical tests often reject the

% Alston and Chalfant (1992) review the nonparametric approach to demand analysis,
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constraints on the system implied by demand theory (see. Jahnson, et al. in
Capps and Senauer Table 1) e g :

(Deatan and Muellbauer llancxforn and Green) The Ith equatron in- thev
system may be written - Lo )

w =+ 3 vln g + B ln(y/P) -

where w;="p; q;/y;
p;= prices,
i, j= 1, 2, .., n commodities and equations,

P= price index defined by
P = a +Eui}ng‘ ;1/;Ezy;jtng In p,
REI - 54 A

and y = E P
1==’1

To make the modal hnear in. the parameters, it is common to
replace P wuh P a known price index assumed to be highly correlated
ith P. (Deaton an nd Muelibauer, p..316). Potential disadvantages of AIDS
m‘; de ﬂ}e larger number of parameters.to be estimated than with a linear
expendxture system and collinearity in the regressors. In addition, the

nght»hand-&de prices and total expenditures are simultaneously determined
with the w; (as in other- demand system. SpélelcathﬂS)

In agnculmral eccmonucs, the -Systemn cons:sts of food groups {meats,
frmts and vegetables, _etc) Or . aggregate cmmmodmes thhm, say, the meat
nd -chicke 5

appropmate gmupmgs may be unclear Qne ana]{ysrs suggests, far 5xample,

that consumers do not allocat nditiir ager gates like chicken
and beef and then to- prod cts within the a “Rather, allogations
may be made between high and low quahty goacis where whole chickens
and -hamburger are examples of relatively close substitutes (Eales and
Unnevehr 1988).




12

Agricultural  economists  have considered inverse demand
specxﬁcanaﬂs which may be more consistent with the price determination
process in agriculture (Eales and Unnevehr 1991), allowed for dynamic
behavior in the model by using first differénceés or by using the lagged
dependent variable (Eales and Unnevehr 1988; Moschini and Meﬂke) and
used -AIDS to -consider specific issues such as structural change in meat
demand (Moschini and Meilke). At present;: formal systems typically give
elasticity estimates for aggregate commodities, which have few practical
applications (on computing elasticities, see Green and Alston). To the
extent that a systems approach can be used with relatively disaggregated

commodities (as in Eales and Unnevehr 1988), the empirical results may
have increasing value.

AIDS«style (ie., expenditure shares in a semilogarthmic ‘form)
équations also have been fitted to cross-section observations, usually with

prices: omitted, but a variety of furictional forms have been considered in
cross-section analysis. In the absence of prme varvabih‘ty, the general form

of an Engel (consumption) function is S, Xj), where ¢; =
consumption of the ith good by the jth ljlouseh fd = income of jth
household, S; = household's size or scale, and fler variables which

define the households characteristics. Consumptxon can be measured as a
physical quantity, as an expenditure, or as in AIDS, an expenditure share.

A surprising number of consumption functions have been specified
as linear in the variables; the semilogarithmic¢. specification is also popular.
When fitted to household data with zero -observations on-consumption,
both forms permit the prediction of negative COnsumptmn at positive- Eevels
of income. " The logit or' multi-nomial logit, in the case of a systém, is an
alternate approach (Tyrrell-and Mount). The dependent variable, Infw;/(1-
w;)], still cannot be -zero; a common pracnce has been to- replace the zero
cxpendxmre with an- arbxtranfy small positive: constant; but in this model
predictions cannot be negative.

A Tobit model also is a plausible specification. A two-part decision
process is assumed: whether or not to purchase and then if a purchase is
made, the amount purchased. This approach can explain why consumers
make purchases-as ‘well-as the level of purchases. It is also possible that
the - survey period ‘is shorter -than the purchase cycle, and henee nen-
pu:chase is- not eqmvalent to zero censmnpﬁon {Gould). ‘

A key ooncept in modeling hn’uSehold data is the hfe cycle of the»
household, specifically the number, séx, and- age : of the household
members. Generally, models of household behavior represent age and
gender in one of two ways. One approach involves the construction of
"adult equivalent scales" for members of the household and then
aggregating to obtain a “"household equivalent scale" (for alternative
approaches to computing adult equivalent scales, see Tedford, Capps and
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Havlicek).- An alternative is-to include size, age, and gender variables ds
Sepdrate Tegressors,’ ‘but this. implies a large number of parameters.. Thus,
the trade-off in the two specifications is-between: the reduced flexibility, but
greater”: s1mphcxty, of * scale variables ‘and the greater. ﬂe:abxhty, ‘but
incréased--complexity, of - having ‘numerous gender/age wvariables -in ‘the
model. - Tyrrell. and Mount use a Lagrangian: mtetpolauon polytiomial of
age, ‘analogous ‘to--an Almon. lag. specification; to imnt the number of
parameters. :

In addmcm to incomeand life: cycle-effects; many- other’ variables
ce-food behavior; “d;these vanables

Hﬁp: el o P LOTHOLS
mode/ asp ,sxble Clearly many dtfflcult modehng dec ions: e:ust;"i?: S

Gwen the large number of specification choices, - alternative
empirical models differ substantially (e.g., Buse and Salathe; Tedford,
Capps. and Havlicek). Levedahl (Table 1) summarizes the wzdely varying
marginal -propensities: to -spend on food estimated by “various - analysts.
Analt}gous ‘to-the situdtion for- supply ‘analysis; agreement exists on major
concepts that should be:included in consumption models--income-and life
cycle effects-<but much. dlsagreemem exists on' the best way to measure the

cancepts

A Deman@)analysés usmg ad hoc Specxfrcauoﬁs mtﬁ s&ccndary, t:me-
series observations -remain important. - Thése models may be  single
equations or a part of a system to model a particular market or markets.
Recent studies usually relate to a specific research issue. - For example;-
Brown and Schrader develop a "chblesterol information index" using the
number of arttcles published on cholesterol and human health. This index
is then used ina demand equatmn for eggs to estimate ‘the “cholesterol

effect RAFIRR

*?I‘wa ar’eas,of fcmd dematid researe’h have received much attention in
the past 15 years.: One is structural change in-the demand for meats.
Coeffmaﬁts tepresenting the: demand structure for meats appear not to be
stable gzven the medet specxﬁcatmns and &ata sets uSed The hterature is

st:mcmral change sttiézes see- Alsmn and Chalfant 1991)

A seetand area of note in the past 15 years is the study of the effects
of advertising on the demand for gemeric commodities. These studies
emphasize -the distributed lag relationship between changes in advertising
and changes in demand (e.g., Liv and Forker and see the annotated
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blbhegraphy in Hurst and Forker) The results suggest that advemsmg,

1 & eXist g—* ; Dwever,, sub}ect
same econometnc pl:tfalls as other pnce ana&yses - Possible-
: between - advemsmg expenditures - -and other trendmg (but
pass:bly, nitted) -variables is a particular. concern. Competitive effects-of
generic:advertising, say, the -effect of advertising pork -on-the demand fer

beef, are rarely examined.

In sum, demand smehes m agriculmrai ecanomlcs are NUMerous,
i ride -rany 1 nsethat thev,

Classxeal theory ‘of- uuhty maxmﬁzatmn, based cm the consumpuoni
and.production.of a bundle. of .goods; is.implicit or:explicit-in.most of the-
ana}yses discussed-in the. stmcmral madels 'em, ‘Becker noted, however;

ili : eductmn -and: Lancaster

example, ean r&lauvely sxmple measures 1mprove the pwmg ef hog'
carcasse& Hayenga et al )‘? Res&arch food: safety fall .m ﬂns area;

guahty,w,ed ceigc__ : & AT -
have est awd the implicit prices of charaafertsucs or ‘services embadted in
a commodity (e.g, Carl, Kilmer and Kenny), and in pamcuiar since
federal grades are assumed-to improve market information; price analysts
are interested in the relationship between grade levels and prices (e.g.;
Brorsen, Grant and Rister), Clearly, the 6ffects -of c&mmodlty
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ting” the per nmt mark
e retaﬂ demand ;s a-

W@hlgenant and Haxdacher 1991)

:: “e fixed pro»pamons argument is perhaps plausxble for f@@d
: vaxous th

/ , put, ma ~ :
S'lftérs, and n'end all ef whrch aré assumed predetemnneﬂ. “These .two
funictions, for eight food groups, are also fitted with symmetry : and’ constant

,,,,,

returns to scale ~restrictions.  Using annual data, - Wohlgenant and

B R T T N R R T R T T



1,;:6:

kct's' by 7most flour - -
idual n@xs, gram elev ers,/

avior” al ctant, e effects of marketi’ mperfectlons ma:y be
elearer thh shurter ufiits. of observaﬁon ,Hezen‘ """
is 2 propriate, markets are not in
-mp—(}ver-ﬁosts mle tu arnve at

ve - markets Then retaﬂ pnce -are treated -as a markup over

wholesale prices. (Other exogenous changes can, of course, be traced
thmugh the system in an analogcus way)

O; "cauééhty" from the wholesale w retaﬂ level In the ma] ; ty
bt;t D a ;":’f the 22 foads tested umd}recuanal causahty was found . I’he

esﬁma.ted e' uatmns suggest lags af up ta ft)ur months betwesn wholasafe
and retall pnce changes. - . . . o

i p};t 2 kets .are. exogenous in_ the
~of marketing margins, . In. pamcular

treated as exogenaus in the typmal marketing matgin - model.

Lee éitly ‘models labor supply and demand for. the food sector as well
as wholesale and retail food prices as sxmultaneously determingd. The

implementation of his model uses quarterly observations for food in the

aggregate. In this context, Lee concludes that simultaneity is nnportant
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and that "wage changes are not only important direct determinants of food

price changes but also a. principal avenue through which :macroeconomic
changes influence the food system(p-101)." Lags are still important and
may continue for two or three years beyond the initial shock "when the

complete. cycle. of inflationary effects, wage determination. processes and

feedbacks into food prices’is considered.(Lee, p. 101)." Thus, in this view,

lags- do .not- _necessatily reflect 1mperfecmms in - particnlar food:
manufactmmg industries or markup pricing so much- as they reflect
dynamic adjustments to food price and wage rate changes

A common hypothesis in the price transnnssmn hterature is that
ses are. transrmtted m&re Tapidly than prtce decreases .

vegetables respaﬁded I.fiére rap dly tcx decreases than to mareaseé' in
wholesale prices. Recent results have more consistently found asymumetric
price responses (e g K}nnucan and Forker)

roughly equwalent of a sat of unresmeted reduceé-f@rm equatxons far a
general-set of endogenous-switching regressions relating farm, wholesale,
and retail prices of a [in this study] meat." Basically, current changes in
reta.ﬂ wholesale, and farm prices are related to lagged pnce wvariables (with
a” specxficanon that permits different. responses to increases than..
decreases); CPI, and trend. . Weekly observations are used, where the
monthly CPI is distributed over weeks. Hahn's results. suggest that
asymmetry is especially important in retail price adjustments. However, he

found awdence of asymmetry at-all market levels.

v Pnce transmission studies .are highly empirical: For &xample
Hahﬁs ‘model: might ‘be chatacterized as vector autoregressions (see time-
ries section) with two regimes.” By themselves, empirical ‘models do not
explain .the- source of asymmetry. Indeed, the ‘models do not explain why
any lags exist, and it is unclear why. weeks, even months, are required for
prices-for fresh meats or produce toadjtst to new information éven in the
case of price increases. In futures markets for agricultural commodities,
new information is incorporated into pnces certainly within days, perhaps
within minutes. - Moreover; information is transmitted from futures to cash
markets qui kIy (é:¢., Brorsen,” Oellermann, and Farris). “Fhus, 3 ‘conflict
appears: to-exist. between the empirical résults'which rélate cash and futures
prices.and those which relate farm, whelesale; and retail prices, particularly
those studies which suggest lags in farm price adjustments. Perhaps the
observations on prices used in price transmission studies are not relevant to
the -question. Or, perhaps, the macreeconomic feedback effects identified
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by Lee help explain the -observed -lags.. And; firms-with some monopoly
power may. delay price. adjustments. at. the wholesale -or. rétail levels’ elther

beeause nf costs Gf ad;ustment or, because ef Iack af compet}tmn

In sum much mterestmg and valuable research has ‘been conducted
on marketing margins and the transmission of information in markets: Bug,
a:number of puzzles remam, ‘and it is uncléar whether emstmg models and
data are capable of- answenng these questxcms )

or. dxscentmuous (samppenshable) mvemones Clearly, demand alsa can
be: seasonal, and stocks-are carried:for connnuousiy ‘produced commodities.-
But, these - toplcs have re;cewed less-attention: in the- agrlcultural ec:}nanues«
ht&rature B S S }

ol Smce futures markets are” rmpartant pncmg msmutxons for many
farm cammodxtxes in - the Umted States a'bservanons exxst on a

time penod analyzed the supply ﬁmctmn was relatwe}y stabie and sh;fts in -
the demand for storage identified the supply function. Working's simple

model has implications. both ‘for: mttayear and’ mteryear bahawor of] pnces
(e;g Tomek and Gray) Py SRLE N -

Current models can’ b& seen as - extenswns of Workmgs and

Guéfafsons mmal efforts Inventortes must “be- mmneganve emd stcxcks

pemts bzzymg fc;r fumre dehvery based on futur& prodnctmn ’I'hus, zf
stocks are small relative to-current demand, the current cash price may be
high relative to the price for future: deiwery, the price of storage is
negative. Positive, though small, inventories exist at these négative prices.



furthe:r pmms out that grams and Oll’ 'seeds (e.g, corn and soybeans)
f bl

‘ models of “the Supply and demand “for' storage. ~Actual

empmcai estimates “of the supply and demsénd . for’ smrage aré sparse; a
moc;lfzs_t‘_‘ number of ad hoc, smgle equation models. e;ust to eXp}am the

econ "metrxc esﬁmates of model parameters) S
apphed toa Vanety of pahcy ISSUCS reiated to- buff '

expectaaons hypathesm

Tt ‘st be noted that other Structural ‘models “also are coﬂs}stem
vmh observed prme behawar Iﬂ‘deec} alternanve madels some Of Wthh

>>>>>>

vanabllrty in productmn 1mphes varrablhty in'the demand for storage Paul

etition should not be lgnared»
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for underemphasmng the role of demand shccks in pnce behawor but
i d;

mpor .
po y nnpartant rele of mventones (relatzve to other vanables) in
explaining price behavior. :

A different strand. of the literature emphasizes optimal hedges for

individual decxs:on‘makers using portfeho principles.  This lxterature

usuaﬁlly' assumes sunple vpbjectwe fuﬁcuons thh a number of sim

In this part of the paper, we evaluate the role of nme-senes madels
in cammadzty;pnce analysxs, fxrst by examlmng the nme-senes pmpemes

Lookmg at graphs of cammodtty pnce movemcnts over: nme one is
1mmed1ately struck by the high degree of: pos:txve autocorrelation.in. price
Ievels Another feature of price movements is that they have .occasional

ikes. These- may be asscxmated with mall stocks relat}ve to demanc’i or

rodities sub}ect o gavemmem suppart programs, pnces
sometimes, baunce around the price . ﬂemr, indicating a truncation in. the
underlymg price distribution. o

Dynamlc structural models imply autocorrelauon though not
neceSSarxly sp1kes in commodlty pnces ‘and some structural models deal
xplicitly tions. Advances in time-geries
msxghts mto the behavior of
g ‘doubt on"some
be nated at the

or armually) . et

Stochastic Trends. Early attempts to model the autocorrelation in
commodity prices with a time-series approach involved fitting deterministic
linear trénds. However, it soon became apparent that predictions from
such simiple models wére inaccurate, pmmpnng a search for better models.
One way to generalize the deterministic trend model is to assume a
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Watsbn) Formally, the ndtzdﬁ of a stochasnc trendv éah Eé modelfedtas a

random. walk with drift . i
W "Wt—l =4t ‘t

be represented as the sum of a rahdom walk component and a statmnary
compenem - Thus, research, which has found that once- mtegmted ARIMA
dels. pro &e a useful representatmn of many temmodlty price. series

Space Inmtatmns ,preclude a detailed ‘discussion of the literature -

S| rends. . Interested readers dre referred to. Perron;-
? ; Phillips and Pe .ar W. owski, et al. Many of these. tests
have been apphed to commodlty price data (Ardem Baillie and Myers;
Goodwin), and high frequency commodity price data typically show
evidence of stochastic trends. The evidence is far less clear with annual
data. The ‘explanation for this discrepancy may lie in theé smaller humber
of ‘annual observaﬂons typically available and/or in the low power of unit
root tests.’ Deaton and Laroque argue that commodity prices sampleé at

wu:h a root that is clc)sc to umty "For thc Dxckey-Flﬁler and Phﬁbps~Pcrmn tests a
stochastic trend is the null hypothesis. Cansequently, a stochastic trend is accepted -unless
{continued...)
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number df farmual Gbservatmns typicaﬂy avallable

Stochasnc trend models are not the only way to capture the
autocorrelation in commodity prices. In particular, fractionally integrated
stochastic processes (Granger and Joyeux' Dlebold and Rudebusch) and

the Markov switching model (Harr
strong autocorrelation and long’ wings i da‘ea series’ mthaut rel
pure stochastic trend: Another native ‘is ‘to- model commodity pric
movements -using nonlinedr dynamics’ and results from chaos theéory
(Benhabib). It remains-to-be seen whether these- ahema&ve ‘methods can

lead to 1mpmved models of thre behzmor of wnuncdlty prices.

Dxfferent cammodltya

apparenﬂy unrelated commodmes and has three mam explanatmns
(Pindyck “and Rotemberg) First, supply and demand shocks in one
commodity market may spill over into. other markets. While this is a
logical é’:&planatzon for commodities which are related ‘to one. another either
i’ prods iction . or- consumption -(e.g., -wheat and- rice), it cannot explam
comovemerits -between’ largely —unrelated c@nunadltles (e.g., cattle -and
capper) Secortd, macroéconomi¢ shocks, say to interest rates, may affect
all' prices together. But such shocks explain only a small fraction of ‘the
actual comevetent in commodity prices (Pi idyck -and Rotembeérg). A
third possibility is-that spe culators overreact to new mfarmauon and ‘this
causes -spillovers between commodxty markets. 'In this interpretation,
"gxcess comovement" among prices leads to volatility that is ‘greater than it
"ought to be." This argument also is not fully satisfactory because it does

not account-for the possibility of errors of utideradjustment.

The idea of comovements in commodity prices can be formalized by
using the theory of cointegration. I two cammodlty prices’ each have
stochasttc trends and can therefore be represemed as the Sum af a random‘

they share the same random walk

3(...continued)
strong evidence exists against it. In response, waatkowskx, et al. devcloped a test where the
null ‘hypothesis is stationarity of the seties. This test can be used as a consistency check on
standard unit root tests. DeJong, et al. argue, however, that in many cases neither test (unit
root against the trend-stationary alternative and trend-stationary against the unit root
alternative) will reject.



Pu =W ¥y 23

P ~=: S, t»gzg

pnce i z“ 1s the Stati nary component of i and 8 :s’

wheré p;, is commog
2 pal‘amétef répre i

Py =8pu ¥z -

us ~ Tes ly " to the rﬁe* vilue for 5.
the QLS esumate ,gen -ally fallaws a nonstandard
‘ even asympt@tr ik * thesi

‘ ‘d long-run edu 3t p- (as above) and testi ,
residuals for a stachastxc trend If the null hypothesis of a stochastic frend”
m the errors can be rej-ected then the conclusmn 1s that pnces are

that cmntegranon among dz erent comm prices

"ui iiiiii

carrelated In the very long run these przces would dtverge and become
unrelated, but they could show considerable comovement in finite data
series.  Alternatively, the stochastic trends driving two prices could be
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distinct and uncorrelated, but strong correlations may exist between the
stationary components of the series. Prices correlated in this way would
also move together in the short run. The problem, of course, is that it can

be extremely difficult to distinguish between these alternative situations
given limited data and the low power of unit root tests.

ng. T rices usualiy ¢
but the Vanance of the changes is riot necessarily a constant.

Two comman ways of accounnng for tlme-varymg volanhty in

can be rcpresented

PP tBte

N ?(ﬂ,h()
2
h =w + aey + Bhy

where D is some probability dlstnbunon with mean zero and variance h,

and 0, is a set of information available at time t-1. This model atlows the
condi lonal variance of price changes to change over time-in a systematic
, ‘and is therefore capable of capturing time-varying volatility in
omodxty prices. Multivariate versions of the GARCH model have also

been developed, although these are plagued by over-parameterization as

the number of parameters expands rapidly with. the order of the model
(Boilerslev, Engle and Wooldridge; Holt and Aradhyula Myers 1991).

A sunple test for candmonal heteroscedasﬁcuy has been deveieped
by Engle and applied to several commodity prices by Baillie and Myers.
High frequency data generally display strong evidence of time-varying
volatlhty Furthermore, ‘the GARCH model seems to be effective. at
capturing this time-varying volatility in commedity prices. Yang and

Brorsen compare the ablhty of GARCH models, mixed diffusion-jump
processes, and deterministic chaos, to best represent -the stochastic
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properties of-commodity prices. . Using daily data, they conclude- that the’
G-ARCH moﬁel perferms beSt out of, thes& three altemanves o

Anether questzon about the stechastxc pwpernes of eommodxty
prices is, can the unpredictable component of price movements best be
modeled as a draw . fmm a nm‘mal dlstrxbutwn, or. 15 some other

Hy fatter than the normal 5’
).(Gordon) Early attempts to:

estimated. Both Baxlhe and Myers and Yang and Brorsen c&ndude that
the GARCH model with conditional t-distribution dees a good job of
mnd ‘ng. the nmeavarymg vala i ’ty .and excess “kurtosis - that appfear to,

he systemattc (expectcd) change in the cash pnce Thus, changes m,;pnces
f%r a)futures contract conceivably-have no predxctable component (Workmg
1958 e

reiatweiy compeunve and that market zmperfectmns are smaH
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Nonetheless; many traders use technical analyses, which assimie that price.
changes are predictable. The seeming:

sticcess ‘of some technical analyses is
at odds with academic research which usually finds small autocorrelatxons
in. futures prlce changes (Rausser and Caner)

The emp\mcal evidence is- stronger that dtsmbutmns of futures- pnce‘
changes have excess kur*tosxs and ume»varymg volanizty (Gé}rdon, Keny@n,

nd - the. “ertors Horm ,y;‘ distributed; homascedasnl, '
uncarrelatad . Consequently, these structural ~ systems are- cormnmﬂy
estimated by applymg OLS - to the reduced form -and an instrumental.
vanabies (V) estimator, -such as two stage least squares; to the structural
form? ;I -the variables are really :stationary, - then . such estimation and

mfereﬁce 1§-justified on the: basis ‘of canventmnal normal aSymptouc
distnbutmn theory '

S 5 however ‘SOMe EXORenouns - vanables in-the -model comam
,smc:hasnc trends, then both price.and qu&ntlty variables génerally “hav
stochastic trends as well; suggesting: two main- possibilities ‘(Myers 1992).5
Oné is :that ‘the linear -combinations of stochastically ‘trending ‘variables
represented by-the supply and demand equations (i.e.,’ the structural error
terms) ‘have a stochastic tremd. In- this ‘casé’ there .is o long-tun
>re1at10nsh1p ‘betweein the variables and the result is a ”spun@us regression’
(Granger-and Newbold 1974)." Results from OLS- or TV estimatian of such
equations are natonousiy -unreliab 'implymg that staﬁstfca}ly sxgmfxcam
relananshlps exist when in fact they’ do-not, ‘

* The structural form of recursive systems can, of course, be estimated with OLS.

varsabfes geaeraﬂy also’ '
stochiastic trends as well. The exwpﬁen ‘becurs when the stochasttcally trﬁnémg excge,nons
vanables are comtegrated thh a long-run ethbnum rclattonshxp whxcli is :épresented by
stanﬂnary If cndugencms pnce anet quanuty varxabfes dare statmnary, then the usual IV
approach to' estimation and inference is appropnate even when exogeneus variables have
stochastic trends (Sims, Stock and Watson): Thus, this case is not very interesting and we
make no further comments about it.
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The second _possibility is that the structural dxsturbances are
statxonary and the supply ) and demand equauons, “therefora, represent

E What are the xmphcatrons for esumatmn and mferenccj _;when‘
structural . -equations ”actually *‘Tepresent tf integration < relation: hfps"‘
Fartunately, the ‘cotvention :I:V timator - and

trends then the “standard - inference pmcedures typlcally nsed i
econometnc models of comxnodlty markets are. ﬂawed ‘

- It mms out that 'the OLS esnmator of c@mtegrated supply and
demand equations is also” consistent and converges rapidly to the true
parameter values despxte thc obvxous s:multane:ty pmb}em L:ke the IV

to reduce blas /an\ VHow conventmnal :«Isympmnc mfere ce "

Eve:n 1f ‘ '*conventmnal assumptwn of statzonary pnce and quantxty
vari bles is’ correct; ‘the structural error termis may still display time-varying
volatility that might be modeled with ARCH or GARCH ‘specifications:
Such velatility has the same- general effect on statistical mference as any
other formi of ‘heteroscedasticity, in"that ‘a loss of efficiency
esttmated standard errors may be biased’ (Engi&) “Excess kurto sv cfreates

reqmres a partwtﬁar dlstnhuuenal“

more accmate standard eFTOTS: Scxme nenparametnc methods w}nch are
more robust to specification error, have also been developed ¢(Pagan and
Ullah).




pnce:s involved

Generally ARIMA madels perf@nh weli relatzve 10 al cmaﬁve ~m&}th.e»e:ls.
when forecastmg over-short time horizons, particulatly-when the ‘underlying
CCOBODBC funéamentals are fairly stable but perfermance determrates over

: 1at ﬁ :ewserxes nmdels typxcally of the vectar~~*
autoregressxon (VAR) form, can help overcome some: of ‘the pr@blems with
univariate ARIMA f(;«r@castmg6 Multivariate models_include information
contamed in past values of related varlables, not Just the pameular senes

the pamcular schéme' used to 1dént1fy the model. Another source of
restrictions is unit root Bayesian priers suggested by Litterman. Bayesian

V \R’ ;Qdels have beeri shown to forecast ; _tter than. ARIMA m:adels é}i&

'1’
VAR forecasts forecasts from structural models and expcrt _Ip}mon, usmgl
g 'mg, scheme (Granger and Newb@ld :1986).” . - Compesite.
rm: better than ¢ach. of the compfman ,parts ta:ken

n:mch as nmvarxate ameregresswe mevmg average mwc}s gcﬁerah% autoregresswe mbdels
However, VARMA models are highly nonlinear, and therefore difficult to estimate.
Reasonably low order VAR models appear capable of representing the correlations in most
economic data. Hence, most applied literature has used VAR models.

L practice, simple averages of the components have worked well.
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separately, parncularly when the indi ividual forecasting ‘m&tho&s'makmg up
the campasne are based cm quﬁe dzsparate sources of mformaﬂon.]:' :

dégree of caiinoﬁ and sk pthsm i

Even ‘putting these theoretical problems aside, there is still a
question about how useful results are from causality tests. That is, suppose
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esmnated sxgmficam causal re}atxonshtp only provxdes weak ev;xdence
suppomng the theory For examp}e Phlpps ﬁndmg of one~way causahty
fr

of generatmg p ic
historical ccsrtelauons
valiiable - souirce .of hypotheses 3 about the way comnmdlty markets work

(Cooléy and” Leroy) The pr

be 'tested' and evaluaied vhth further wark

Using VAR mmodels for hypothesis generation is fairly
uncontreversial because it avoids many of the difficult issues involved in
imposing and testmg ‘economic structire. using observananal data, as
nppose'd, 10 expenmenta] data (Pratt and Schlalfer Holland) Yet these

ted by analyw gunco stra
d somehow. Thus, while usmg meon r‘
hypatheses is ﬁncontroversral; it is also inadequate as a means of testing
dxfferent theones about the way ccrmmodl,ty markets work

Acd VAR ma&els to generate‘

_extent fore«;astmg and causahty testmg, they éo
zmt alic)w us. to answer many of the mterestmg questions in price analysis.
Which of a given set of theories of price determination best fits the
historical data? What are the effects of a change in demand on
ethbnum prices and quantities? How will the introduction of a
prospective policy, for example a buffer stock scheme, affect the path of
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future . commechty prices? To.answer these kinds of questions one.needs to.
go beyond unconstrained VARs and impose some. form of -identification
scheme on the model. This use of VAR models is controversial because
the nature and extent of identification restrictions imy xxseci is different than
those typmally used to 1dfmt1fy convemmnai structura els. KX

A hnea,r econometrxc model of a commodrty market xmght be
wntten in gener-al form: as. : L . ,

placed on the pardmeter matrice at thts stage is that B has ones o the
diagonal (a normalization).- The reduced form-of this system-(obtained by

premultiplying both sides by B) is an unrestncted VAR At this level of
generahty the model- abweusly is underxdenﬁﬁed G

The standard stmctural approach to: ldenufxcauon is to use
economic thecsry to p}ace restrictions--on the B, B, -and- A matrices."
Typxcally yt 1s separatcd mto endogenous and exogenous variables, and

ameter -Testrictions, - such ~ as the - créés—equat on -restrictions.. which
typically characterize rational .expectations :models. This-approach works

weH when httle ncertamty surmtmds the tme structure (thﬁpry) generatmg,

however,
lead w

In a t1me-senes approach xmmmal 1dentzfmatwn resmctlons are.
imposed so.that results can be consistent with a broader range of theories.
This:perspective miakes  most-sense when' considerable: uncertainty exists

regardmg the true. data. generati, / g pr@cess Ormttmg rele\zaﬁt vanabies can

ge‘ erally as pessthlé wherl unc -ty is hlgh The cﬁsadv&nfage 83
imprecise estimation- when the number of parameters to be estimated is
high relative to the number of data points available. Furthermore, minimal

8 It is assuimed that any deterministic componenit of y, (e:g, a mean and/for
deterministic trend) has been removed prior to model specification.
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identification may not be sufficient to answer the questlons which an
anatyst wants to: ask of the model

Standard VAR identification involves leaving the dynamics of the
model (i.e., the B; mamces) unrestricted, with identification focusing on the
contemporaneous interactions between variables in the model (ie., the A
and B matrices). This precludes exogeneity restrictions so: that alt vanables
are treated as endogenous. The Cholesky decomposition imposes a
recursive structure on the model by restricting B to be lower triangular and
A diagonal. The model is then just identified. This approach was
popularized by Sims and used by Bessler, and by Orden, to mvesngate the
effects of macroeconomic policies on: agnculture. '

) But what if thére is a-contemporaneous feedback between variables
in. the model? Tt turns out that contemporaneous feedback (sxmu}taneuy)
among variables is falrly easy to daccommodate (Bemanke Fackler). - The-
dyrraxmcs ‘of the -process (B, matrices) " remain ‘unrestricted; and the
restrictions are still imposed on the A and B matrices. A recursive
structure. is not required, however, and maximum likelihood methods can
be used to estimaté the model. Thls more general approach has been used
by Orden and Fackler to investigate the effects of macroeconomic policies
on agriculture and by Myers, Pigpott and Tomek to decompose wool
market variability into components -caused by aggregate-demand shocks,
aggregate supply shocks, and changes in buffer stock operations.

‘Another way to identify VAR models is to imipose long-run
restrictions. For example, suppose that y, contains two variables, one that
has a stochastic trend' and one that is stationary. Then restrictions can be
imposed on the B, B, and A matrices which identify one element of u, as a
permanent Shock‘ which is associated with the stochastic. trend, and the
other element of u, as a temporary shock associated with the stationary’
component of thé system. Blanchard and Quah use this approach to
identify -permanent -shocks (which- they call aggregate supply shacks) and
temporary shocks (which they call' aggregate demand shocks) in a
macroeconomic model. Notice, this approach to VAR identification
restricts the dynamics of the process (the B, matrices), although all
variables are still treated as endegenous

Structural and VAR models are often contrasted, one as- fcunded on
economniic theory:-and the other as largely atheoretical. But both structural
and VAR models must be identified before-they can address the’ questions
that -economists typmcally want to ask. Furthermore, identification in the
two types of model is similar in that theory is used to restrict the A, B,
and/or B matrices in the general linear model. The difference lies in the
nature and number of the identification restrictions. Structural models opt
for extensive sets of overidentifying restrictions (which are rarely tested)
while VARs focus on minimal just identifying restrictions, in order to be
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consistent with a broader set.of theories about how the market or economy
actually works. I between these extremes hes a cantmuum of altematwe
1dem1frcatmn schemas o : . .

Pnce -analyses - shautd be. apprmsed relauve to thefr mtended uses
and. the -alternatives -for ‘accomplishing these .aims. - The: objecnves of
empmcal price. anaiyses -can -be: grouped. ‘under . -four -main i adi §:

tir pohcy analysis; Impmﬁfeé understanding of agrrculgur’

> stochastic: pmperues of vanables and hypothesis .
Farecas ng and po cy. analysis. see; h" st freqo nﬁy

mpky 00T forecastsj;and area questtanable basrs far po,xcyf:analys;ls g:) -

Gerier

have been made; ‘modeling the effects of two regimes-(with and’ without
price supports) on supply is-just-one example. Nonethéless, the cumulative
effect of such reséarch is, in our Jjudgment, modest; ‘because little has been
done to narrow the range of uncertainty about preferred models and to
1dent1fy wbust results

‘end wnh hypatheses that deserve further tesung Authors 60
appreciate . that-a "final’ empirical result, obtained by - pretestirig, - has

unknown type I error, nor that alternative models can have similat, about

equally good statistical. fits; -but different interpretations. If many price
analyses are hypothesxs generating, then other analyses should be
hypothesis. winnowing. "Of course, our data and tools are not always of

sufficienit  quality  to “reach- defxmtxve - conclusions . about  alternative.

hypotheses ‘Conflicting” results can pers:st for long peneds of time,
awaiting data’that can help  discriminate among them. - In any -¢ase,
research can help defme the range of ca