
 
 

Give to AgEcon Search 

 
 

 

The World’s Largest Open Access Agricultural & Applied Economics Digital Library 
 

 
 

This document is discoverable and free to researchers across the 
globe due to the work of AgEcon Search. 

 
 
 

Help ensure our sustainability. 
 

 
 
 
 
 
 
 

AgEcon Search 
http://ageconsearch.umn.edu 

aesearch@umn.edu 
 
 
 

 
 
 
 
 
 
Papers downloaded from AgEcon Search may be used for non-commercial purposes and personal study only. 
No other use, including posting to another Internet site, is permitted without permission from the copyright 
owner (not AgEcon Search), or as allowed under the provisions of Fair Use, U.S. Copyright Act, Title 17 U.S.C. 

https://makingagift.umn.edu/give/yourgift.html?&cart=2313
https://makingagift.umn.edu/give/yourgift.html?&cart=2313
https://makingagift.umn.edu/give/yourgift.html?&cart=2313
http://ageconsearch.umn.edu/
mailto:aesearch@umn.edu


Working P a p e r  No. 361 

THE HYSTERESIS PHEKObIENON A,\?) BEAEFIT 
EVALUATION FOR POLLUTIOK COYTROL IS 

AQUATIC ECOSYSTDE 

Anthony C. Fisher and IF. Alichael Hanernann 



The Hysteresis Phenomenon and Benefit Evaluation for Pollution Control 

in Aquatic Ecosystems 

AN7ElNY C. FISHER ANU W. EfICHAEL H A P W W  

Department of Zgriclllt~iral and Ilesorirce Fconomics 
[lnii~ersitv of California, - lF?rk~le\~, Cali-a 9-1720 

Running head : 

Address all correspondence to: 



The Hysteresis Phenomenon and Benefit Evaluation for Pollution Control 
in Aquatic Ecosystems 

I. IrnODUCTION 

The genesis of this paper is the observation (see Goldman and tiorne 

[1983]) that damaged ecosystems do not respond immediately to an abrupt 

cessation in pollution discharges and, when they do respond, do not exactly 

retrace the trajectory of their decline. Indeed, because of some irrecover- 

able losses from the system, they may never return to their original state. 

This phenomenon, which is termed "hysteresis" in the natural sciences, has 

important implications for policy analysis--namely, that some of the gains 

from pollution control are at best limited or slow to arrive, and the con- 

sequences of imposing new environmental insults are at least partly 

irreversible. 

The purpose of this paper is to develop a benefit-evaluation framework 

for the control of pollution in aquatic ecosystems that takes proper account 

of the dynamics of recovery. An important additional consideration is that 

the timing and nature of the recovery are ordinarily uncertain, as are the 

benefits. It is, in fact, the combination of uncertainty and its behavior 

over time with irreversibility that has important implications for benefit 

evaluation. Illustrations and examples in the paper focus on aquatic eco- 

systems, but the concepts have application to some terrestrial systems as 

well. In section 2 we review relevant features of aquatic ecosystem be- 

havior. In section 5 the stylized physical facts are used to develop an 

evaluation framework, and in section 4 results are extended to deal with 

more complicated multiperiod recovery dynamics. 



A key concept that emerges from the analysis is that of option value, 

which turns out to be the difference between a "correct" evaluation--one that 

takes proper account of the hysteresis phenomenon and the behavior of uncer- 

tainty over time--and a "conventional" calculation. In section 5 we present a 

contrived, though plausible, example of an empirical application which sug- 

gests that option value can be substantial relative to conventionally calcu- 

lated benefits. 

11. LAGS, IRREVERSIBILITIES, AND WCFKrAIhTIES 

'he hysteresis phenomenon is clearly recognized in the popular term, "dead 

lakes." In fact these lakes may not be dead at all but simply full of the 

wrong kind of life--the heavy algal growth that characterizes lakes in an 

advanced state of eutrophication and that inhibits growth of desirable fish 

species. But the point for pollution control policy is that reducing the 

inflow of nutrients, for example by treating sewage discharges, will reduce 

nutrient and algal concentrations only over a period of time, depending on 

lake characteristics, and beyond some point may not result in recovery of the 

premium species. 

Long-lasting impacts can also follow the deposition in lake or stream 

sediments of what are comonly known as toxic substances--those that, unlike 

nutrients, are harmful even in small quantities. Long after the runoff that 

causes the deposition is controlled, the substances remain in the sediment, 

from which they can be released to cause potentially serious damage. In- 

terestingly, one mechanism by which this occurs is leaching out of trace 

metals by another kind of pollution currently the subject of much attention 

and controversy--acid rain. 



Retention i n  sediments is  a l so  one of the pathways through which ntltrients 

and related a lga l  growth can continue t o  inhibi t  improvements in  lake water 

qua l i ty  following construction of a treatinent or  diversion f a c i l i t y .  Figure 1 

shows the e f fec t  of a treatment plant tha t  v i r tua l ly  removed phosphorous ( the  

l imit ing nut r ien t )  from the wastewater inflow t o  Shagawa Lake i n  northern 

Iilinnesota.' Because of the short hydrologic and phosphorous residence time-- 

just  eight months--in t h i s  re la t ive ly  shallow lake, rapid improvement i n  water 

qual i ty  might have been expected. Yet, a s  shown i n  the Figure, peaks i n  phos- 

phorous concentrations and a lga l  growth similar t o  those i n  the pretreatment 

year of 1971 occurred i n  l a t e  1974, nearly two years a f t e r  treatment began. 

The apparent explanation is release l a t e  i n  t he  summer of 1974 of phosphates 

from lake sediments. Recharge from sediments, or  internal loading, can be an 

important source of phosphorous--as important a s  annual inflow. 

Recovery of the lake might, nevertheless, be anticipated over a s l igh t ly  

longer period although, i n  a sense, the recovery would not be complete i f  

local  populations of indigenous species had been l o s t  i n  the meantime. 
2 

However, i n  the  case of the larger  and much deeper Lake Tahoe i n  the Sierra  

Nevada mountains along the California-Nevada border, recovery from additional 

inflows of nu t r ien ts  would take so long tha t ,  on a human time scale,  the 

damage can be considered i r revers ib le .  Because a lga l  growth i n  Lake Tahoe i s  

mainly nitrogen limited and because treatment for  nitrogen removal is more 

d i f f i c u l t  and more cos t ly  than f o r  phosphorous removal [indeed, i t  i s  not 

(yet)  technically feas ib le  t o  remove suf f ic ien t  nitrogen (and phosphorous) t o  

prevent substant ia l  degradation of the  water qual i ty  of the lake1 diversion,  

or export of wastewater from the lake basin, xas the mode of control  adopted. 

The r e su l t s  have not been encouraging. Since the diversion, which was begun 
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in the 1960s, primary (phytoplankton) production has continued to increase, 

water clarity has decreased, and shoreline algae remains visible--consistent 

with experimental findings on the effects of introducing even very small 

amounts of nutrients (Goldman and Carter [I965 1 ) .  

Of course, the water quality of Lake Tahoe is still relatively good. The 

real difficulty would come with introduction of substantial additional amounts 

of nutrients, as from erosion during home and recreational site construction, 

and leaching from new and existing septic tanks. Because of the very great 

hydrologic residence time of the lake (about 700 years), impacts would be very 

long lasting. Further lags in recovery could come from internal loading; but, 

even without this, the impacts might be considered irreversible for all 

practical purposes. 

Recovery dynamics can be illustrated with the aid of what are knorm as 

hysteresis curves. Figure 2 shows a typical curve relating primary produc- 

tion, or algae biomass, to lake water nutrient concentration. Time is mea- 

sured along the curve. Moving to the right, concentration is increasing as is 

(nonlinearly) biomass. At point A, nutrient inflow is controlled, say, by 

diverting wastewater. Concentration may continue to increase for a while, 

then eventually decrease; but the curve does - not retrace its trajectory. The 

level of algae remains above what it was at the same concentration earlier 

because the nutrient is now embodied not in the lake water but in the algae 

itself. The algae sinks to the bottom--perhaps into the sediment--and 

recycles. 

A hysteresis curve for a desirable fish species, such as lake trout, is 

shorm in Figure 3. Fish recovery typically takes longer than does algae 

decline and, indeed, may not occur at all owing to competitive displacement; 
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Figure  3 
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that is, another, less desirable, species may come in and take the trout's 

"niche," so that, even as nutrient concentration approaches the prepollution 

level, the trout population does not recover. Of course, different outcomes 

are possible. If the nutrient buildup is halted at a lower level, say, at 

point B on the Figure, the trout population eventually recovers although per- 

haps only after many years and perhaps not all the way as indicated by the 

dotted-line path. A study of the hysteresis phenomenon in aquatic ecosystems 

is a part of our larger project (see Horne and Iiarte k1985)). 

From what we have said thus far it is clear that the timing and nature of 

aquatic ecosystem recovery are not matters of certain knowledge. This is 

particularly true for the higher trophic levels--the premium species at the 

top of the food chain. Tho implications for subsequent research follow. 

First, it may be useful to study the role of the lower level changes, for 

example in primary productivity, as a kind of "leading indicator" of the be- 

havior of populations of greater interest. Such a study forms another part of 

our project (see Horne [1985]). 

Second, the uncertainty should be explicitly considered. Predicting 

changes in pollution loadings resulting from treatment, diversion, or source 

control; predicting changes in water quality resulting from reduced pollution; 

predicting changes in ecosystem structure and performance resulting from 

improved water quality--all of these tasks involve elements of uncertainty 

that compound as the analysis progresses. Because of threshold effects and 

nonlinearities in the response functions of natural systems, it may be mis- 

leading to ignore this compounding of errors or even simply to replace every 

uncertain quantity at each stage of the analysis by an estimate of its mean. 

Still another part of our project addresses the question of how to model the 



propagation of uncertainty (see Harte, Horne, and Von Hippel [19851). Fin- 

ally, note that, even if impacts on the natural environment were known with 

certainty, the same could not be claimed for the values society will place on 

them. 

In the next section we begin the development of a model to evaluate pol- 

lution control in an aquatic ecosystem--a model rooted in the assumptions that 

the benefits of control are delayed and uncertain. 

111. A FRAMENORK FOR BENTFIT EVALUATION 

We model the decision on whether or not to control pollution in an aqua- 

tic ecosystem from the point of view of an environmental authority concerned 

with the net present value (benefits minus costs) of control. Optimal control 

is defined as the choice that maximizes this value. The important constraints 

are those that emerge from the discussion of the preceding section: (1) Bene- 

fits of control undertaken today are not realized until some future date; 

(2) beyond some point, failure to control is irreversible, i.e., system re- 

covery and the associated benefits are unobtainable at any date; and ( 3 )  the 

timing and nature of the recovery are uncertain, as are the benefits. 

As our hysteresis curve suggests, recovery is a continuous process; yet, 

we may capture some of the essential features for purposes of decision 

analysis with a simple discrete-time framework. In the simplest case, only 

two periods--present and future--are needed. Let us see how some of the 

structure of the problem, including the three constraints, can be set out 

analytically in this framework. 

The assumption that control undertaken in the present does not lead to 

benefits in the present is represented as 



where B1 is the present, or first-period, benefit and the number in paren- 

theses (1 or 0) is the control decision (1 equals control and 0 equals no 

control). Note that we are considering a binary choice, neglecting inter- 

mediate levels of control. Letting X1 represent the first-period control 

decision, X1 = 1 corresponds to building a treatment plant, a wastewater 

diversion, or whatever the appropriate control mode may be; Xl = 0 corres- 

ponds to not building. h e  results we obtain can be extended to the case of 

continuous control, but this is somewhat beside the point and comes at a 

substantial cost in complexity. 3 

If first-period control does not lead to any first-period benefits but 

does entail costs, why do it? To answer this question, we must introduce a 

future, or second, period in which benefits of first-period control are 

realized. We assume, therefore, that 

where B2 is the second-period benefit and the numbers in parentheses are 

X1 and X2, the levels of first- and second-period control, respectively. 

What this says is that building a treatment plant, say, does produce benefits 

[B2(1, 0) > B2(0, 011 and that these benefits are still greater [B2(l, 1) > 

B2(1, 011 if the plant is maintained and operated in the second period. Of 

course, whether or not construction and continued operation of a treatment 

plant are optimal will depend, also, on the costs. 

There is one other possible sequence of controls in our terminology: 

B2(0, 11, i.e., no control in the first period folloved by control in the 



second. Given the lac in recovery (control undertaken in a given period does 

not result in benefits in that period), we have 

Fqually clearly, benefits of second-period control might be realized in a 

later period just as benefits of first-period control were realized in the 

second period. 

This is a convenient spot at which to introduce the second constraint: 

Beyond some point, failure to control is irreversible. If we simply cut off 

at two periods, we say, in effect, that failure to control in the first period 

is irreversible. (Of course, control can be undertaken in the second period; 

hut since it yields no benefit and it carries a cost, it CaMOt be optimal.) 

This is not an unreasonable formulation. The system may be in a fairly ad- 

vanced state of degradation in the first planning period, so that further 

neglect is fatal; or we may interpret the period as lasting for several years 

as in a five-year plan. For that matter, the system may be irreversibly dam- 

aged regardless of what one does in the first period. In this case, however, 

the decision problem is trivial. For the remainder of this section, we assume 

that first-period control does yield benefits in the second period and that 

failure to control in the first period is irreversible. In the next section 

we consider how the results we obtain are affected if failure to control in 

the first period is not irreversible. 

The third constraint or assumption is that the benefits of ecosystem 

recovery are uncertain due to a lack of knowledge about behavior of the system 

itself or about the willingness of individuals to pay for the goods and 

services it can produce. Because the major uncertainty is about future 



(second-period) benefits, for simplicity we will assume that first-period 

benefits (which are, in any event, not affected by control) and costs are 

known; therefore, the only new notation we need is that for second-period 

benefits which we represent as 

where b is a random variable. Clearly, a major problem in moving toward an 

empirical application is to characterize the uncertainty. How is the random 

variable, 6,  distributed; what are the expected value, dispersion, etc.? 

(As indicated earlier, we are studying these questions elsewhere as a part of 

the larger project on economic valuation of aquatic ecosystems.) 

Although we have nothing further to add at this stage about the propaga- 

tion of uncertainty through different stages of ecosystem measurement and 

analysis, we do need to address two aspects of the economic modeling of de- 

cisions under uncertainty. First, what about attitudes toward risk? Follow- 

ing an established tradition (see, for example, Samuelson 119641 and Arrow and 

Lind [1970]), we will assume a neutral attitude toward risk on the part of the 

social decision-maker--the environmental authority. There is another reason 

for our choice: The results we obtain will look like results that would norm- 

ally depend on risk aversion. The point we wish to emphasize here is that in 

our analysis they do not depend on risk aversion. 

A second aspect of the modeling of uncertainty in a dynamic setting, which 

was mentioned earlier, is its behavior over time. Uncertainty means a lack of 

information; yet, it is likely that this situation changes--that information 

is acquired over time. Our model is largely concerned with the consequences 

of a failure on the part of the decision-maker to take this prospect into 



account; thus, we will consider how benefits are evaluated and a control 

decision is made when it is assumed that nothing further will be learned about 

the value of by period two and, by comparison, khen it is assumed that 

information about the value of 3 will become available. 

The information can be partial in the sense that the decision-maker com- 

bines it with his prior distribution for b in a Bayesian manner to obtain a 

posterior distribution for 6; or it can be perfect in the sense that the 

posterior distribution collapses to a single point. Because the case of per- 

fect information is easier to represent, we consider it first. We also show 

that the qualitative results generalize to the more realistic setting of par- 

tial information. One final point: We assume that the acquisition of infor- 

mation does not depend on the choice of first-period control. This turns out 

to be important, and we will have more to say later in defense of this point. 

Now let us write expressions for the value over both periods in each 

information structure. Where no information is forthcoming by the second 

period, we have either 

where V*(O) is the value over both periods if no control is undertaken in the 

first period, b 2  is a discount factor (bl 5 11, and EL'] is the expected value 

of the expression in brackets; or 

V*(l) = B1(0) - CI + b2 max iEIBZ(l, 0, 611, E[B2(1, 1, 6 )  - C 2 1 j ,  ( 2 )  



where V*(1) is the (maximum) value over both periods if control is undertaken 

in the first period and C1 and C2 are first- and second-period costs of 

control. h'otice that the uncertain second-period values, B2(0, 0, 6), 

~ ~ ( 1 ,  0, 8 ) ,  and B2(l, 1, 8) are simply replaced by their expected values. 

Note, further, that no choice is indicated for second-period control in the 

event that the first-period choice was no control [equation (I)]. This follows 

from our assumption B2(0, 1, 8) = B2(0, 0, 61, i.e., that second-period con- 

trol yields no benefit (but, of course, carries a cost) following a failure to 

control in the first period. Finally, note that first-period net benefits of 

control are B (01 - C1 from our assumption B1(l) = B1(0), i . e . ,  that recovery 1 

is delayed. 

Combining equations (1) and (21, we have 

,- 

kc, + BZE[B2(l, 1, 8 )  - C2] - B2E[B2(0, 0, 811 otherwise 

and 

LO otherwise, 

* 
where X1 is the level of first-period control that maximizes value over both 

periods on the assumption that no information about second-period benefits 

will be available to affect the choice. 

Now suppose that (perfect) information about second-period benefits is 

forthcoming; then we can write 



and 

Notice that, in this case, second-period benefits are - not replaced by their 

expected values. Instead, the decision-maker is assumed to learn which of the 

trio control options, X2 = 0 or X2 = 1, %*rill yield greater net benefits and to 

choose that one. Of course, at the start of the first period, when 3 must be 
chosen, he has only an expectation of their maximum value. Notice also that 

V*(O) = $0). With no control in the first period, value over both periods 

must be the same in either information setting since it is too late to control 

in the second period regardless of what is learned about the random variable, 

0, in the first period. 

In any event, we have 

and 

if - k o )  > o 
otherwise, 

where XI is the level of first-period control that maximizes value over both 

periods on the assumption that information about second-period benefits will 

be available by the start of the second period. 
A * 

!%at is the relationship of X1 to XI? Anatural conjecture is that first 

period control is more likely to be optimal in the case where information 
* 

about second-period benefits will be available, i.e., that prob (XI = 1) 2 



* 
prob (5 = 1). This result follows immediately from the convexity of the 

maximum operator and Jensen's Inequality. Thus, 

( 9 )  
- BZ max tEIBZ(I, 0, 811, EIBz(l, 1, 8) - CZlj 0. 

* A * 

Since V(0) = V*(O), [V(l) - V(O)I 2 [V*(l) - V*(O)] and first-period control 

(5 = 1) is more likely to be optimal when it is possible to learn about the 

benefits of second-period control. 

The evaluation of benefits and the resulting decision on pollution control 

are affected by what one assumes about the behavior of uncertainty over time. 

If, as seems plausible, information about the benefits of ecosystem recovery 

will become available, a first -period evaluation of benefits (over both peri - 
ods) that fails to take this prospect into account will be biased downward. 

We can show this with the aid of a concept of option value introduced inde- 

pendently by Arrow and Fisher 119741 and by Henry [19741. 4 

Option Value 

Suppose that the decision-maker ignores the prospect of new information: 

He simply replaces random variables with their expected values, i.e., he 

compares V*(l) and V*(O). A correct decision--one that takes account of 

learning--can be induced by a penalty for failing to control in the first 

period. The optimal penalty is one that leads the decision-maker to compare 
* A 

V(1) and V(0). To solve for the penalty, Z, write 



so that 

The quantity on the right-hand side of equation (11) can be interpreted as 

the difference between the advantage of first-period control (over no control) 

when one takes into account the prospect of new information and when one does 
A 

not. This is just the Arrow-Fisher-Henry option value, OV. Since V(0) = 

V*(O), we have 

therefore, option value can he considered a "correction factor" to a conven- 

tional evaluation--one that does not take into account the prospect of new 

information. 

It is tempting to identify this concept of option value with another one 

that is familiar in decision theory: the value of information or, more pre- 

cisely, the expected value of perfect information. However, the ident - 

ification is not quite correct. Option value in this interpretation is a 

conditional value of information,conditional on first-period control. 
* 

The unconditional value of information is $(il) - V*(Xl), the gain from 

being able to learn about future benefits provided that XI is optimally chosen 
* * 

in each case. This may or may not correspond to X1 = Xl = 1. Two other out- 
* * A * A * 

comes are possible: X = Xl = 0 and Xl = 1, X = 0. (Note that X1 = 0,  Xl = 1 
A 

1 1 * A 

is ruled out.) If XI = XI = 0, the value of information is V(0) - V*(O) = 0, 
A A * 

whereas option value is still V(1) - V*(l) 2 0. If X1 = 1, X = 0, the value 
A 

1 

of information is V ( 1 )  - V*(O). Option value is once again greater than the 
A A 

value of information since V(1) > V(0) = V*(O) 2 V*(l). 



We stated earlier that these results on comparative benefit evaluation can 

be extended to the case in which the information that becomes available is 

only partial information. We now show this. 

Partial Information 

Suppose that at the end of the first period, instead of obtaining perfect 

information, the decision-maker obtains partial information about the conse- 

quences of development which he combines with his prior distribution for 8 

in a Bayesian manner to obtain a posterior distribution for 6. Specifically, 

suppose that at the end of the first period he observes the value of some ran- 

dom variable, 5, with which he updates his distribution for @ ;  expectations 

with respect to this posterior distribution will be denoted by E [ . I .  At the 
65 

beginning of the first period before he observes 5, he has a joint distribu- 

tion over 0 and c. The marginal distribution for @ is his prior distribution. 

Expectations with respect to the marginal distribution for (, will be denoted by 

At the beginning of the first period, expected benefits over both periods, 

as a function of the initial level of control (x~), are given for XI = 1 

[for X1 = 0, they are given by equation (I)] by 

Comparing this to V*(l) in equation (21, we have from the convexity of the 

maximum operator and Jensen's Inequality 



This is exactly analogous to equation (Q), which gives the result in the case 

of perfect information. 

Similarly, we can write an expression for option value that is exactly 

analogous to equation (12): 

where OV+ is option value with partial information; therefore, the assump- 

tion of perfect information is not crucial to our analysis. The key result-- 

that a first-period benefit evaluation which fails to take into account the 

prospect of new information will be biased downward--holds for partial 

information. 

IV. MUJ.,TIPERIOD RECOVFRY DMVICS 

We have been considering a situation in which failure to act immediately-- 

or at least sometime over the course of a first planning period--to control 

pollution leads to irreversible change in an aquatic ecosystem. This is con- 

sistent with the constraint that beyond some point the system cannot recover. 

However, suppose that the change is not triggered by failure to control in the 

first period. Instead, several periods of disruption are required. This, 

also, is consistent with the constraint and may be appropriate in some situa- 

tions. The evaluation framework of the preceding section is readily extended 

from two to several periods. We will show that an option-value correction to 

a conventional benefit estimation is still indicated, but it diminishes in 

importance as the nmber of periods of "permitted" disruption increases. 



To prove this, we need some additional asstmptions about the benefits of 

different control sequences. It will be sufficient to consider just one more 

period to establish a result that holds for any number of periods. Suppose 

that two periods of uncontrolled disruption (rather than one) will trigger an 

irreversible change. Control in the third period is too late in the sense 

that 

where B3 is the third-period benefit and the numbers in parentheses are 

first-, second-, and third-period control choices, XI, X2, and X3, 

respectively. 

Furthermore, we assume that 

i.e., failure to control in the first period is not fatal; second-period con- 

trol does yield a third-period benefit which is still greater if the control 

is maintained in the third period. To assure that it is not the calendar 

period (in this case the third period) that is crucial rather than the number 

of prior periods of failure to control (in this case, two periods), we assume 

that 

Third-period control does yield a benefit as long as prior failure persists 

for only one period. In other words, once the treatment plant is built, 

failure to operate it for a period is not fatal. 



In a three-period model, the expression for option value is 

where OV3 refers to third-period benefits conditional on control choices in 
,, 

the first two periods. Our strategy will be to show, first, that V(O, 0) = 

V*(O, 0) and then that <(o, 1) - V*(O, 1) 2 0. 

The expression for value over all three periods in the event that no con- 

trol is undertaken in the first two periods and no information is anticipated 

by the third period is 

where b3 is a discount factor, ti3 < t i 2 .  As in the two-period framework, ran- 

dom variables are simply replaced by their expected values. Bearing in mind 

that B3(0, 0, 1, 6) = B3(0, 0, 0, 61, the right-hand side of equation (17) can 

be simplified to yield 

Maximum value over all three periods in the event no control is undertaken 

in the first period but is undertaken in the second period is 

V*(O, 1) = B1(0) + b2E[B2(0, 0, 6 )  - C21 + B3 max {E[B3(0, 1, 0, 011, 

(19) 
E[B3(0, 1, 1, 0) - C31i. 



Vow suppose that information about third-period benefits is anticipated. 

If no control is undertaken in the first two periods, the value over all three 

periods is 

Again, bearing in mind that B3(0, 0, 1, 8)  = B3(0, 0, 0,  8), the right-hand 

side of the equation can be simplified to the right-hand side of equation (18) 
A 

so that V(0, 0) = V*(O, 0). 

Finally, (maximum) value over all three periods in the event that no con- 

trol is undertaken in the first but is undertaken in the second and informa- 

tion is anticipated is 

Since ~ ( 0 ,  0) = V*(O, O), the expression for option value in equation (16) 

can be simplified to 

A 

ov3 = V(0, 1) - V*(0, 1) 

= B3E[max {B~(O, 1, 0, 81, ~ ~ ( 0 ,  1, 1, 8) - C3}] ( 2 2 )  

- B3 max IE[B~(o, 1, 0, 811, E[B~(O, 1, I, 8) - C311. 

Once again, the resulting expression is in the form E[max {'I 1 - max I E ~  '11, 

and application of Jensen's Inequality yields 



This looks like the result in the two-period case, but there is a differ- 

ence. In that case, the Efmax { '  ) 1 - max {E[' 11 expression is weighted by the 

discount factor, B2. XOI? it is weighted by 83, where B3 < B2; thus, for given 

(undiscounted) terminal-period benefits, option value is diminished as the 

terminal period is pushed back. This makes sense. The longer it is possible 

to pollute without triggering an irreversible change in the system, the less 

is the importance of the option-value correction to a benefit calculation. 



lour discussion of t h i s  case and subsequent discussion of another, that  

of Lake Tahoe, i s  based on material  i n  Goldman and Horne [19831. 

24 well-known example i s  the mayfly i n  the western basin of Lake Erie 

( 1 - 
I ~ h e  continuous case yields  analogous r e su l t s  i f  the benefit  functions 

discussed below a r e  concave (see Freixas and Laffont [I9841 and Jones and 

Ostroy [1984]). 

4 ~ h e  concept was cal led "quasi-option value" by Arrow and Fisher [1974 1 

t o  dis t inguish it from another e a r l i e r  concept of option value. In a separate 

report rge provide a comparative analysis of the  d i f fe ren t  concepts of option 

value tha t  have been proposed i n  the economic and f inancial  l i t e r a t u r e  (see  

I-lanemann and Fisher [19851). 

 his has been suggested by Conrad llY801. 
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