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It is especially important that researchers be cau-
tious about presenting willingness to pay (WTP)
point estimates to policy makers when the esti-
mates are sensitive to subjective decisions that the
researchers make during the estimation process.
It is well known that WTP point estimates are sen-
sitive to the choice regarding which observations
should be included in aWTP estimation model as
‘yes’ (or “willing”) responses and which as ‘no’
(“not willing”) responses, when contingent valu-
ation (CV) data are collected in formats that
accommodate varying levels of “response inten-
sity”1 (Akter et al. 2009, Champ, Alberini, and
Correas 2005, Shaikh, Sun, and van Kooten 2007,
Vossler et al. 2004, Samnaliev, Stevens, and More
2006, Broberg and Brannlund 2008). However,
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1 Response direction refers to the respondent’s ‘yes’ or ‘no’ attitude,
while response intensity refers to the strength of this attitude.

because there is no standardized procedure for
mapping non-dichotomous CV responses into the
yes/no binary variable, it is the responsibility of
the researcher to justify an appropriate recoding
rule.
With this paper, we wish to stimulate discus-

sion by proposing a new approach to selecting
which responses qualify as ‘yes’ that (1) uses
more information contained in a data set than do
others in the literature, (2) does not rely on the
assumption that response intensity is solely a
function of respondent uncertainty about prefer-
ences, and (3) is applicable regardless of the
underlying sources of variation in response inten-
sity. The need for the discussion stems from the
fact that estimation of WTP using random utility
models (RUMs) typically requires responses to be
coded as ‘yes’ or ‘no’ for a given bid amount even
when CV data are not collected in a dichotomous
choice format. In fact, since the National Oceano-
graphic andAtmosphericAdministration (NOAA)
Panel on Contingent Evaluation recommended



that questionnaires used to collect CV data should
include an alternative category to a ‘yes’ or ‘no’
response (NOAA 1993),2 polychotomous and
other formats that allow finer measurements of
response intensity have become standard prac-
tice.3 As a result, a WTP estimation stage typically
involves some strategy for mapping CV responses
that include various levels of response intensity
onto a dichotomous dependent variable. This
process is subject to error due to imprecision in
interpreting expressed response intensity because
the researcher does not know the true underlying
functional relationship that maps intensity of
responses onto the binary variable.

Individuals can express response intensity dif-
ferently, which necessitates the response recoding
strategy also to vary across individuals. Reasons
for varied response intensity include preference
uncertainty (Alberini, Boyle, and Welsh 2003,
Ready, Whitehead, and Blomquist 1995); ambi-
guity arising from context uncertainty about how
a policy change might affect utility (Ariely,
Loewenstein, and Prelec 2006, Cameron and
Englin 1997); inability or unwillingness to exert
the effort required for full consideration of the
choice task (Krosnick 1991, Ready, Whitehead,
and Blomquist 1995); differences in individual-
specific tendencies toward expressing intensity of
attitude (Hui and Triandis 1985, Hamilton 1968,
Albaum et al. 2007); and random measurement
error due to instrument design (DeShazo and
Fermo 2002, DeShazo 2002, Groves 1991,
Vossler et al. 2004, Bishop 1987). The method
presented in this paper does not intend to identify
or differentiate reasons for variation in expressed
response intensity. Rather, it accommodates any
reasons while controlling for individual differ-
ences in expressing response intensity.

We apply the proposed method to polychoto-
mous data collected in a pilot study, to generate
valuation estimates for preventative land man-
agement programs in the Great Basin that would
arrest the accelerated wildfire cycle due to inva-
sive annual weeds. We also estimate WTP using
other methods of response recoding found in
the literature. By contrasting the results, we
demonstrate how and why WTP point estimates
vary across recoding methods and discuss the
problems of adopting an ad hoc strategy.

The organization of this paper is as follows.
The next section discusses how response intensity
is treated in the WTP literature, and introduces a
method for coding responses into a dichotomous
dependent variable for use in estimating WTP that
addresses problems found in previous studies.
The third section describes the data used to apply
our method. The fourth section presents estima-
tion models, with the subsequent section
discussing results. The last section concludes the
paper and presents directions for future research.

Response Intensity and Response Recoding

In the WTP literature, the error associated with
mapping non-dichotomous CV responses onto
a dichotomous variable to accommodate WTP
estimation has not explicitly been recognized;
rather, the task has been treated as a practical
issue of recoding. Where a CV format includes a
third response category such as ‘don’t know’
(DK) or ‘not sure’ (NS) for a given bid amount in
addition to ‘yes’ and ‘no,’ typical recoding rules
are either to drop DK responses or to recode them
as either ‘yes’ or ‘no’ to generate a dichotomous
dependent variable (Champ, Alberini, and Correas
2005). In a polychotomous choice format,4 where
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2 The original intention of the recommendation to include a third
category, generally ‘don’t know’ (DK) or ‘not sure’ (NS), was 1) to
reduce potential upward biases in WTP estimates originating from
the hypothetical nature of referenda format that could lead to ‘yes’
responses to bid amounts above an individual’s true maximum WTP
(hypothetical bias; Champ and Bishop 2001); and 2) to reduce item
nonresponses by respondents who genuinely hold opinions by
providing a better representation of responses that are not genuinely
‘yes’ or ‘no.’

3 The three most common CV formats are 1) to include a third cate-
gory, generally ‘don’t know’ or ‘not sure’; 2) a polychotomous
format that includes, for example, ‘definitely yes,’ ‘probably yes,’
‘probably no,’ and ‘definitely no’; and 3) a dichotomous choice
question with a follow-up question asking the respondent to indicate
how certain they are of their response on a scale of 1 to 10.

4 The polychotomous choice (PC) format is widely used throughout
the social sciences because it allows respondents to represent their
underlying attitudes in a way that is intuitively appealing to them
(Tourangeau, Rips, and Rasinski 2000, Schwartz and Sudman 1995),
and it is robust to replications with test-retest reliabilities tending to
be high (Krosnick, Judd, and Wittenbrink 2005). First introduced to
the valuation literature by Ready, Whitehead, and Blomquist (1995),
the PC format presents multiple response options to the bid amount,
which vary by both direction (yes/no) and intensity (including level
of certainty). Whitehead et al. (1998) conduct a series of validity
tests for dichotomous and polychotomous choice data and conclude
that the PC format produces theoretically valid WTP estimates that
are convergently valid and that the PC format is a valuable method
especially when intensity of respondent preferences are an impor-
tant consideration.



the level of response intensity is directly incorpo-
rated into the response options—e.g., ‘definitely
yes’ (DY); ‘probably yes’ (PY); ‘probably no’
(PN); ‘definitely no’ (DN); and DK/NS—typical
recoding strategies are to use DY or DY + PY as
‘yes’ and the rest as ‘no’ while treating DK/NS
responses similarly to the previous case (Ready,
Whitehead, and Blomquist 1995, Welsh and Poe
1998, Whitehead et al. 1998, Alberini, Boyle, and
Welsh 2003). Another CV format, first introduced
by Li and Mattsson (1995), uses the individual’s
subjective probability that their valuation is
greater than the bid (for a ‘yes’) or less than the
bid (for a ‘no’), obtained through a follow-up
question where respondents are asked to rate how
certain they are about their dichotomous choice
on a 10- or 100-point scale (often referred to as
the numerical certainty scale or NCS).5 For this
CV format, ‘yes’ and ‘no’ responses are typically
recoded according to the researcher’s chosen level
of certainty; e.g., if the subjective probability of a
‘yes’ response is below 20 percent, recode it as
‘no’ (e.g., Champ et al. 1997, Loomis and
Ekstrand 1998, Samnaliev, Stevens, and More
2006, Shaikh, Sun, and van Kooten 2007, Akter
et al. 2009).6

These response coding rules adopted in the
WTP literature, however, are typically applied
uniformly to all observations in a data set, thereby
dismissing variation across individuals in the way
of expressing response intensity, which is consid-

ered to contribute to random measurement error
(Bollen 1989, Kelley 1973, Li and Mattsson
1995).7 In the valuation literature, response inten-
sity has for the most part been considered as an
expression of the certainty with which respon-
dents answer the question at hand; that is, their
certainty over whether or not they would be
willing to pay the presented bid amount in order
to achieve the proposed policy change. In the lit-
erature from other social sciences on survey
format and response, intensity is an expression of
certainty but also of several other response ten-
dencies (Tourangeau, Rips, and Rasinski 2000,
Krosnick, Judd, and Wittenbrink 2005). As a
result, individual-level differences in response
tendencies could lead two or more individuals
having the same underlying latent value for WTP
to express response intensity differently (e.g.,
‘definitely yes’ vs. ‘probably yes’). Given that
reasons for expressing different response intensi-
ties can range widely and be specific to the
individual, application of a uniform recoding rule
to all individuals in a data set is not sensible.

Even when considering how only respondent
uncertainty can affect response intensity, there is
not a singular notion of what is meant by respon-
dent uncertainty or how it affects expressions
of response intensity in various CV question
formats. Responses of less than the strongest
intensity, such as DK, PY, and PN, can be
motivated by a variety of reasons (Groothuis and
Whitehead 2002, Wang 1997, Haener and
Adamowicz 1998, Caudill and Groothuis 2005,
Champ, Alberini, and Correas 2005, Mozumder
and Berrens 2007, Blumenschein et al. 2008).
Wang (1997) argues that an individual chooses
DK when the presented bid is very close to his or
her actual WTP and that exclusion of DK
responses implies tossing out data of potentially
great informational content. Broberg and
Brannlund (2008) consider “imprecision” in pref-
erences where people wish to state WTP in
intervals rather than precise values, and the
width of the intervals increase with preference
uncertainty. DK responses can also arise due to
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5 While the method continues to be widely used in the applied litera-
ture (see for example, Samnaliev, Stevens, and More 2006, Shaikh,
Sun, and van Kooten 2007, Akter et al. 2009), it suffers from several
problems. First, given that individuals are assumed to be uncertain
about preferences, it is inconsistent to assume they are sure about
the level of certainty in their response. Second, subjective probabil-
ities of response certainty do not account for variation in individual-
specific response tendencies across the sample. Third, while it may
appear to the researcher that the fine levels of gradation provided in
formats using numerical certainty scales provide a cardinal measure
of uncertainty, the categories listing “probability of certainty” may
still be regarded as ordinal measures and subject to random meas-
urement error. Ready, Navrud, and Dubourg (2001) nicely sum this
up: “To respondents, 95% sure may mean the same thing as 90%,
or 99%, or even 100% sure. Finer gradations may not generate more
information if respondents are using only three or five rough cate-
gories of certainty.” Fourth, this format is known to have lower test-
retest reliability and generates excess missing data (Krosnick 1999).
At any rate, the need for response recoding still arises and the meth-
ods that we describe in this paper would similarly apply.

6 Exceptions are Li and Mattsson (1995) and Aadland and Caplan
(2006). While they take yes/no responses at face value, they use the
information collected through the certainty scale to adjust the
variance estimates (Li and Mattson 1995) and as an explanatory vari-
able in estimating WTP (Aadland and Caplan 2006).

7 Whether captured in a DK/NS response category, in various response
intensity categories (definitely, probably, etc.), or in a numerical
certainty scale, response intensities expressed by individuals are
inherently subject to random measurement error (Groves 1991,
Fuller 1986, Carroll et al. 2006).



uncertainty on the part of respondents about the
level of benefits they personally will receive from
a public good (Mozumder and Berrens 2007,
Alberini, Boyle, and Welsh 2003). Such prefer-
ence uncertainty may originate from poor
definition in survey instruments of the good in
question, respondents’ lack of experience with the
good, missing information about the good, or
state-dependent circumstances under which
the good will be available to them. Respondents
may also have internal conflicts in evaluating
the benefits of the good. Bateman, Burgess,
and Hutchinson (2008) argue that preference
uncertainty may constitute a source of bias that
overwhelms other sources of bias, including
hypothetical bias, and that this area needs more
research. Thus, it would seem that individual
stated expressions of intensity (whether via
polychotomous response categories or via a
numerical certainty scale) would be subject to
measurement error.

An issue less-frequently discussed in the valu-
ation literature is individual tendencies to choose
extreme responses or to stay away from extremes
(Greenleaf 1992). Response tendencies are related
to individual motivation and certainty (Cantril
1946); anxiety level (Lewis and Taylor 1955,
Crandall 1965); and personality characteristics
(Hamilton 1968). Elliot et al. (2009) find race/
ethnicity and socio-economic status are associated
with extreme responses, and Naemi, Beal, and
Payne (2009) find personality traits, specifically
intolerance of ambiguity, simplistic thinking, and
decisiveness, are associated with overuse of end-
points of scale-type questions. When dealing with
cognitively difficult questions, respondents may
shift to a satisficing response strategy where
attempts are made to meet criteria for “adequacy”
rather than expending effort on generating “opti-
mal” answers (Krosnick 1999). In these cases,
individuals may be more likely to respond with a
“safe” answer, choosing more neutral points on a
rating scale, endorsing the status quo, or choosing
DK to avoid expending effort and taking possibly
risky stands. It is also found that an individual’s
response tendencies can shift during a survey (Hui
and Triandis 1985). In the case of polychotomous
choice format, interpretation of statements such as
‘probably’ and ‘maybe’ likely varies by indivi-
duals (Broberg and Brannlund 2008).

It is likely that any given sample includes
responses that fit several of these reasons for vari-
ation in stated response intensity. Accordingly,
much of the literature focuses on how to handle
“middle” responses, or responses that are not in
the categories with strongest intensity, in estimat-
ing WTP when the underlying respondent
motivations for choosing those categories are
unknown. The two common approaches to recode
middle responses are to impose rules on an entire
category (e.g., all DK responses are dropped or
coded as ‘no’)8 and to apply rules to individual
responses (e.g., some DK responses are coded as
‘no’ but others as ‘yes’). Among authors who
apply the latter recoding strategies that vary
depending on the individual, Haener and
Adamowicz (1998) use responses to a follow-up
question to recode DK responses into either ‘yes’
or ‘no,’ and find that the goodness of fit in WTP
estimation is improved over the alternate models
with dropped DK and with DK recoded as ‘no.’
Alternatively, Caudill and Groothuis (2005) esti-
mate the probabilities of ‘yes,’ ‘no,’ and DK for
each of the DK observations using multinomial
logit combined with an EM (expectations maxi-
mization) algorithm for missing data problems.
They subsequently recode the original DK
responses to the categories with the highest pre-
dicted probabilities. The methods by Haener and
Adamowicz (1998) and Caudill and Groothuis
(2005) each produce a single recoded data set for
WTP estimation. In this paper we propose an
alternative method where a series of data sets is
generated, with which a series of WTP estimates
is obtained.

The response mapping strategy proposed in this
paper is the following. First, we use expressed
intensity response as the dependent variable in a
multinomial logit model to estimate choice prob-
abilities. In our application, we have five response
categories: DY, PY, PN, DN, and NS, where DY
indicates the strongest intensity of a ‘yes.’ We use
the resulting coefficient estimates to calculate the
predicted probability of each individual’s
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8 Several authors statistically investigate whether DK responses col-
lectively are different from ‘yes’ or ‘no’ responses. Some studies
find that DK/NS responses would have been ‘no’ (Carson et al. 1998;
WTP format in Groothuis and Whitehead 2002), while others find
that DK responses are neither ‘yes’ nor ‘no’ but appear to be a third
category altogether (Groothuis and Whitehead 2002, Haener and
Adamowicz 1998).



response being in the strongest ‘yes’ intensity
category (DY), or p^ (DY). Then we code
responses as ‘yes’ if p^ (DY) is greater than spec-
ified cutoff levels (0.9, 0.8, 0.7, etc.) and code
them as ‘no’ otherwise. This strategy results in a
separate data set for each cutoff point, or p^ (DY)
level. WTP estimation is applied to each of these
data sets, thus generating a series of WTP
estimates.9 Each WTP estimate reflects an obser-
vation inclusion criterion that uses an explicit
minimum level of predicted probability of being
in the highest intensity category for a ‘yes’
response. Thus, confidence intervals for each
WTP estimate are also based on the specific inclu-
sion criterion for the observations in that data set.

By using individual variation in data to predict
DY probabilities, we take advantage of the infor-
mation contained in the data and avoid the need
to arbitrarily impose a uniform rule on the entire
data set. The strategy accommodates uncertainty
as well as other reasons for expressed response
intensity by including in the probability estima-
tion model variables that characterize individuals
and their attitudes towards the good in question.
In particular, this approach is capable of control-
ling for possible effects of individual response
tendencies and variability in subjective interpre-
tation of response categories. While probabilities
collected using numerical certainty scale formats
(e.g., Li and Mattsson 1995) are individuals’
stated probabilities of certainty about their yes/no
response, we use stated responses to estimate
probabilities of each of the response categories.
The predicted probability of a DY response from
the first-stage multinomial logit takes into account
the probabilities of each respondent choosing any
of the other intensity categories.

The strategy by Caudill and Groothuis (2005)
is the closest to ours in motivation and the method
employed. However, as it turns out, their
approach predetermines the observation inclusion
criterion according to the number of response cat-
egories included in the CV questionnaire. In their
application, they use a multinomial logit to
estimate for each DK observation the predicted

probabilities of the three response categories
(‘yes,’ ‘no,’ and DK). They recode DK observa-
tions into the category with the highest predicted
probability. This means that a DK response could
be recoded to a ‘yes’ regardless of the magnitude
of predicted probability of ‘yes.’ With three
response categories, this implies that an observa-
tion with a predicted probability of ‘yes’ as low as
34 percent can be coded as ‘yes’ (predicted prob-
abilities in the other two categories each should
be up to 33 percent). If five categories had been
used, the inclusion criterion would recode to ‘yes’
responses with up to a 21 percent chance of being
in the strongest ‘yes’ intensity category (the other
four categories would each be less than 20 per-
cent). As the number of intensity categories
increases, using their method, the inclusion crite-
rion (selecting the observations where the highest
probability is for the highest intensity ‘yes’
response) results in recoding of more observations
that are less likely to be ‘yes’ as ‘yes’ responses.
Therefore, larger numbers of response categories
likely results in higher WTP estimates. Instead of
arbitrarily choosing inclusion criterion, our
method successively changes the predicted prob-
ability cutoff points, so that a range of WTP
estimates is generated, rather than only one that is
subject to the researcher’s arbitrary choice of cut-
off point.

We apply this method to data collected using a
polychotomous CV format in a pilot study, to gen-
erate valuation estimates for preventative land
management programs in the Great Basin that
would arrest the accelerated wildfire cycle due to
invasive annual weeds. Note that the approach is
also appropriate for data collected using a
dichotomous format with follow-up certainty
scale questions.

Survey Design and Data

The Great Basin region of the western United
States has experienced rapid population growth
and development over the last thirty years. Wild-
fire has always been a natural part of the
landscape in the region; however a trend towards
much more frequent and severe wildfires has
occurred due to the rapid increase in invasive
annual grasses. These grasses are highly flamma-
ble, they outcompete native grasses and shrubs,
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9 While our data were generated using a polychotomous question for-
mat where attitude direction and intensity are included in a single
question, the same strategy could be applied to a dichotomous choice
question with a follow-up second question that measures intensity.
The multinomial logit stage would include more choice options (for
example 20, if a 10-point scale is used in the follow-up question).



and once they become the dominant species in an
area, they provide the fuel that leaves the area vul-
nerable to wildfires every three to five years,
instead of the fifty years to seventy years that is
standard for areas covered in native vegetation
(Chambers et al. 2007, BLM 1999 and 2000,
Devine 1993). Strategies to reduce the costs of
wildfire in the Great Basin involve landscape-
level vegetation management programs to prevent
and slow the invasion of annual grasses and to
restore to desirable vegetation areas that have
become dominated by invasive grasses. These
vegetation management programs are expensive,
and the resources are limited. However, because
the spread of invasive grasses is increasing, delays
in applying treatment programs will increase
future wildfire costs. To assist in decisions regard-
ing how much, when, and where to invest in
vegetation management programs, it would help
to have information quantifying the benefits of
programs that would (1) prevent further spread of
invasive grasses to limit the frequency of wild-
fires to current levels, and (2) restore areas that
have been dominated by invasive grasses so
that the incidence of wildfire is reduced from
current levels. In this paper, we use data from a
pilot study for a study to estimate WTP for such
programs.

The data used in this paper were collected
through a 2005 mail survey of Nevada residents,
using survey methods based on Dillman (2000).
Focus groups, questionnaire development, and
pretesting proceeded through spring and summer
of 2005. Responses were analyzed during one-on-
one interviews with pretest respondents, during
group sessions, and afterward by the researchers.
Question wording was reviewed for comprehen-
sion and interpretation. The questionnaire
collected data necessary to estimate WTP for
vegetation management programs to protect
ecosystem-derived values. Questions were asked
about respondents’ demographic characteristics,
how they benefit from Great Basin lands, their
beliefs and attitudes regarding the effects of
invasive annual grasses and wildfire on these
lands, and value of land management practices
that target invasive grasses and wildfire. Surveys
were mailed to 2,125 individuals. The first mail-
ing was conducted during mid-October 2005.

Follow-up postcards were sent out to nonrespon-
dents. A second mailing to nonrespondents was
sent during the first week of February 2006, after
the holiday season. Of 2,125 surveys sent out, 178
were undeliverable (no forwarding addresses
available), and 576 completed surveys were
returned for a statewide response rate of 30 per-
cent. Eighteen surveys were eventually omitted
from the valuation analysis because they included
inconsistent responses (i.e., a ‘no’ to a bid amount
that was lower than one with a ‘yes’ response
from the same respondent).

An experimental design included five survey
versions, assigned randomly to participants, to
measure the effects of (1) preemptive versus
restoration treatment scenarios, (2) providing
respondents with additional information, and
(3) multiple contingent valuation bid formats.

The contingent valuation question was pre-
sented in the context of one of two treatment
scenarios. The prevent loss (PL) scenario states
that the numbers of wildfires in Nevada are
expected to double over the next five years due to
the continued spread of cheatgrass, increasing the
risk of irreversibly losing lands that could support
native vegetation. In this case, the proposed
vegetation management program would prevent a
negative change from the status quo. The obtain
gain (OG) scenario states that the proposed vege-
tation management program would be restorative
and thereby reduce the number of wildfires
throughout Nevada by half. Thus the OG scenario
measures willingness to pay to improve the status
quo. The two versions of the program proposal
are provided in Appendix 1. Both scenarios state
that the program would be funded through a
dedicated tax. Respondents were asked how they
would vote in a referendum to implement the veg-
etation management program where passage
would cost each household a specific amount
every year for the foreseeable future.

We included in the survey a two-page informa-
tion sheet about invasive annual weeds
(cheatgrass), the increasing costs of wildfire sup-
pression, the accelerating fire cycle, and resulting
irreversible ecosystem losses. This information
sheet was omitted from a subsample of the multi-
ple-bid OG versions in order to investigate the
influence of information provision on WTP for
fuel management programs.

42 February 2010 Agricultural and Resource Economics Review



Three discrete choice CV formats were
employed. Respondents were presented with three
to nine bid amounts. All versions included the bid
amounts $0 and $1. The “single-bid” (S) version
included one additional randomly assigned bid
amount from the bid set $12, $31, $52, $83, $114,
$157, and $282. The “double-bid” (D) version
included two additional randomly assigned bid
amounts from the same bid set. The “multiple-
bid” (M) version included all bid amounts, listed
in ascending order. The “no cost” ($0 bid) and the
$1 bid amounts were included to separate those
who are opposed to the proposed program and
would vote against it even if it cost them nothing,
from those who are in favor of the proposal but
are unwilling or unable to pay for it. Following
Alberini, Boyle, andWelsh (2003) andWelsh and
Poe (1998), all three versions used polychoto-
mous choice response options including
‘definitely no,’ ‘probably no,’ ‘probably yes,’
‘definitely yes,’ and ‘not sure,’ allowing respon-
dents to indicate qualitative levels of response
intensity. For reference, an M-version of the dis-
crete choice CV questionnaire is provided in
Appendix 2.
Table 1 summarizes variables generated from

the survey data that are used in all models. These
include variables that indicate 1) respondents’ per-
ceptions of the importance of and threat to
specific resources and services provided by
Nevada’s rangelands, 2) what they believe man-
agement priorities should be, and 3) attitudes
toward management methods. Variable descrip-
tions and measurement units are also listed in
Table 1. The first eleven variables are self-
explanatory. The following fourteen dummy
variables describe the respondent’s employment.
Lrt indicates whether the respondent lives in a
large rural town. Import_airwat and Pri_grzn
indicate the importance of managing lands to pro-
tect air and water quality and for livestock forage,
coded on a four-point scale where 1 is not impor-
tant and 4 is very important. Three dummy
variables indicate whether the respondent indi-
cated that rangelands were threatened from overly
strict regulations (Threat_strict); cheatgrass
(Threat_cgrass); and mining activity (Threat_
mine). Four dummy variables indicate whether
the respondent disapproved of certain rangeland
management methods. These are Dmthd_nonna-

tive (seeding with nonnative species to compete
with unwanted invasives); Dmthd_nogrz (exclud-
ing domestic livestock); Dmthd_prsgrz (use of
livestock for prescribed grazing to reduce cheat-
grass accumulation); and Dmthd_handcut (labor
intensive hand cutting and removal of brush to
reduce fuel loads). Two variables indicate respon-
dents’ general attitudes toward rangeland wildfire
control: Dfire_all indicates whether the respon-
dent felt strongly that all rangelands fires should
be suppressed, and Dfire_humanlife indicates the
respondent felt strongly that rangeland fires
should be allowed to burn unless they threaten
human life.

Estimation Models and Response
Recoding Procedure

Multinomial Logit

Individual predicted response probabilities
(DY, PY, PN, DN, and NS) to each bid amount are
estimated using a multinomial logit, with NS
as the base outcome. The specification is
general enough to account for several reasons
for expressed response intensity.10 Let Prob
(RESPONSEijk) denote the probability that indi-
vidual i presented with bid amount j chooses
response k where k = DY, PY, PN, DN, and NS.
The multinomial logit model includes the follow-
ing four groups of explanatory variables: a bid
amount presented (bj); a vector of respondent
demographic variables (xi); a vector of variables
characterizing respondents’ perceptions as
described in the previous section (zi); and a
vector of variables that characterize the survey
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10 An ordered logit might appear to be a logical specification in esti-
mating response probabilities, since distributions for WTP and bid
amount could be expected to move in one direction only. We ex-
plored this possibility and found that estimation results do not seem
to be ordered purely by “Bid,” but instead it appears that NS may
not fall between PY and PN. We estimated model (1) using an or-
dered logit with the ordering moving along the continuum from DN
through DYwith NS in the middle and with the order of NS and PN
switched. There was almost no difference in goodness of fit between
the two models, so we cannot rule out that the NS and PN categories
are not different. However, compared with the multinomial logit re-
sults, the covariates influence these two categories quite differently.
While the ordering appears to work well for the other categories, the
results on the NS category are not consistent with a simple order-
ing. Moreover, exploratory research suggests that the connection of
this category to the covariates is not what one would expect from a
simple ordering. It is likely that this is a mixed category that needs
more detailed exploration in future research. For these reasons, we
proceed with the multinomial logit specification, where the struc-
tural restrictions on the data are minimal.
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Variable Definition Mean St. Dev.

Table 1. Variables Describing Bid Responses, Demographics, and Survey Versions

Bid Dollar amount presented to respondent 71.974 85.089

Vs 1 = single-bid questionnaire version; 0 otherwise 0.103 0.305

Vd 1 = double-bid questionnaire version; 0 otherwise 0.099 0.298

Vm 1 = multi-bid questionnaire version; 0 otherwise 0.798 0.402

OG Scenario: 1 = restoration (obtain gain); 0 = prevent loss 0.631 0.483

Info 1 = information sheet provided; 0 = no information sheet 0.626 0.484

Income Household annual income in $1000s 71.539 53.189

Hshld Number of people in household 2.457 1.251

Age Age of respondent 52.647 14.752

Educ Number of years of completed schooling 14.477 2.421

Yrs_NV Number of years lived in Nevada 21.705 12.216

Job_ag 1 = ranching or agriculture; else = 0 0.074 0.262

Job_lndscp 1 = landscaping; else = 0 0.019 0.135

Job_mine 1 = mining; else = 0 0.144 0.352

Job_trade 1 = wholesale or retail trade; else = 0 0.081 0.274

Job_wtrmgnt 1 = water resources management; else = 0 0.026 0.159

Job_othutil 1 = utilities (other than water); else = 0 0.022 0.148

Job_health 1 = healthcare; else = 0 0.081 0.274

Job_nrsci 1 = natural resource/environmental sciences; else = 0 0.052 0.222

Job_ed 1 = education/academia; else = 0 0.100 0.301

Job_ent 1 = arts, entertainment, hotel, food services; else = 0 0.056 0.229

Job_recr 1 = outdoor recreation & tourism; else = 0 0.063 0.243

Job_publnds 1 = public land management; else = 0 0.044 0.206

Job_admin 1 = public admin (not land or water resources); else = 0 0.015 0.121

Job_fire 1 = firefighting; else = 0 0.015 0.121

Lrt 1= lives in large rural town; else = 0 0.130 0.337

Import_airwat Importance of air/water quality (1-4) 3.642 0.627

Threat_strict 1 = strict regulations threaten rangelands; else = 0 0.464 0.500

Threat_cgrass 1 = cheatgrass spread threatens rangelands; else = 0 0.849 0.359

Threat_mine 1 = mining threatens rangelands; else = 0 0.434 0.497

Pri_grzn Importance of livestock as a management priority (1-4) 2.232 1.003

Dmthd_nonnative 1 = seeding nonnative species not appropriate; else = 0 0.276 0.448

Dmthd_nogrz 1 = excluding grazing animals not appropriate; else = 0 0.373 0.485

Dmthd_prsgrz 1 = prescribed grazing not appropriate; else = 0 0.052 0.223

Dmthd_handcut 1 = brush/tree cutting by hand not appropriate; else = 0 0.049 0.215

Dfire_all 1 = all rangeland fires should be stopped; else = 0 0.524 0.500

Dfire_humanlife 1 = only stop rangeland fires that threaten human life 0.457 0.499
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11 Individual effects from the multiple responses per individual are ac-
counted for by relaxing the usual requirement that the observations
be independent. That is, observations are independent across indi-
viduals (clusters) but not necessarily within individuals. This is ac-
commodated in Stata by using the “vce option” (Stata Data Analysis
and Statistical Software, StataCorp LP, College Station, TX).

version assigned to individual i (di). For more
details about the explanatory variables, see the
Results section.

In addition to a $0 bid and a $1 bid, individuals
were presented with one, two, or seven bid
amounts depending on the questionnaire version
they received (the S, D, or M questionnaire
versions). Therefore, the specification results in
unbalanced panel estimation.11 In estimating this
model and all subsequent models, a subsample of
the data is used in which respondents identified as
“opposers” and “protesters” are dropped. Respon-
dents who voted ‘definitely no’ to support the
program at zero cost (“opposers”) are dropped,
while those who did not vote DN if it cost them
nothing (“non-opposers”) were retained. The
omission of this part of the sample means that the
WTP estimates apply only to that part of the pop-
ulation for whom the proposal is not welfare
reducing. A battery of questions asking why
respondents voted the way that they did to valua-
tion proposals was included in the questionnaire
to identify protest responses. Respondents were
coded as “protesters” if they checked any of the
following four reasons for voting ‘no’ at least
once to any dollar bid amount: “I don’t trust the
government to use my taxes wisely,” “I already
pay too much in taxes,” “I object to the way the
question was asked,” or “I feel that I don’t have
enough information.” The discussions of treat-
ment of opposition and protest responses for this
data set are found elsewhere (Rollins et al. 2009).
The resulting subsample contains 1,577 observa-
tions from 233 respondents.

Alternative Definitions of ‘Yes’ Responses

The next question is how to map five response
categories onto a bivariate ‘yes’ or ‘no’ response
variable, to most effectively use the information
contained in the data to estimate WTP. For
comparison’s sake, we start with two approaches
represented in the literature. One method is to
code actual DY responses (or alternatively, all DY

+ PY responses) as ‘yes’ and all others as ‘no,’
effectively taking all responses at their face value.
The rules are applied to all of the response
categories and do not account for individual
differences in how the intensity of ‘yes’ responses
may be expressed.

A second method is an approach similar to that
of Caudill and Groothuis (2005) (hereafter we
denote this approach as C&G). Using data with
three response options (‘yes,’ ‘no,’ and DK) and a
variety of covariates, they used a multinomial
logit specification to estimate the individual
probability of each response option. They recoded
each DK response to either ‘yes’ or ‘no’ depend-
ing on which of the three response categories had
the highest predicted probability. We adapt this
approach for five response categories by recoding
each PY, PN, and NS response as ‘yes’ if the
predicted response probability for DY, p^ (DY),
is higher than for any other response category, and
all others are coded as ‘no.’

These two examples are representative of exist-
ing methods of treating data in that they rely on
some mechanism for recoding actual responses
that indicate a ‘yes’ direction. This is in contrast
to the alternative method we present here, where
we include into the ‘yes’ category additional
responses from the categories where weaker
response intensity is expressed (i.e. PY, PN, and
NS) according to the multinomial logit results.
The rule we take is that responses with predicted
probabilities of choosing DY above a series of
predicted DY cutoffs form a series of data sets
(for example, one data set could be defined where
‘yes’ is all actual DY plus observations from
other categories with a predicted probability of
choosing DY of over 95 percent; the next where
the cutoff is predicted DY probability of over 90
percent; and so on). In order to demonstrate how
WTP changes with successive definitions of the
cutoff, we use 10 percent increments to create a
series of data sets with which to estimate a series
of WTP point estimates.

WTP Estimation

We then estimate WTP for each individual data
set, as defined by the level of predicted
DY response probability. In dealing with an
unbalanced panel in which each respondent is
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represented by three to nine observations with one
observation per bid amount, we use random
effects probit as described in Rollins, Dumitras,
and Castledine (2008) and Boxall, Rollins, and
Englin (2003). Let Prob(Yesij) denote the proba-
bility that individual i presented with bid amount
j chooses a ‘yes’ response. The random effects
probit model includes four sets of explanatory
variables as in the multinomial logit model. While
the nature of the explanatory variables is the same
as in the multinomial logit model, the specific
variables included in the WTP estimation are
different. In the random effects probit model, bj is
Bid; xi includes Income, Age, Age2, Yrs_NV,
Job_ag, Job_lndscp, Job_mine, Job_constr/mfn,
Job_trade, Job_wtrmgnt, Job_othutil, Job_health,
Job_nrsci, Job_ed, Job_ent, Job_recr, Job_pub-
lnds, Job_admin, Job_fire, and Lrt; zi includes
Dmthd_prsgrz; and di includes Vs, Vd, OG, and
Info. By dropping “opposer” observations, we
measure conditional WTP (WTP|WTP ≥ 0).

Results

Multinomial Logit

The multinomial logit model is estimated with a
total of 1,440 observations from 220 respondents,
resulting in a pseudo R-squared of 0.3102. Table
2 lists the specific explanatory variables included
in the model and summarizes the estimation
results. For ease of interpretation, only marginal
effects are presented.

As expected, ceteris paribus, a higher bid
amount is associated with a higher probability of
responding DN or PN, while it is associated with
a lower probability of DY responses. However,
the marginal effect of a bid amount (Bid) on the
probability of NS responses is also positive, and
the magnitude is as large as that for DN
responses. The marginal effect on PY is statisti-
cally not different from zero. This result also
suggests that responses are not ordered as one
would expect (as DN, PN, NS, PY, and then DY)
with NS representing the middle of the response
intensity spectrum.

Income is positively associated with the proba-
bility of DY responses. By contrast, Income has a
negative effect on the probability of choosing the
NS and DN response categories. Household size

(Hshld) and number of years living in Nevada
(Yrs_NV) have a positive and negative influence
on the likelihood of choosing DY, respectively. In
terms of the effect of Yrs_NV, people who have
lived in the area for a longer time have experi-
enced wildfires and the gradual encroachment of
annual grasses that fuel them. Consequently, they
may be somewhat inured to frequent wildfires and
have ambivalent feelings as to the urgency of tak-
ing costly steps to address the problem, relative to
newcomers to the state. Education (Educ) tends to
decrease the probability of choosing PN and PY,
while it is positively associated with NS proba-
bility. This effect is consistent with the
interpretation that more educated people may
have a greater tendency to frame and consider
public policy issues in a more complex manner,
in which they see a need to weigh a variety of
pros and cons (Miller, Slomczynski, and Kohn
1985, Kohn and Schooler 1978).

Version effects include 1) the management pro-
gram version effect, where the sample was split
between obtain gain (OG) and prevent loss (PL)
versions; 2) the information version effect (Info);
and 3) bid number version effects (Vs and Vd).
Those receiving the OG version are more likely
to vote DN relative to those with the PL version
of the referendum question, implying that people
are likely to be willing to pay more for a preven-
tion program than a program to restore ecosystem
losses from invasive weeds and wildfires in the
Great Basin. The sign on OG for NS responses is
negative (but not significant), implying that this
version effect also dampens the probability of a
NS response. The subsample of respondents with
additional information (Info) had a lower proba-
bility of choosing NS, implying that the
information influenced respondents to choose one
of the other four response categories (all of which
indicate stronger intensity of attitude) when they
otherwise would have answered NS. That is, more
information decreases the probability of express-
ing ‘not sure.’ Relative to those assigned with
multiple dollar bid amounts, respondents with the
double bid amount versions (Vd; $0, $1, plus two
other bids) were not different in response patterns.
However, those who received the single bid ver-
sions (Vs; $0, $1, plus one other bid) were less
likely to choose DN and NS.
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(1) DN (2) PN (3) NS (4) PY (5) DY

Notes: Robust standard errors in parentheses. Significance levels of 0.01, 0.05, and 0.1 denoted by three, two and one asterisks (***,**,*) respectively.

Table 2. Marginal Effects on Response Probabillities of Explanatory Variables (Multinominal Logit)

Bid

Income

Educ

Hshld

Yrs_NV

Job_ag

Job_mine

Job_trade

Job_nrsci

Job_ed

Job_recr

Job_publnds

Lrt

Import_airwat

Threat_strict

Threat_cgrass

Threat_mine

Pri_grzn

Dmthd_nonnative

Dmthd_nogrz

Dmthd_prsgrz

Dmthd_hndcut

Dfire_all

Dfire_humanlife

Vs

Vd

OG

Info

0.002***
(0.000)
-0.001***
(0.000)
0.000
(0.009)
-0.020
(0.017)
0.002
(0.002)
-0.015
(0.058)
-0.081**
(0.033)
-0.106***
(0.026)
0.392
(0.328)
-0.072**
(0.031)
0.010
(0.080)
-0.086**
(0.038)
0.203**
(0.083)
0.050
(0.037)
-0.071*
(0.041)
0.063*
(0.038)
-0.018
(0.037)
-0.011
(0.017)
0.015
(0.039)
-0.015
(0.033)
0.045
(0.117)
0.324**
(0.154)
0.116***
(0.039)
0.095**
(0.040)
-0.081*
(0.042)
0.057
(0.103)
0.108**
(0.045)
0.035
(0.038)

0.001**
(0.000)
0.000
(0.000)
-0.019*
(0.010)
0.002
(0.015)
-0.001
(0.001)
0.031
(0.107)
0.056
(0.071)
-0.042*
(0.024)
-0.038
(0.032)
0.136
(0.155)
-0.001
(0.058)
-0.030
(0.022)
-0.027
(0.026)
-0.015
(0.020)
-0.059
(0.047)
-0.072
(0.065)
-0.091**
(0.041)
-0.007
(0.015)
-0.033
(0.028)
-0.021
(0.028)
0.106
(0.125)
0.125
(0.133)
0.037
(0.025)
0.012
(0.042)
-0.034
(0.028)
-0.039
(0.029)
0.011
(0.033)
0.067
(0.043)

0.002***
(0.000)
-0.001*
(0.001)
0.026*
(0.015)
-0.035
(0.025)
0.002
(0.002)
-0.069
(0.058)
0.055
(0.109)
-0.090
(0.071)
-0.149***
(0.045)
0.073
(0.134)
0.051
(0.170)
0.137
(0.223)
-0.171***
(0.037)
-0.078**
(0.038)
0.189***
(0.065)
-0.102
(0.095)
-0.038
(0.051)
-0.012
(0.029)
0.099
(0.069)
0.091
(0.059)
0.153
(0.161)
-0.160***
(0.035)
-0.114*
(0.060)
-0.057
(0.052)
-0.096*
(0.058)
-0.089
(0.074)
-0.085
(0.100)
-0.133*
(0.076)

0.001
(0.000)
0.000
(0.000)
-0.026*
(0.014)
0.003
(0.019)
0.001
(0.002)
0.245**
(0.117)
-0.115*
(0.067)
0.273**
(0.108)
0.065
(0.240)
-0.169***
(0.060)
-0.159***
(0.056)
-0.051
(0.097)
0.041
(0.073)
-0.036
(0.048)
-0.122**
(0.048)
0.065
(0.064)
-0.037
(0.049)
-0.052*
(0.030)
-0.084
(0.056)
-0.074
(0.050)
-0.174**
(0.072)
-0.186***
(0.057)
-0.020
(0.049)
0.064
(0.047)
0.133
(0.097)
-0.032
(0.089)
0.048
(0.075)
0.041
(0.065)

-0.005***
(0.001)
0.002**
(0.001)
0.018
(0.017)
0.050*
(0.027)
-0.004*
(0.003)
-0.191**
(0.092)
0.086
(0.102)
-0.034
(0.125)
-0.271**
(0.107)
0.032
(0.140)
0.099
(0.174)
0.030
(0.179)
-0.046
(0.087)
0.079
(0.055)
0.063
(0.068)
0.046
(0.100)
0.185***
(0.063)
0.083**
(0.037)
0.002
(0.073)
0.019
(0.068)
-0.130
(0.166)
-0.102
(0.132)
-0.019
(0.065)
-0.114*
(0.067)
0.079
(0.117)
0.104
(0.127)
-0.083
(0.129)
-0.009
(0.090)



Distributions of Predicted Response
Probabilities by Actual Response Categories

Using the multinomial logit parameter estimates,
predicted probabilities for each response category
are calculated for each observation. Figure 1 illus-
trates the predicted probabilities of DY responses
for each of the five actual response categories. We
see a mass of observations in the lower portion
(lower predicted probabilities for DY responses)
for the actual DN responses, and another mass on
the upper portion (higher predicted probabilities
for DY responses) for the actual DY responses.
This indicates that when high intensity is
expressed (i.e., ‘definitely’) for either response
direction (‘yes’ or ‘no’), predicted direction and
intensity in terms of predicted probabilities of DY
and DN agree with the actual responses for most
observations. Thus, predicted and actual DY and
DN responses are so closely associated that using
the predicted probabilities would add little infor-
mation. Accordingly, we treat actual DY and
DN responses as their face value in subsequent

analyses. The middle three columns of Figure 1
show, for all actual PN, NS, and PY responses, the
predicted probability of being a DY instead, based
on all covariates.

Effect of Alternative Definitions of ‘Yes’
Responses on WTP Estimates

Following Hanemann (1984), WTP is estimated
for each individual using data sets generated by
the three approaches described above. The first
row of Table 3 represents WTP estimates gener-
ated from defining ‘yes’ as actual DY responses
only (all other responses are coded as ‘no’). The
second row presents WTP when ‘yes’ is defined
as both actual DY and PY responses. The corre-
sponding estimates of mean WTP are $39.83 and
$94.22. The third row results from our adaptation
of Caudill and Groothuis (2005) (C&G), with an
estimated mean WTP of $80.71. The leftmost
points on Figure 2 illustrate these first three esti-
mates of mean WTP and 95 percent confidence
intervals. The remaining nine rows of Table 3
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Figure 1. Distribution of Predicted Response Probabilities by Actual Response
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show the series of WTP estimates under the alter-
native definitions of ‘yes’ that we propose in this
paper.12

The C&G approach generated a relatively high
mean WTP estimate ($80.71) because it codes as
‘yes’ every low-intensity observation (PY, PN,
NS) if its highest predicted probability is for DY,
regardless of the magnitude of predicted proba-
bility of DY. Given five response categories,
this means that an observation with a predicted
probability of DY as low as 21 percent could be
coded as ‘yes’ (where the probabilities of the
other response categories are each less than 20
percent), as long as DY is the category with the
highest predicted probability of being selected by
the individual.13 In contrast, our approach controls
for the level of predicted probability of a DY
response by setting allowable cutoffs for the pre-
dicted DY probability as a rule for recoding

a response as a ‘yes’ response. While C&G
compare across all categories in identifying the
one with the highest probability (and then code as
‘yes’ if the highest category is DY), our approach
does not compare across categories, but only uses
the predicted probability of DY. Note that the
information about other response categories is not
discarded; it is used in the estimation of predicted
probabilities, and the values of p^ (DY) we use in
response recoding reflect information about all
the other response categories.

In contrast to “one size fits all” block recoding
of low-intensity responses as under previous
methods, our approach allows assessment of the
sensitivity of WTP estimates to specific and
known levels of the probability of a DY response.
By using different cutoff levels to code responses
to ‘yes’ or ‘no,’ we can observe the resulting range
of mean WTP estimates. This provides very dif-
ferent information about ranges of WTP than is
supplied by confidence intervals around mean
WTP estimates generated with a single data set,
as is the case in other methods. In our case, as
seen in Figure 2, mean WTP estimates appear
relatively stable up to the ‘yes’ definition of DY
+ p^ (DY) ≥ 70 percent. At the 70 percent level,

Definition of ‘yes’ Obs. %Yes Resp. Mean Median 95% CI

(1) DY only 1577 39% 233 39.83 39.35 (35.58, 44.09)
(2) DY + PY 1577 55% 233 94.22 89.44 (88.55, 99.89)
(3) C&G 1577 53% 233 80.71 78.56 (75.76, 85.65)

(4) DY + p^ (DY) 80% 1577 40% 233 42.96 39.94 (38.49, 47.43)
(5) DY + p^ (DY) 70% 1577 41% 233 47.58 44.04 (43.1, 52.06)
(6) DY + p^ (DY) 60% 1577 44% 233 56.97 52.91 (52.44, 61.51)
(7) DY + p^ (DY) 50% 1577 48% 233 66.04 62.59 (61.15, 70.92)
(8) DY + p^ (DY) 40% 1577 52% 233 79.38 79.32 (74.32, 84.44)
(9) DY + p^ (DY) 30% 1577 56% 233 94.14 88.82 (88.39, 99.88)

(10) DY + p^ (DY) 20% 1577 59% 233 103.86 100.97 (98.34, 109.37)
(11) DY + p^ (DY) 10% 1577 64% 233 116.10 112.32 (110.81, 121.39)
(12) DY + p^ (DY) 0% 1577 75% 233 289.06 269.69 (269.18, 308.94)

Note: ‘Definitely no’ responses are always treated as ‘no.’

Table 3. WTP Estimates with Alternative Definitions of ‘Yes’ Responses

12 When ‘yes’ is defined as DY + p^ (DY) ≥ 0%, so that all PY,
PN, and NS responses are coded as ‘yes,’ the mean WTP is $289.06.
For scaling purposes, we excluded this level from Figure 2.

13 In C&G’s original paper, they used three categories, not five, so that
the lowest predicted probability of DY could have been 34 percent.
On the other hand, had four categories been used, the lowest
predicted probability could have been 26 percent.



mean WTP is $47.58, which is 20 percent higher
than the most conservative estimate of $39.83
(DY only). The 95 percent confidence intervals
around WTP estimates for the ‘yes’ definitions
of DY only, DY + p^ (DY) ≥ 80 percent, and DY
+ p^ (DY) ≥ 70 percent are all overlapping, while
the move from DY + p^ (DY) ≥ 70 percent to
DY + p^ (DY) ≥ 60 percent entails a change in
the shape (steeper) of the plotted series of mean
WTP estimates, and no overlapping of confi-
dence intervals with the next lower WTP
estimate. We can contrast these results with the
results under the C&G method that produces a
single mean WTP estimate. The C&G mean
WTP ($80.71) is greater than the mean WTP
under the ‘yes’ definition of DY + p^ (DY) ≥ 40
percent ($79.38). Our method makes an impor-
tant contribution by generating a series of WTP
estimates over specified levels of probability that
respondents choose ‘yes’ with the highest inten-
sity. This allows a more complete interpretation
of the range of WTP estimates.

Conclusions and Further Research

As Caudill and Groothuis (2005) point out, much
of the literature responds to the problem of map-
ping multiple response categories into a binary
variable as an empirical issue. Our approach also
treats this as an inductive empirical problem but is
less restrictive than others, allowing the data to
provide more information. We demonstrate that in
attempting to account for random measurement
errors commonly encountered in measuring
response intensity, and to account for errors due to
response mapping rules chosen by the researcher,
a range of WTP estimates can be produced that
spans a continuum of lower bounds placed on the
predicted probability of a DY (‘definitely yes’)
response. The shape of the plotted series of result-
ing WTP estimates reflects regions in which WTP
is more and less sensitive to changes to alternative
lower limits on the predicted probability of a DY.14
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Figure 2. Estimated WTP underAlternative Definitions of ‘Yes’ Responses:
Mean and 95% Confidence Interval

14 Confidence intervals on each WTP point estimate are artifacts
of underlying assumptions regarding the degree to which one is
comfortable taking each response at its face value.



One advantage of the approach taken in
this paper is that it leads us away from block
recoding/interpreting of specific response choices
to understanding that true DY respondents may
choose any of the response choices with a non-
zero probability. Estimating DY probabilities
using both the CV measures and a substantial
array of control variables that could condition
response tendencies and other aspects of response
intensity unrelated to preference uncertainty
enables us much more closely to approximate the
true underlying attitude of each respondent. This
in turn helps clarify that the mapping of these
probabilistic responses into a dichotomous vari-
able (‘yes’ vs. ‘no’) necessarily involves choosing
a cutoff or displaying answers as ranges. At this
point, with as much as we know, the cutoff choice
remains a matter of judgment, but future research
will be able to compare and contrast the linkages
of different cutoff choices or ranges to a variety
of measured causes and consequences. This
inductive procedure will ultimately lead us
towards a new customary set of cutoff points or
ranges in this area of research.

The multinomial logit results for the response
categories of NS (‘not sure’) and PN (‘probably
no’) categories suggest that there may be a
mixture of distributions in the NS category. The
survey question was formatted such that the
NS category was set off to one side on the
questionnaire, and not as a middle option. The
NS responses may have captured some genuine
middle responses [as suggested by Wang (1997),
where the presented bid is very close to the
actual WTP for the respondent] as well as others
that would better be considered a separate
response category altogether. An alternative
format might include a middle option as well as a
separate category to capture the non-central NSs.
Separating these response categories might
have resulted in better predicted values for the
probability of DY attitudes.

The method presented in this paper produces a
range of WTP estimates, with each estimate con-
ditioned on the cutoff level for predicted
probability of a DY response. While decreasing
cutoff levels would generally be associated with
higher WTP point estimates, the shape of the plot-
ted series of WTP estimates for a given data set is

purely an empirical issue. In our case, treating
observations with a predicted probability of DY
of up to 70 percent as ‘yes’ led to WTP estimates
with confidence intervals that still overlapped
those from using DY-only observations as ‘yes.’
Beyond this, the WTP estimates diverged consid-
erably. With data from other applications, the
ranges over which WTP estimates exhibit over-
lapping confidence intervals might be wider, and
the plot of WTP point estimates much flatter.

This approach could be improved upon to even
more effectively use information contained in the
data. For example, by using successive cutoff
levels of predicted probability of a DY response,
our method produces a range of WTP estimates.
However, because the series of WTP point
estimates results from different data sets, it is
not a distribution of WTP in a statistical sense.
Research to generate a statistical distribution for
WTP estimates, with the associated statistical
properties of that distribution, would be a useful
extension for future work.

The take-home message for policy-making is
that the choice of criteria for coding response
intensity for observations that are used to derive
WTP estimates can have dramatic implications on
estimated WTP. In the case of WTP for invasive
annual grass treatments and restoration used in the
application for this paper, decision makers may
wish to err on the side of caution with regard to
treatment, because the opportunity cost of delay-
ing treatment entails an even higher rate of spread
of invasive grasses and larger future firefighting
costs. A more complete picture of how WTP can
vary with changes in the criteria for treating inten-
sity of a ‘yes’ response may be desirable in
situations where the opportunity costs of making
an error with a more stringent rule (i.e., stated DY
responses only coded as ‘yes’) are much greater
than those of a less stringent rule (e.g., a cutoff at
70 percent predicted probability of a DY to be
coded as ‘yes’). One practical application of this
method would be to use the ranges of WTP
estimates in sensitivity analyses for benefit cost
analysis. The alternative of using a single point
estimate and confidence intervals based on
any of the other methods would seem to be under-
utilizing the available information contained in
the data.
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Appendix 1. CV Policy Proposals
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PROPOSAL

Suppose that experts predict the numbers of wildfires in Nevada to
double over the next five years due to the continued spread of

cheatgrass. This will lead to the loss of native grasses, wildflowers, and

shrubs.

A new, intensive Rangeland Vegetation Management Program has been

proposed. This program will reduce fire risk by reducing cheatgrass

through the use of prescribed fires, machinery, herbicides, prescribed

grazing, and seeding with native plants and nonnative grasses such as

crested wheatgrass.

Under this new program, fire risk would not double, but stay the same
as it is now.

Proposal Version B (OG)

Proposal Version A (PL)

PROPOSAL

Suppose that a new, intensive Rangeland Vegetation Management
Program has been proposed. This program will reduce fire risk by

reducing cheatgrass through the use of prescribed fires, machinery,

herbicides, prescribed grazing, and seeding with native plants and

nonnative grasses such as crested wheatgrass.

The new program could reduce the number of wildfires throughout the
state by half.
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How would you vote?

Cost to you
per year

Definitely
No

Probably
No

Probably
Yes

Definitely
Yes

Not
Sure

$ 0

$ 1

$ 12

$ 31

$ 52

$ 83

$ 114

$ 157

$ 282

9. Would you vote for this proposal if passage of the proposal would cost you

these amounts every year for the foreseeable future?

Please check one box for each amount.

Appendix 2. Bid Presentation (M-version)




