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"To know that we know what we know,
and that we do not know what we do not know, that is true knowledge."

- Henry David Thoreau

1. Introduction
Between 1995 and 2000 roughly 5.7 million peoplgrated from nonmetropolitan to
metropolitan counties. During that five year pdrinonmetropolitan out-migrants
constituted about 11% of nonmetropolitan resideiitse empirical research on migration
provides mixed results on the determinative poweliféerential earnings on the
migration decision (Greenwood 1997). Some evidsoggests that economic
incentives, in part, drive the decision to migratejuding in the case of young adult
nonmetropolitan out-migration (Nakosteen and Zima®80, Mills and Hazarika 2001).
Studies of nonmetropolitan out-migration show teaving a nonmetropolitan county
reduces a person's poverty risk and unemploymetisspnd increases wages, income
and hours worked over time (Wenk and Hardesty 1B@8igers and Rodgers 1997,
Glaeser and Maré 2001).

These rural migration choices take place in tltmemic and social contexts of
rural communities throughout the United StatesraRareas in the United States have a
litany of disadvantages relative to urban areagémnomic development. Compared
with urban areas, rural areas have lower levetdatational attainment and lower
returns to education (Kusmin 2007; McLaughlin aednfan 1991). Rural labor markets
are characterized by small population sizes andelmwloyment densities (jobs per
square mile). Gibbs (2002) notes that "despiteGade of economic expansion, rural
labor market outcomes — job growth, unemploymetatsteearnings, and wage
progression among them — typically fall below tlagional average, and most show no
signs of convergence." Also, rural areas havehdriproportion of marginal jobs,
which results in higher underemployment and a higiheportion of rural workers
employed in low-skill jobs relative to urban aréBsdeis and Jensen 1998; Gibbs,

Kusmin and Cromartie 2005). All of these charastis suggest that people who live in



rural areas will likely face a higher risk of potyeand lower incomes compared with
urban areas.

This research examines the rural to urban migratexision of rural working-age
adults and the resulting outcomes over a roughéntyryear period, 1979 to 1997. In
contrast with many empirical studies of the effexftsural out-migration, the empirical
strategy employed here builds on recent literaitutbe area of rural poverty and
residential choice by Fisher (2005, 2007) that esgor a closer study of the effects of
unobservable characteristics. These charactersteefound to play a role in some
periods between 1979 and 1997 that may bias thaadss of the effects of rural out-

migration on poverty risk and income.

2. Conceptual Framework
Three questions form the basis for this investayatiFirst, what drives the decision to
leave a rural area? Second, what effect doesl#tision have on economic outcomes of
interest, such as income, poverty risk, or hoursked? Third, what role, if any, do
unmeasured characteristics have in determiningitotand migration decisions and
economic outcomes? Empirical research on the tograf individuals and households
across geographic boundaries traditionally focusethe first two questions; estimating
the determinants of migration and the effects of decision on various outcomes.
However, recent literature in the field of rurabaomics employs new techniques that
challenge basic assumptions about rural residesti@te, poverty and income, by
examining the role of unmeasured characteristitach of these questions is briefly
discussed here to develop a new and useful frankefwostudying rural out-migration.
Economic theory views the decision to migrate frame region to another as an
investment decision, placed squarely in the tradiof human capital theory by Sjaastad
(1962). His seminal article on the costs and retwf migration moved the literature to
examine more deeply the motivation for migrating &mwhat degree migration acts as
“an equilibrating mechanism in a changing econoragytecting for differences in

income across geography. Human capital theoryigigethat “like all other human



capital investments, migration decisions are guialethe comparisons of the present
value of lifetime earnings in the alternative inweent opportunities” (Borjas 2000).
Todaro (1969) developed a model of labor migratiat involved a comparison
of utility between two regions: the original locat| denoted by subscript 0, and the
destination location, denoted by subscript 1. tRerpurposes of this study, assume that
location 0 is a nonmetropolitan county and locafida a metropolitan county. Utility in
both regions is derived from incomg,earningsy, and hours workedh. Goetz and
Debertin (1996) use such a model in a paper thanhees the impacts of farm structure
and federal farm programs on rural population aecin during the 1980s. Workers
deciding whether or not to move to a region corrdide total discounted lifetime utility
of staying in the origin location, as shown by ddra(1), with the total discounted
lifetime utility of moving to the alternative logah, shown by equation (2). Moving to

the alternative location requires a castvhich must be subtracted from earnings. The

probability of obtaining employment in both regiaagiven by;/)(t) :

U (Yorhy) = [ (6)U [wip(t).(t)Je "t ®

t=0

T

U(y,h)= j @ (t)U [ wy(t) —c,hy(t) [e™dt (2)

t=0

The differenced, between these two discounted streams is compardteby
prospective migrant. If the difference is gredbem zero, then the move offers an
expected gain in utility and the worker will moweltcation 1. If not, then the
prospective migrant will stay in his or her locatiof origin.

Much of the literature concerned with the indivaior household's decision to
migrate flows from Sjaastad's (1962) work. Theseiss start with a human capital
model of the migration decision and seek to testthwr or not the expectation of a

higher income or wages in the destination locaitidilnences the decision to migrate



there. The empirical model of these studies, toezeis typically a probit model of the

observed migration decisiam,, as shown in equation 3).
R:E(m =1|Qi)=q)(a0+a1(9m:]i_9m:0)+azxi+aﬁ) (3)

These models include a vector of individual anddshold characteristick, ,
and regional characteristid®, likely to influence the migration decision. Tteem
(Vs = Yoo ) is called the income or earnings differential agpresents the change in

income or wages the migrant expects to receivéimBatng these values presents a
missing data problem, since the observed incormigifants is not observed for non-
migrants, and the observed income of non-migrant®t observed for migrants.
Therefore, the income or wage equations used im&ts these values include the inverse
Mills ratio as an explanatory variable to corremt$election bias (Heckman 1979;

Dolton and Makepeace 1987).

Nakosteen and Zimmer (1980) were the first tollsekman's (1979) two-stage
technique for sample selection bias to model thgration decision. Using data from the
Social Security Administration Continuous Work tgist sample for 1971 and 1973, the
authors estimate the returns to migration from mgvo a different state. The log
income differential term in their model of the magon decision is positive and
statistically significant, indicating that a largaedicted increase in earnings increases
the probability of moving between states, all eélgaal, as suggested by human capital
theory.

Mills and Hazarika (2001) conduct a more recemtin the spirit of Nakosteen
and Zimmer's (1980) work. Using data from the diadi Longitudinal Survey of Youth
(NLSY), the authors model the migration decisiohgaung adults who lived in
nonmetropolitan counties at the age of fourteene duthors seek a deeper understanding

of the rural out-migration decision, noting thabhmetropolitan counties have

2 The probit model estimates the conditional expantaf success of an outcome for individiiakvhere
@ (+)is the standard normal cumulative distribution fiscand Q is the information set (Davidson and
MacKinnon 2004, 453-4).



consistently been concerned with retaining prodedabor, given high migration
propensities among educated young adults and thg afjretained populations.” Their
results suggest that the log difference in estichatigial hourly earnings from migrating
do indeed increase the probability of moving. Tglo marginal effects analysis, they
find that "a 10 percentage point increase in tfcal’ ratio of initial hourly earnings
upon migration to initial hourly earnings in theucdy of origin will result in a 7.9
percentage point increase in the probability ofratign.”

Another category of literature examines the rdlenmgration in affecting
economic outcomes. Rather than using a probit haddbe migration decision, this
literature follows some form of equation (4) toeletine the effect of migration on

economic outcomegy,, while controlling for individual and regional afa&teristics.
Yy =a,tam+a,X taR +¢& (4)

Two examples that examine the role of rural to onvegration are discussed in turn.

Wenk and Hardesty (1993) focus on the effect ddlrio urban migration on time
spent in poverty and time spent unemployed for goantults. The authors select a
sample of young adults from the NLSY between thesag eighteen and twenty-three
who ever lived in a rural area between 1980 an@19ey estimate accelerated failure
time models with the dependent variables measwseitng spent in poverty and time
spent unemployed for four groups divided by raad gender: black and white women
and black and white men. Results from these maigjgest that rural to urban moves
reduce time spent in poverty for black and whitenea, all else equal, and reduce time
spent unemployed for black and white men.

Rodgers and Rodgers (1991) also look at the sffefatural to urban moves, but
on a different set of economic outcomes than Werktéardesty (1993). Their study
uses data on male household heads between thefagenty-four and sixty-five from
the 1968 through the 1989 waves of the PSID to éxathe effects of such moves on
real annual earnings, hourly wages, and annuamedor the family unit, and annual

number of hours worked for the individual. Of tedsur economic outcomes, the



authors find a statistically significant effectrafal out-migration on real annual
earnings, hourly wages and annual income both #mdesix years after such a move.

The aforementioned research supports the ideagbialential choice affects
economic outcomes: living in a rural area incredlegsisk of being poor through the
effects of local labor market characteristics atiteofactors. Recent papers by Fisher
(2005, 2007) examine more closely the effect adirtesidence on poverty and challenge
the assumption that rural residence is exogenotiisegbnomic outcomes. Fisher (2005)
replicates the finding that rural residence aff@agerty risk and then attempts to correct
for the endogeneity of residential choice with piye Using data from the 1993 and
1994 waves of the PSID, Fisher (2005) estimata®hitomodel of poverty status, as
shown in equation (5), whergis an indicator variable for nonmetropolitan reside.

Pi= E(pi = 1 [Q) = O(Bo+XiBf1+RB2+NiS3) (5)
Nonmetropolitan residence is estimated to haves#ipe and statistically significant
effect on the probability of being poor.

Noting the typical finding that rural residencern@ases poverty risk is confirmed,
Fisher (2005) argues that this finding is influethbg residential selection bias. This bias
poses an empirical problem: "If people who decalkve in rural areas have unmeasured
attributes which are related to human impoverishirestimates of a rural effect can be
biased." To account for this self-selection bksher uses a two-stage instrumental
variables approach (Newey 1987). In the firststagrobit model of rural/urban
residential choice is estimated. The probabilftyupal residence is modeled as a
function of personal and regional characteristius @vo instrumental variablés.
Predicted rural residence is included as an expayaariable in a second-stage probit
model estimating the probability of being poorsHhear's (2005) results indicate that once
self-selection is accounted for, rural residencesdwot have an effect on the probability

of being poor or on family income-to-need. Therefdhese "empirical findings show

3 Instrumental variables must be correlated witfdierstial choice and independent of the error terrie
economic outcome model given by equations (21.8)(28.2). Fisher (2005) uses two instrumental
variables: a dummy variable indicating whetherftiraily head "has a religious preference uncommon in
urban locations...Amish, Mennonite, Church of GBiciples of Christ, and Church of Christ;" and a
dummy variable indicating whether the householdessoccupation was as a farmer.



that failure to account for residential endogenaitg omitted variable bias of general
form leads to overestimation of the effect of ruedidence on person poverty."

Fisher (2005) writes that these findings are mdinitive and do not "rule out the
possibility that living in a rural area is a fact@hich causes poverty in the United States"
and calls for future work using other nationallpmesentative data sets. However, if the
findings are true, then there are two key questidbee, why do people with certain
attributes related to human impoverishment choodigé in rural places? And two,
what combination of human-capital and communitgrsithening policies is most likely
to reduce rural poverty and its unfavorable consaqes?” The first question is directly
related to the problem of self-selection. Fisi80() studies this question with a sample
of 2,007 low-income householders from the PSIDmythe period 1985 to 1993. Two
sets of three empirical models are estimated. fifsteset of three is shown by equations
6, 7, and 8, wherg is each household's income-to-need fafipincludes variables
indicating educational attainment, aRdcaptures individual fixed-effects reflecting

unobserved income capacthty.

Vi = Pot faXit foRi+ fani+ e (6)
Yi = Potf1Xi+ foRi+ fEi+ fanit e (7)
Yi = Botf1Xi+ foRi+ f3Ei+ fani+ fsFites; (8)

Fisher's (2007) primary technique is to analyzedmitted variable bias when
factors known to affect both economic well-beingl anral residence are excluded from
the model. Fisher writes: "There are two compamenbias: (1) the "true” effect on
income to need of the omitted variable(s) andl{g)dorrelation between nonmetro
residence and the excluded variable(s)." If baéls bomponents have the same sign,
then the negative effect of nonmetropolitan restgeonY will be understated. If the bias

components have opposite signs, then the effetbwibverstated. Fisher uses these

* A unique feature of this study is that householtbime is adjusted for differences in housing cysitate
and by nonmetropolitan/metropolitan residence ubiaig Market Rent data from the U.S. Department of
Housing and Urban Development. This is a firgp $teaccounting for cost of living differences betm
nonmetropolitan and metropolitan areas.

® State fixed-effects and dummy variables for eawllysis year are included in equations (6)-(8) as
explanatory variables.



facts about the nature of omitted variable bia®$b two testable hypotheses. The first
hypothesis is that "there is a concentration oppewith low educational attainment in
nonmetro areas." This hypothesis is tested byroivgethe effect of controlling for
educational attainment on the nonmetropolitan éfféhie second hypothesis is that
“"there is a concentration of people with unobseimed/idual attributes associated with
having low income in nonmetro areas.”" This hypsithes tested by observing the effect
of controlling for individual fixed-effects on thesstimated nonmetro coefficient.

Results testing the first hypothesis show thatwtentrols for educational
attainment are added, the coefficient on nonmetitaporesidence changes from -0.164
to -0.116, which translates to a thirty percenucgn in the metro income premium
when education is controlled for. Low educatics@hinment, therefore, partly explains
the nonmetropolitan effect, which lends suppoth®residential sorting hypothesis.
Individuals with low levels of human capital app&abe sorting themselves to rural
areas. Regarding the second hypothesis, resoitsFisher's model show that when
individual fixed-effects are accounted for (as gquation 8), the estimated coefficient on
nonmetropolitan county increases from -0.116 t@6P. This finding implies that "a
householder living in a nonmetro area has inconmeetal that is 15 percent lower than a
householder residing in a metro place.” Rathan twpporting the residential sorting
hypothesis, this "provides indirect evidence inoiaef the structural condition hypothesis
-- that otherwise identical individuals will havaner economic well-being in nonmetro
compared with metro settings.” Fisher concludes fiisults support both residential
sorting and reduced economic opportunities as ibanors to rural poverty.

Using the same data sample and strategy, FisBér)2stimates a second set of
three equations, with indicator variables for notmowo-metro and metro-to-nonmetro
moves as explanatory variables. The author fihdsonmetro-to-metro moves have a
positive but statistically insignificant effect amcome-to-need. Fisher speculates that it
may take time for individuals to realize gains framving to a metro area. Metro-to-
nonmetro moves, on the other hand, were estimatbdve a negative effect on income-

to-need.



This research builds on Fisher's (2005, 2007) rsapgtesting and attempting to
correct for potential endogeneity between the ntignadecision and poverty risk and
income. Empirical models of poverty risk and in@are described in the following
paragraphs. The strategies employed in this relseaploits instrumental variables

provided in the data.

2.1 Poverty Model
The poverty model investigates two questionswiiat are the determinants of
the migration decision and poverty and (2) whaany, relationship is there between

nonmetropolitan out-migration to a metropolitan mtyuand poverty status.

PY [ XBitRoBotmBs) (€] () o[ ol1 P ©)
m* X0 +Ro@,+ 20, v) v o 1

This is known as eecursive bivariate probit model (Winkelmann and Boes 2006, p.
118).

The observed poverty status in period two and atiign decision between
periods one and two is indicated by two binary afales p; andm, respectively. Asis
standard for models with discrete variables, asdinatethere exists latent variablgs
andm* that generate the observed values of zero oramegoverty and migration. The
dependent variablgg andm* are defined am x 1 vectors of the latent variablp$ and
m*. Xi=1iS an am x 12 matrix of explanatory variables that are hijesized to affect
the migration decision. These variables are: age,squared, white, male, family size,
married, change in marital status, home owner, bajtool diploma, college, and
postgraduate. The vectors the instrumental variable, grew up rurXl-, is ann x 10
matrix of explanatory variables that are hypothedito affect poverty status. These
variables are age, age squared, white, male, édatvlarried, high school diploma,
college, and postgraduate. Regional charactesistiboth modelsR-; andR-, aren x
3 matrices of regional characteristics thoughtaweehan influence on the decision to
migrate and on poverty risk: percentage changetal wvage and salary employment as a

measure of job growth, unemployment rates, andralcmenities.



The key to this model js, the correlation between the error terms in the
migration and poverty models. Both error termando, include unobserved
characteristics that affect the migration decisiod poverty outcomes. 4f£ 0, then
estimation of the poverty model with observed ntigraas an explanatory variable will
result in inconsistent estimates of the coeffi@¢ht 5>, andfs. The recursive bivariate
probit model provides a useful tool to test theagmheity between the two explained
variables. Equation (9) is estimated via maximikelihood, where is a parameter in
the likelihood function. Therefore, results frone testimation of (9) also yield an
estimate op, with an associategvalue. If migration is endogenous with povertgrih
the null hypothesis that= 0 will be rejected in favor of the alternative.

If there is evidence of endogeneity, then onetgwius the inclusion of an
instrumental variable in the migration model. Rf&ID provides a potential instrumental
variable for this study. Respondents are askedheher not they grew up in a rural
area. This indicator variable is likely correlatedih the migration decision of rural
people — those who grew up in a rural area mighé harmed an attachment to rural
areas due to quality of life, social networks, thves factors. Any unmeasured
characteristics that influence growing up in a lraraa, however, are unlikely to
influence income or poverty status.

The recursive bivariate probit model is estimatsithg full maximum likelihood.
Although the likelihood function is complex, maximuikelihood estimation results in
consistent estimation of the coefficients and aateustandard errors (Wooldridge 2002,
p. 477). Two-stage approaches that attempt téheseationale of two-stage least squares
are inappropriate for this model with binary expéad variables. For example, in the first
stage one might consider estimating a probit motl#ie migration decision and
including predicted values as an explanatory végiaba second stage probit model of
poverty status. Wooldridge (2002) refers to tlisaforbidden regression," which results
in inconsistent estimated slope coefficients aradaarate standard errors. Inconsistency
stems from the binary nature of poverty and migraind the expectation operator. As

opposed to two-stage least squares, the indicatatibn applied to migration and
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poverty is nonlinear. Therefore, the expectatiparator cannot be passed through the
indicator function, which implies that consistert@nnot be guaranteed. Inaccurate
standard errors result from the fact that predietdes from the first stage are taken as
given in the second stage, which results in stahdaors that are too small.

2.2 Income Model
Consider a proposed income model shown in equétion

Y= XeoB+ RoB,+ mByte, £ ~NID(0,0°1) (10)
This model seeks to estimate the effects of indi@idind household characteristics,
regional characteristics and observed migratiomoame. Estimation of equation (10)
via ordinary least squares (OLS) may result in msistent estimates of these effects if
observed migration is endogenous with income. éeothis, suppose that the migration
choice is determined by the process given in equdfil).

M = X, +R_@,+u, v~ NID(0,0°1) (11)
Note that the error termn, is a random variable that in part captures thects of

unobserved factors influencing the migration decisilf these unobserved factors also

explain income, i.eCorr(v'e) # 0, then OLS estimates of equation (10) will be

inconsistent. A standard test for endogeneithéedontext of a linear model is known as
the Hausman test. Results of this test are pregdentsection 4.

Two-stage least squares (2SLS) is the standambewetric method for linear
regressions when an explanatory variable is endngenlt is a type of instrumental
variable estimation, where a 'best' instrumenteahtée is obtained by regressing all
exogenous variables and instrumental variableh@ehdogenous variable. This new
instrumental variable, formed by the best fittimghr combination of exogenous and
instrumental variables, takes the place of the gadous variable in a second stage
regression.

For the income model, the 2SLS model takes tHeviihg form:
m=X,_,a,+R_a,+za,+0v, U~ NlD(O,JZI) (12)

11



Y= X+ R Byt Byt e, £ ~NID(0,071). (13)
Equation (12) shows the first stage regressionegjugtion (13) shows the second stage
regression. Note that the first stage produceastrumental variablem, that is most
highly correlated with observed migration, Similar to the poverty modeX;-» is ann
x 10 matrix of explanatory variables that are higestzed to affect income. Variables
include age, age squared, white, male, disabledjedahigh school diploma, college,
and postgraduate. Regional characteristics aendiy the matribR=,, ann x 3 matrix
of regional characteristics thought to have arugriice on income: percentage change in
total wage and salary employment as a measuréafrfpvth, unemployment rates, and

natural amenities.

2.3 Determinants of Migration, Poverty, and Income

Age andage sguared are typically included in migration models. Mitjcen propensity is
nonlinear with respect to age. It peaks duringnie-twenties and declines over time
(Plane 1993). Viewed in light of human capitalahg the expected future net benefits
upon migration are likely to decrease as the p@length of time spent working
decreasesEducation is also likely to affect the migration decisiolligration
propensities increase by education attainment (@veed 1999). Highly educated
workers are more likely to migrate to find jobsttheatch their skill-level. Costa and
Kahn (2000), for example, find that college-edudateuples tend to move to cities to
find work and enjoy cultural amenities. Life-cy@eents, such awarriage anddivorce,
should affect place of residence, as people movesponse to changes in their lives.
While there is little theoretical work in the econigs literature on the effect ofice and
sex on migration, empirical work shows there to beeatifinces in the likelihood of
migrating by race and sex (Wenk and Hardesty 1998pther factor likely to affect the
migration decision is the cost of movindamily size anddistance of move are two
variables that reflect the cost of a move. Lafgerilies and longer distances moved
should increase the costs of moving and therefeceeése the probability of moving, all

else equal. Since the exact residential locasamknown for respondents to the PSID,
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the distance of moving may be estimated from thantyof origin centroid to the
destination county centroiddome ownership is also included as a variable that may
influence the migration decision. Selling a home potential additional cost that may
hinder migration.

Regional characteristics should influence thdliliiked of moving as well. Of
particular interest in this study is how differeade local labor market characteristics
influence the migration behavior of individualsorfexample, if the county of origin has
a highunemployment rate relative to the destination county, then peoplg apushed
out of the county of origin in search of jobs. Hoxgr, unemployment rates do not
account for discouraged or underemployed workersh@yet al. 2005). An alternative
measure igob growth. Migrants and commuters often take the new jalsounties with
positive job growth, which suggests that a positifeerence in the county of origin job
growth rate from the destination county job growdte reflects a pull factor in the
migration decision (Renkow 2003). In additionaadl labor market characteristics,
environmental amenities have been shown to influence migration. The Eoaoo
Research Service of the U.S. Department of Agticalprovides a publicly available
amenity index by county that may be used as araegpbry variable.

Many of the determinants of migration are alse@datnants of income and
poverty status. For example, according to humaitadaheory,education is an
investment that makes the worker more productivetans earn more, all else equal
(Becker 1993). An alternative view is that edumatnay be a signal to employers of a
potential employee's ability (Spence 1973). Bodweg expect a positive relationship
between education and incothéige andage squared, as a proxy for experience in the
labor market, along with education have been shimwnfluence income as well (Mincer
1974). Marriageis a key determinant of income and poverty, reiitecthe potential of
two earners to contribute to household income, evhilargefamily size increases the

cost of living and hence the risk of being po8ex andrace may also affect income and

® psacharopoulos and Patrinos (2004) provide emapiiddence of the returns to education.
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poverty. Local labor market characteristics, sasltheunemployment rate andjob

growth reflect the availability of employment and econoiméalth of a locale.

3. Data

Data for this research comes from five sourceslividual and household characteristics
come from the Panel Study of Income Dynamics (PSADdngitudinal sample of
households in the United States. Confidential gaalgc identifiers obtained from the
PSID indicate the county of residence for each &balsl, which is then used to obtain
county-specific characteristics for each househ@é primary interest in this study are
labor market characteristics and natural amenitiestal employment figures come from
the Bureau of Economic Analysis' Regional Economiormation System (BEA-REIS),
unemployment rates come from the Bureau of Labatis$ics (BLS), and an index of
natural amenities provided by the U.S. Departméwtgpiculture - Economic Research
Service is used to measure the effects of climadet@pography on migration and
economic outcomes.

Since this research is concerned with migratiahegsonomic outcomes, only
those household heads that are working-age, bettmesry-five and sixty-four years of
age, were selected. This choice minimizes tworgiakproblems. First, people younger
than twenty-five years of age are more likely tarbechool or college, perhaps moving
between nonmetropolitan and metropolitan countidsese young people are not likely
to be making location decisions expecting immediatenomic benefits. Second, older
people entering retirement age after sixty-fourase not likely to be making location
decisions based on the expectation of increasicgme or reducing poverty risk.

Figure 1 shows how three periods of rural workagg household heads were
constructed. Each sample is a cross-section d?&1B that includes working-age
(between the ages of 25 and 64 froml tot = 2) household heads who live in
nonmetropolitan counties whérs 1. Sex and race is observed during the firgbgde In
addition, a variable indicating the size of thedbon where the household head grew up

is observed. Other variables, such as age, fasiag; and years of education are
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observed in both the beginning and ending periddsome and a needs threshold
provided by the U.S. Census bureau is used tordaterthe economic outcomes of
interest: income and poverty status. County afle¥ge indicators are observed in all
periods. These indicators help to identify lab@rket characteristics, the FMR index,
and the ERS amenity index for the household headisty of residence. Two additional
variables are constructed from the county idemsffer migrants: the number of years
they have lived in a metropolitan county and thedrdistance travelled from the
centroids of their origin and destination counties.

Rural > Income
m=0 Resident Poverty Risk
t=2 t=2
Rural
Resident
t=1
m=1 Urban > Income
Resident Poverty Risk
t=2 t=2
Figurel

Tables 1 through 6 give summary statistics foraldes used in the empirical
section of this paper for three time periods: 1879985, 1985 to 1991, and 1991 to
1997. Ageis measured at the start and end of each six-yrard Average ages are
roughly 38 years at the beginning of the period 4hgears at the end of the period.
Since each period only includes household headsery year from the beginning of the
period to the end, the vast majority of househ@dds in each period is male. A variable
in the PSID that asks each household head hisraabe is used to create a dummy
variable for white household heads.

The educational attainment of each household lsedetermined from a variable
recording the last grade attained. Indicatoraldds are constructed for those with 11

years or less of educatiokess than high school diploma), 12 years of educatiohigh
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school diploma), 13 years to 16 years of educaticollege), and 17 years or more of
education(postgraduate). Education is observed at the beginning andaéreéich period,
as is marital status, which is used to code arcatdr variable indicating @arried
household head, aridmily size. The family size variable includes the total fon@mof
persons within the family unit. Two additional icgtor variables are measured at the
beginning of each period. The firehme ownership, indicates that the household head
owns his or her home. The secogidw up rural, is used as the instrumental variable in
this research. It takes the value one if the hooisehead grew up on a farm, in a small
town, or in a rural area.

Average total household income is observed abdggnning and end of each
period. Average incomes are roughly $40,000 imeaenple. Poverty rates for each
period are also shown. For each period, househotine at the end of the period is
compared with 150% of the U.S. Census Bureau da@tedmeed for each household to
determine whether or not the household head is. poalbor market characteristics are
captured by the unemployment rate and percentagyggehin total wage and salary
employmentacing each household head in a given year. Awsrafithe unemployment
rate and various periods for which to calculateepetage changes in total employment

are used to capture any persistent labor markeactaaistics.

4. Results

Empirical results from the strategy outlined intg@at 3 follow. The first sets of results
come from probit models of the migration decisioreach period. These models yield
insights about the primary drivers of the decidimfeave a rural county. The second set
of results model the migration decision and povadly, and the third set of results model

migration and income.
4.1 Migration Model

Tables 7, 8 and 9 present models of the decisiteatee a nonmetropolitan county
during three time periods, 1979-1985, 1985-19911841-1997, respectively, by
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household heads between the ages of 25 and 64dhgerentire period. The dependent
variable, migration, is an indicator variable tigagéqual to one if the respondent moved
to a metropolitan county during each six year wdér The first column of results shows
estimated coefficients from the probit model witt@mpanying values. The second
column of results shows estimated marginal effeteach explanatory variable on the
probability of migration with heteroskedasticitybigst standard errors.

Among the statistically significant explanatoryiadles, two family
characteristics are estimated to have an effeth@probability of out-migration. During
the late 1980s, changes in marital status betw88& and 1991 are estimated to have a
positive effect on the probability of migration. akiage or divorce during this time
period increased the probability of migrating b§ gercent relative to household heads
that remained married or single, all else equdiis Effect provides some evidence that
life-cycle changes influence the decision to migraBetween 1991 and 1997, family size
was statistically significant at the 90% confideteeel. Each additional family member
was estimated to decrease the probability of mobing.3 percent, all else equal. This
result also confirms the hypothesis that largeriliamare likely to have a higher cost of
moving and are therefore less likely to do so.

Another variable that may reflect a higher coshtwving is home ownership.
Households that own their homes have made an megstin the communities that they
live in. Homeowners are likely to face higher sost moving relative to renters because
of the need to sell their home and perhaps findva one in the destination location.
Across all three time periods, home ownership hadgative effect on the probability of
nonmetropolitan out-migration. Home ownership dased the probability of out-
migration by 6.5 percent between 1979 and 1985pérdent between 1985 and 1991,
and 5.6 percent between 1991 and 1997.

Perhaps the most interesting findings regardiegeffect of individual and
household characteristics on migration are thectdffef educational attainment. During
the 1980s, educational attainment had highly sizaity significant effects on migration.
For the 1979 to 1985 time period, the marginalafté a high school diploma was
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estimated to be 0.049 and, for some college otlageodegree, 0.103. All household
heads with postgraduate education during this gerimrated to metropolitan counties.
For the 1985 to 1991 period, the marginal effe€® loigh school diploma, college and
postgraduate education on the probability of migratvere estimated to be 0.037, 0.141
and 0.231. While the effect of a high school diptodecreased during the late 1980s
relative to the early 1980s, the effect of a calegucation increased. In contrast,
educational attainment during the 1990s seemswye had little to no effect on the
probability of migrating.

Finally, the instrumental variable indicating wihet or not the household head
grew up in a rural area is statistically signifitabthe 90% level in the 1979 to 1985
period and the 1991 to 1997 period and at the 44l in the 1985 to 1991 period. All
three estimated coefficients are negative in sigicating that growing up in a rural area
decreases the probability of moving to a metropolitounty by roughly 3 percent in
every period, all else equal.

Three key regional characteristics are considerélis study. Two variables
reflect characteristics of local labor marketspgeptial driver of the migration decision.
The first of these variables is the percentage ghamtotal wage and salary employment
in the county of origin. The second labor marlkatiable is average unemployment in
the county of origin. Values from an index of matlamenities by county are also
included as an explanatory variable to measureffieets of the landscape and climate
on the migration decision.

During the early 1980s, the measured charactesisfiplace appeared to have
little statistically significant effect on the prability of migrating. In contrast, during the
late 1980s, labor market characteristics playenimgoortant role in determining the
probability of nonmetropolitan out-migration. Hal®ld heads who resided in counties
with high unemployment rates were estimated to beertikely to move to a
metropolitan county. Higher unemployment ratesdat® that a particular county has an
excess supply of labor. It is not surprising, therfind that household heads would

leave to find employment elsewhere. What is sanpgi, however, is that during this
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same time period household heads from countieshigfitier percentage changes in total
employmentlso had a higher probability of out-migration, allelsqual. Higher growth
in employment should reflect labor markets withghtdemand for labor. Presumably,
people from these counties should not have to leafiad employment. During the
1990s, the effects of these labor market charatiesilose their explanatory power as in
the early 1980s.

Natural amenities were estimated to have a pes#nd statistically significant
effect on the probability of migrating to a metréifam area only in the 1990s. An
increase in the natural amenities index by 1.0 @glisnated to increase the probability of
migrating to a metropolitan county by 1.3 percalitelse equal. Since natural amenities
are assumed to be positively related to utilitys surprising to find that people living in
high amenity nonmetropolitan counties were morel\iko leave for metropolitan

counties during the 1990s.

4.2 Migration and Poverty Results
Tables 10 through 12 present the migration and pppbévariate probit models. Many of
the individual and household determinants take ebgokesigns in the estimated models.
Race, accounted for by the 'white' indicator vdaaimdicates a strong and statistically
significant effect for white household heads ongrou Being white reduced the
probability of being poor by roughly 22 percentggénts in the 1979 to 1985 period, 24
percentage points in the 1985 to 1991 period, 2pe2centage points in the 1991 to
1997 period, all else equal. Being a male housthead was estimated to have a
statistically significant effect on poverty in th885 to 1991 and 1991 to 1997 periods,
all else equal, reducing the probability of beimgpby 17 and 11 percentage points,
respectively.

Disability was estimated to increase the probigbdf being poor in all three
periods. Being disabled was estimated to incrédaserobability of poverty by 16, 7 and
14 percentage points in the 1979 to 1985, 198®%d and 1991 to 1997 periods,

respectively. The traditional empirical findingattmarital status is negatively related to
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poverty risk is also found in this study. Havingrarried household head was estimated
to reduce the probability of being poor by 10 patage points in the 1979 to 1985
period, 10 percentage points in the 1985 to 19%ibgeand 7 percentage points in the
1991 to 1997 period, all else equal.

Education was estimated to have a strong effeceducing the probability of
being poor. Having a high school diploma, soméegel or college degree, and
postgraduate education were estimated to redugerdiability of being poor by 15, 23
and 21 percentage points, respectively, in the 1872985 period. However, these
effects were estimated to be lower in other timegols. In the 1985 to 1991 period, for
example, the effects of schooling decreased t@44and 20, all else equal. The 1991 to
1997 period showed the lowest estimated effectgstofih school diploma, some college
or college degree, and postgraduate educationseTlegels of schooling were estimated
to decrease the probability of being poor by 6até 14 percentage points, all else equal.

There is sufficient empirical evidence for an effef out-migration only in the
1979 to 1985 period. The effect of migration wasneated to be equal to 0.163 in this
period, indicating that all else equal, migrating of a nonmetropolitan county to a
metropolitan county increased the probability ahgepoor by 16 percentage points.

Among all three periods, labor market charactessteem to play a role only in
the 1979 to 1985 period. In this period, an insesia the percentage change in total
employment from 1984 to 1985 by one percentagetpeduced the probability of being
poor in 1985 by 1.7 percentage points, all elseakqg8imilarly, an increase in the
average unemployment rate between 1983 and 198&dpercentage point increased
the probability of being poor in 1985 by 0.4 petege points, all else equal. Labor
market variables in the 1985 to 1991 and 1991 ¥ I#riods did not carry sufficient
statistical evidence to indicate that they weréedént from zero. This was also true for
all three time periods with respect to natural aitiesn

Finding good instrumental variables is a diffiqalsk. The two conditions for
good instrumental variables are as follows. Ftrst,proposed instrumental variable

must be correlated with the suspected endogenqlaretory variable. Some evidence
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for this criterion comes from the migration modék instrumental variable should be
statistically significant. Second, this instrurredntariable must also be uncorrelated with
the error term in the poverty model.

Table 13 shows the estimated coefficients andcast®alp values of the proposed
instrumental variables in the probit poverty modéb satisfy the second condition of a
well-performing instrumental variable, these resshould indicate that the proposed
instrumental variable is not a statistically sigraht determinant of poverty. This
criterion was met for every period, with varyinggdees of confidence. The instrumental
variablegrew up in a city is the weakest case, witlpavalue of 0.148 in the poverty
model

Estimation of a bivariate probit model providegsaful tool for testing the
endogeneity of an explanatory variable. In thepss of estimating the coefficients
associated with each explanatory variable, the mai-likelihood estimation method
also estimates the correlation coefficient betwibenerror terms in the two equations.
For example, in this research, estimation of thgration and poverty probit models
simultaneously yields an estimateppofa measure of the correlation between the error
terms in the migration and poverty models. If ratgin is endogenous with poverty,
thenp # 0. If migration is not endogenous with poverhgeny = 0 and the two models
may be estimated separately without the use ofistnumental variable.

Table 14 shows estimatesofor the poverty model in each period.
Accompanying these estimatespadire the associated robust standard errors. Ttie ne
column presents Wald statistics with associgtedlues to test the null hypothesis that
= 0. There are two instances where the null hygmthis rejected in favor of the
alternative at the 90% level of confidence. In18&9 to 1985 period, migration appears
to be endogenous with poverty. For the instandesr@migration is not determined to
be endogenous with poverty, both the bivariate iprobdel and separate estimations of
the migration decision and poverty via an ordinangbit model will yield consistent

estimates.
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4.3 Migration and Income Results

Tables 15 through 17 present the income modelsayMéthe individual and household
characteristics in the second stage income modeis éxpected signs and are
statistically significant. As theory would suggesge, acting as a proxy for experience in
the labor market, has a positive effect on totaldetold income in two of three periods
(Mincer 1974). This positive effect is temperedabyegative age squared effect,
implying that the positive effect of age on incodezreases in magnitude over time. The
effect of age increases between the 1979 to 19886cband the 1985 to 1991 period. In
the 1991 to 1997 period, age and age squared hawgpposite signs that theory
suggests, although these coefficients are not dééonee significantly different from

zero at the 90% level of confidence.

Race has a statistically significant effect orome. The marginal effect of being
white or Caucasian was roughly equal to $8,172én1979 to 1985 period, $10,103 in
the 1985 to 1991 period, and $13,026 in the 19908Y period. This may reflect
discrimination in the labor market against houseél@ads of other races or ethnicities
(Schiller 2004, pp. 190-207). Disability also waand to decrease income. All else
equal, household heads who are disabled had muar locomes. For example, being
disabled in the 1979 to 1985 period reduced incbyn®10,772. This effect was reduced
in the 1985 to 1991 period to $6,740, but incredeekll 3,619 in the 1991 to 1997
period. Perhaps reflecting the possibility of ddidonal earner, household heads that
were married had significantly higher incomes. édle equal, marriage increased
income by $18,356, $16,114, and $19,703, for eaciog, chronologically. Sex was
only statistically significant in the second periddale household heads in the 1985 to
1991 period earned roughly $8,000 more than feimalsehold heads, all else equal.

The effect of human capital, reflected by educsti@ttainment in all three
periods had expected effects. In economic thesatycation is theorized as an
investment that either increases productivity (Bed093), acts as a signal in the labor
market of ability (Spence 1973), or both. In congxn to the reference group,

household heads without a high school diploma,ahagh a high school diploma, some
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college or college degree, or postgraduate edugaiad substantially higher incomes, all
else equal. Having some college education orlag®ldegree in the 1979 to 1985
sample was the exception to the rule. In that,dhgeeffect was not statistically different
from zero at the 90% confidence level. The eftda high school diploma, all else
being equal, was estimated to be $7,747 in the 197985 period, $6,474 in the 1985 to
1991 period, and $9,125 in the 1991 to 1997 perPastgraduate education was
estimated to have very large effects on total hioolseincome. All else equal, the
marginal effect of postgraduate education on todaisehold income was estimated at
$20,076, $38,117 and $40,864, chronologically.

Of central interest in this study is the effectlud migration decision on income.

If the instrumental variables selected in the fatsige of estimation are good instrumental
variables, then the estimated effect of migrationr@ome should be unbiased. In all
three periods, the estimated coefficients for ntigrehave associatqevalues that

indicate that if the instrumental variables seld@ge working properly, then the decision
to migrate from a nonmetropolitan county to a mgdlitan county has no discernable
effect on income.

Regional characteristics included as explanatariables in the 2SLS income
models percentage changes in total wage and saigioyment, county unemployment
rates averaged over time, and natural ameniti&sin the poverty models, the particular
length of time chosen for the employment and unegrpent figures are based on which
combination provides the best fit, measured bystdjiR®>. Percentage changes in total
wage and salary employment and unemployment rades fwund to be statistically
insignificant in all three periods.

Natural amenities were estimated to have sorpeatory power in the 1979 to
1985 period. In this period, an increase in then@ amenities scale by one was
estimated to decrease income by $1,577, all elgaledn contrast, the natural amenities
scale was estimated to be statistically insignifiaa the 1985 to 1991 and the 1991 to
1997 periods.
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Establishing the validity of instrumental variablgsed in a 2SLS model is a
difficult task (Murray 2006). There is no singtfinitive approach to establish the
validity of an instrumental variable. However addition to arguments based on
economic theory and intuition, there are some wiaysmpirically assess the suitability of
proposed instrumental variables.

Similar to the case with the poverty models, ther& least one instrumental
variable in each period that is statistically sfgraint in the migration model. Empirical
evidence relating to the second condition, thaink#umental variable be uncorrelated
with the error term, is provided by including thetgntial instrumental variables in the
income equation. Table 18 provides these estin@iefficients and associatpdsalues.
Note that each instrumental variable is statidifdakignificant in each income equation
by period at the 90% level of confidence.

More evidence is provided by way of a popular teshe applied economics
literature. Tests of over-identifying restrictimgtributed to Sargan (1958), tests
whether any of the proposed instrumental variabtesnvalid, while assuming that at
least one of the instrumental variables used isl talidentify the second stage equation
exactly. This test is well-suited for a plethofgpooposed instrumental variables with
varying degrees of validity, since each additianatrumental variable yields an
additional over-identifying restriction that in tureduces the increase in standard errors
that comes from using a two-stage approach versuggée equation (Murphy 2006).

The Sargan test statistic is equahBS, whereR? comes from a regression of the 2SLS
residuals on all the proposed instrumental vargblefollows a chi-squared distribution
with degrees of freedom equal to the degree of-memtification. The null hypothesis is
that at least one of the instrumental variablesigl. Table 19 presents values of the
Sargan statistic for each period. In all casesetigenot sufficient evidence to reject the
null hypothesis that at least one of the instrumlevdriables used in each model is valid.

The 2SLS models may also be used to test forxbgemeity of the migration
decision with respect to income. Results for theldih-Wu-Hausman test are shown in
the last column of Table 5.15 for the income moddtsthe 1979 to 1985 period, the
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income model shows a statistically significant ealar the Durbin-Wu-Hausman test
statistic at the 90% level of confidence. The myjbothesis is rejected in favor of the
alternative in this case, indicating that thersuficient statistical evidence that the
observed migration decision in this period is eragags with income. In contrast, both
income models for the 1985 to 1991 and 1991 to J®#9ibds have statistically
insignificant values for the Durbin-Wu-Hausman teshis implies that the differences
between the 2SLS and OLS estimates are not signtficdifferent from zero. In these
cases, the observed migration decision does na&aapp be endogenous with income.

5. Conclusions and Implications

Migration is complex — an individual or househoktsion made with many factors at
play. The empirical research on the causes ofatar has, on balance, found evidence
that economic incentives play a role in determiniiigere people move from and to. In
the cases where the link between migration andauanincentives is weak or
nonexistent, it is not clear whether this lack wfience reflects reality, or rather reflects
the limitations of the data and/or methods use@é@wood 1997). This study has
attempted to use a national sample of rural petopteaw broad conclusions about the
forces that push and pull people from rural to arbammunities and what effects this
move might have on poverty and income while cohtrgifor all other relevant or
observable factors.

In terms of data limitations, it will be importatat check these findings using a
similar method with another longitudinal data setrsas NLSY79. In a study that
included estimating the effects of rural out-migrat Glaeser and Maré (2001) compare
estimates from the PSID and NLYS79. Estimates ftioenPSID are smaller in
magnitude and have less statistical significanae th NLSY79. Combined with
Fisher's (2007) finding of little to no effect afral out-migration using PSID data, it will
be necessary to determine whether the resultsmiszbbere are robust to data source.

Turning to the empirical results, there are sooramon themes in all three

periods. First, it is clear that educational attaent plays a critical role in determining
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whether or not a working-age rural household he#éicstay or leave their rural
community. This may be due to expected highermstto educational attainment in
urban areas and related to the lack of jobs th&tmtae skills of those with college or
postgraduate education (Domina 2006, Borjas, Bsraard Trejo 1992). Second,
another strong determinant of rural to urban migrais home ownership. In all three
periods, household heads who owned their home meach more likely to stay in rural
communities. This is a finding that warrants fertstudy. Is the promotion of rural
home ownership a way to prevent out-migration fromal communities? Third,
although the effects of labor markets on migrabehavior were estimated to be weak
and nonexistent in some cases, economic theorglledicates that labor market
characteristics should matter. The mixed evidéogad in this study with respect to
labor market characteristics may be due to a laghkexision, i.e., finding the relevant
point in time in which to measure labor market elcteristics for each individual.

Turning next to the income results, many explaryatariables had the expected
sign and significance. Educational attainmenparticular, was a strong determinant of
income. Perhaps the most striking finding was, thidelse equal, migration out of a
rural area had no discernable effect on incomeedd, the evidence found in this study
suggests that observed migration was exogenousmneitime in all three periods. During
this time it appears that the most powerful prexticf one's household income was the
level of one's human capital, regardless of wheae ¢apital was used.

For poverty risk, educational attainment was yeatim a key factor. Household
heads with higher levels of educational attainnfet significantly lower risk of being
poor, all else equal. The relationship betweealromt-migration and poverty was less
straightforward. Migration was tested to be endoges with poverty in one period only:
1979 to 1985. In this period, rural out-migratiooreased the probability of being poor.
In the more recent periods, rural out-migration hadliscernable effect on the
probability of being poor, mirroring income. ClBattime is critically important when
evaluating the efficacy of rural out-migration. ditional analysis of the underlying

trends in the rural economy during this period wddog fruitful.
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Table 1. Descriptive Statistics, 1979 to 1985 Period (1 of 2)

Mean or Sd. Dev.
Variable Frequency Min Max
Age (1979) 38.31 10.10 25 59
Age (1985) 44.32 10.09 25 64
Male (%) 86.54 0 1
White (%) 73.21 0 1
Education (1979, %)
Less than High School Diploma 38.29 0 1
High School Diploma 35.34 0 1
College 26.37 0 1
Postgraduate 0 0 0
Education (1985, %)
Less than High School Diploma 36.47 0 1
High School Diploma 33.66 0 1
College 22.72 0 1
Postgraduate 7.15 0 1
Married (1979, %) 78.12 0 1
Married (1985, %) 75.60 0 1
Family Size (1979) 3.56 1 12
Family Size (1985) 3.29 1 9
Home Ownership (1979, %) 69.56 0 1
Grew Up Rural (1979) 51.61 0 1
Income (1979, 1997 3$) 44,860.12 31,993.05 221  IA00
Income (1985, 1997 $) 42,337.12 31,715.51 1.49 232410
Poor (1985, %) 23.98 0 1
Migrants (1979 to 1985, %) 8.27 0 1
Source: Panel Study of Income Dynamics
Table 2. Descriptive Statistics, 1979 to 1985 Period (2 of 2)
Mean or
Variable Freguency Sd. Dev. Min Max
Unemployment Rate 1979 6.09 2.25 1.3 14.90
Average 1977 to 1979 6.18 2.21 1.57 20.60
Average 1974 to 1979
Unemployment Rate 1985 8.57 3.20 2.10 20.60
Average 1983 to 1985 9.40 3.35 2.27 23.73
Average 1980 to 1985 9.27 3.11 2.50 19.82
% Chg Employment 1978 - 79 2.80 3.76 -12.28 47.54
% Chg 1977 to 1979 6.78 6.37 -12.67 75.66
% Chg 1974 to 1979 14.11 11.73 -25.86 92.65
% Chg Employment 1984 - 85 0.98 3.69 -22.15 15.09
% Chg 1983 to 1985 4.59 6.61 -23.17 33.47
% Chg 1980 to 1985 3.01 9.43 -49.74 35.40

Source: Panel Study of Income Dynamics
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Table 3. Descriptive Statistics, 1985to 1991 Period (1 of 2)

Mean or Sd. Dev.
Variable Freguency Min Max
Age (1985) 38.35 9.34 25 58
Age (1991) 44.36 9.40 30 64
Male (%) 84.72 0 1
White (%) 69.96 0 1
Education (1985, %)
Less than High School Diploma 29.40 0 1
High School Diploma 38.25 0 1
College 24.78 0 1
Postgraduate 7.57 0 1
Education (1991, %)
Less than High School Diploma 29.40 0 1
High School Diploma 38.25 0 1
College 24.78 0 1
Postgraduate 7.57 0 1
Married (1985, %) 72.02 0 1
Married (1991, %) 72.14 0 1
Family Size (1985) 3.32 1.49 1 9
Family Size (1991) 3.19 1.49 1 11
Home Ownership (1985, %) 66.75 0 1
Grew Up Rural (1985) 45.83 0 1
Income (1985, 1997 $) 40,158.26 28,286.90 1.49 222410
Income (1991, 1997 $) 43,565.43 33,014.39 1.18 73280
Poor (1991, %) 23.62 0 1
Migrants (1985 to 1991, %) 6.93 0 1
Source: Panel Study of Income Dynamics
Table 4. Descriptive Statistics, 1985 to 1991 Period (2 of 2)
Mean or
Variable Frequency Sd. Dev. Min Max
Unemployment Rate 1985 8.74 3.38 2.80 34
Average 1983 to 1985 9.61 3.52 3.13 34.87
Average 1980 to 1985 9.43 3.24 2.63 30.52
Unemployment Rate 1991 7.34 2.74 15 26.10
Average 1989 to 1991 6.56 2.47 1.63 24.57
Average 1986 to 1991 7.01 2.75 2.47 23.37
% Chg Employment 1984 — 85 0.60 3.53 -22.15 17.72
% Chg 1983 to 1985 4.01 6.02 -23.17 33.47
% Chg 1980 to 1985 2.75 9.95 -49.74 42.17
% Chg Employment 1990 — 91 -0.29 3.48 -13.23 17.32
% Chg 1989 to 1991 1.78 4.94 -10.96 31.92
% Chg 1986 to 1991 9.74 9.90 -12.07 60.81

Source: Panel Study of Income Dynamics
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Table 5. Descriptive Statistics, 1991 to 1997 Period (1 of 2)

Mean or Sd. Dev.
Variable Freguency Min Max
Age (1991) 38.79 8.90 25 59
Age (1997) 44.64 8.86 29 64
Male (%) 87.27 0 1
White (%) 79.46 0 1
Education (1991, %)
Less than High School Diploma 17.83 0 1
High School Diploma 46.69 0 1
College 29.03 0 1
Postgraduate 6.45 0 1
Education (1997, %)
Less than High School Diploma 18.00 0 1
High School Diploma 46.18 0 1
College 29.37 0 1
Postgraduate 6.45 0 1
Married (1991, %) 73.68 0 1
Married (1997, %) 72.33 0 1
Family Size (1991) 3.28 1.42 1 9
Family Size (1997) 3.07 1.44 1 9
Home Ownership (1991, %) 71.31 0 1
Grew Up Rural (1991) 38.71 0 1
Income (1991, 1997 $) 44,473.89 32,096.99 1.18 73280
Income (1997, 1997 $) 46,742.85 50,226.47 0 1,@m,0
Poor (1997, %) 17.15 0 1
Migrants (1991 to 1997, %) 6.96 0 1
Source: Panel Study of Income Dynamics
Table 6. Descriptive Statistics, 1991 to 1997 Period (2 of 2)
Mean or
Variable Frequency Sd. Dev. Min Max
Unemployment Rate in 1991 7.42 2.73 15 16.5
Average 1989 to 1991 6.70 2.42 1.63 16.53
Average 1986 to 1991 7.11 2.61 2.47 19.18
Unemployment Rate in 1997 5.47 2.65 1.7 13.8
Average 1995 to 1997 5.73 2.62 1.67 14.5
Average 1992 to 1997 6.25 2.58 1.73 15.23
% Chg Employment 1990 — 91 -0.29 3.30 -13.23 11.72
% Chg 1989 to 1991 1.48 4.86 -10.52 25.84
% Chg 1986 to 1991 9.46 10.22 -19.21 65.87
% Chg Employment 1996 — 97 1.24 2.45 -4.57 11.33
% Chg 1995 to 1997 2.44 4.36 -9.84 18.41
% Chg 1992 to 1997 11.71 10.16 -18.76 66.16

Source: Panel Study of Income Dynamics
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Table 7. Probit Migration Model Results; 1979-1985

Variable? Est. Coefficient (p-value) Marg. Effect (SE.)*
Age 0.031 (0.679) 0.004 (0.009)
Age Squared -0.001 (0.562) -0.000 (0.000)
White 0.171 (0.398) 0.019 (0.021)
Male -0.077 (0.810) -0.010 (0.042)
Family Size 0.081 (0.178) 0.010 (0.007)
Married -0.005 (0.987) -0.006 (0.035)

Change Marital Status
Home Owner

High School Diploma
College

Postgraduafe

Grew Up Rural
Natural Amenities

% A in Total Employment,

1977 to 1979

Average Unemployment Rate,

1977 to 1979
Constant

0.290 (0.203)
-0.472 (0.006)
0.372 (0.081)
0.672 (0.003)

-0.272 (0.072)
0.035 (0.300)

0.013 (0.138)

0.041 (0.231)

-2.428 (0.087)

0.042 (0.039)
-0.065 (0.027)
0.049 (0.030)
0.103 (0.042)

-0.033 (0.019)
0.004 (0.004)

0.002 (0.001)

0.005 (0.004)

Source: Panel Study of Income Dynamics

Notes:

'Period includes 713 working-age (25 - 64) househelalds that lived in a nonmetropolitan county in

1979. The pseud@’ for this model is 0.11 and the Wald statisticytra) is 45.66.

“All variables excepthange marital status are observed in 1979. The variabtenge marital status takes
the value 1 if the household head was married,rdea or separated between 1979 and 1985.
*Marginal effects (Marg. Effect) are calculated ag/@x)/ Pr(Migration), where for indicator variables
dy/dx is for a discrete change from 0 to 1. Stadi@arors (S.E.) are Huber-White heteroskedasticity

robust.

“Postgraduate education perfectly predicts migratichis sample and is therefore dropped as an

explanatory variable.

*Total wage and salary employment
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Table 8. Probit Migration Model Results: 1985 - 1991*

Variable? Est. Coefficient (p-value) Marg. Effect (SE.)*
Age 0.010 (0.910) 0.001 (0.007)
Age Squared -0.000 (0.959) -0.000 (0.000)
White 0.040 (0.825) 0.003 (0.014)
Male 0.150 (0.594) 0.011 (0.019)
Family Size 0.005 (0.948) 0.000 (0.006)
Married -0.355 (0.185) -0.036 (0.030)

Change Marital Status
Home Owner

High School Diploma
College

Postgraduate

Grew Up Rural
Natural Amenities

% A in Total Employment,

1983 to 1985

Average Unemployment Rate,

1984 to 1985
Constant

0.419 (0.060)
-0.551 (0.001)
0.409 (0.097)
1.054 (0.000)

1.236 (0.000)
-0.379 (0.035)
0.012 (0.763)

0.026 (0.070)

0.049 (0.037)

-2.522 (0.129)

0.046 (0.031)
-0.054 (0.020)
0.037 (0.025)
0.141 (0.045)

0.231 (0.082)
-0.030 (0.014)
0.001 (0.003)

0.002 (0.001)

0.004 (0.002)

Source: Panel Study of Income Dynamics

Notes:

'Period includes 779 working-age (25 - 64) househelalds that lived in a nonmetropolitan county in

1985. The pseud@’ for this model is 0.19 and the Wald statisticytrs) is 68.03.

“All variables excepthange marital status are observed in 1985. The variabtenge marital status takes
the value 1 if the household head was married,rdeaor separated between 1985 and 1991.
*Marginal effects (Marg. Effect) are calculated ag/@x)/ Pr(Migration), where for indicator variables
dy/dx is for a discrete change from 0 to 1. Stadi@arors (S.E.) are Huber-White heteroskedasticity

robust.

“Total wage and salary employment
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Table 9. Probit Migration Model Results: 1991-1997*

Variable? Est. Coefficient (p-value) Marg. Effect (SE.)*
Age -0.095 (0.237) -0.010 (0.008)
Age Squared 0.001 (0.231) 0.000 (0.000)
White 0.162 (0.524) 0.015 (0.022)
Male 0.133 (0.688) 0.012 (0.029)
Family Size -0.124 (0.091) -0.013 (0.008)
Married 0.108 (0.692) 0.011 (0.025)

Change Marital Status
Home Owner

High School Diploma
College

Postgraduate

Grew Up Rural
Natural Amenities

% A in Total Employment,

1989 to 1991

Average Unemployment Rate,

1989 to 1991
Constant

0.166 (0.538)
-0.461 (0.018)
-0.027 (0.912)
0.121 (0.646)
-0.097 (0.814)
-0.317 (0.098)
0.128 (0.000)

0.011 (0.466)

-0.013 (0.667)

0.771 (0.632)

0.019 (0.034)
-0.056 (0.027)
-0.003 (0.025)
0.013 (0.029)

-0.009 (0.037)
-0.031 (0.018)
0.013 (0.003)

0.001 (0.002)

-0.001 (0.003)

Source: Panel Study of Income Dynamics

Notes:

'Period includes 589 working-age (25 - 64) househelalds that lived in a nonmetropolitan county in
1991. The pseud@’ for this model is 0.13 and the Wald statisticytrs) is 41.09.

“All variables excepthange marital status are observed in 1991. The variabtenge marital status takes
the value 1 if the household head was married,rdeaor separated between 1991 and 1997.
*Marginal effects (Marg. Effect) are calculated ag/@x)/ Pr(Migration), where for indicator variables
dy/dx is for a discrete change from 0 to 1. Stadi@arors (S.E.) are Huber-White heteroskedasticity

robust.

“Total wage and salary employment
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Table 10. Bivariate Probit Model of Poverty: 1979-1985"

Migration Poverty
' Est. Coeff. Est. Coeff. M.E

Variable? (p-value)® (p-value)® '
Age 0.039 (0.571) -0.073 (0.262) -0.021
Age Squared -0.001 (0.463) 0.001 (0.244) 0.000
White 0.278 (0.167) -0.686 (0.000) -0.219
Male 0.003 (0.991) -0.214 (0.295) -0.065
Family Size 0.116 (0.036)
Disabled 0.512 (0.000) 0.163
Married -0.096 (0.699) -0.316 (0.053) -0.096
Change Marital Status 0.320 (0.116)
Home Owner -0.486 (0.002)
High School Diploma 0.374 (0.065) -0.569 (0.000) 150
College 0.630 (0.003) -1.058 (0.000) -0.232
Postgraduate -1.176 (0.000) -0.205
Natural Amenities 0.039 (0.215) -0.006 (0.815) 0.0
e I
7 e Eployment, -0.059 (0.000) 10.017
Average Unemployment

Ratg, 1977 t(l)o 13/79 0.034 (0.287)
Average Unemployment

Ratg’ 1983 16 1085 0.015 (0.401) 0.004

Constant  -2718(0053)  1870(0223) -

Grew Up Rural -0.292 (0.030)
Migration 2.144 (0.002) 0.715

Source: Panel Study of Income Dynamics

Notes:

Period includes 713 working-age (25 - 64) househelalds that lived in a nonmetropolitan county in
1979. The Wald statistic for this modekts) is 236.40. The log pseudo-likelihood is equai®5.07.

Correlation between the poverty and migration medekstimated to he=

standard error equal to 0.23.

-0.83, with robust

2All explanatory variables in the migration modetepgtchanged marital status are measured in 1979.

All explanatory variables in the poverty model areasured in 1985.
*This model is estimated with Huber-White heterosiasticity-robust standard errors.
“Total wage and salary employment
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Table 11. Bivariate Probit Model of Poverty: 1985-1991*

Migration Poverty
‘ Est. Coeff. Est. Coeff. M.E
Variable? (p-value)® (p-value)® '
Age -0.014 (0.876) -0.089 (0.150) -0.023
Age Squared 0.000 (0.799) 0.001 (0.174) 0.000
White 0.102 (0.581) -0.797 (0.000) -0.235
Male 0.288 (0.297) -0.568 (0.003) -0.173
Family Size 0.045 (0.543)
Disabled 0.255 (0.069) 0.071
Married -0.483 (0.053) -0.364 (0.026) -0.102
Change Marital Status 0.356 (0.104)
Home Owner -0.601 (0.001)
High School Diploma 0.405 (0.097) -0.588 (0.000) 140
College 1.017 (0.000) -1.220 (0.000) -0.235
Postgraduate 1.212 (0.000) -1.588 (0.000) -0.203
Natural Amenities 0.006 (0.868) 0.018 (0.543) 0.005
7 e o e ployment, -0.005 (0.396) 10.001
Average Unemployment
Ratg, 1984 t(l)o 13/85 0.053 (0.025)
Unemployment Rate, 1991 -0.027 (0.258) -0.007
Constant -2.538 (0.131) 3.261 (0.024)
‘GrewUpcCity 0.713(0.000) - —
Migration 1.167 (0.165) 0.407

Source: Panel Study of Income Dynamics

Notes:

!Period includes 779 working-age (25 - 64) househelalds that lived in a nonmetropolitan county in
1985. The Wald statistic for this mode)tss) is 278.83. The log pseudo-likelihood is equa463.05.
Correlation between the poverty and migration medekstimated to be=  -0.534, with robust
standard error equal to 0.480.

%All explanatory variables in the migration modeteptchanged marital status are measured in 1985.
All explanatory variables in the poverty model areasured in 1991.

*This model is estimated with Huber-White heterosileticity-robust standard errors.

“Total wage and salary employment

34



Table 12. Bivariate Probit Model of Poverty: 1991-1997*

Migration Poverty
‘ Est. Coeff. Est. Coeff. M.E

Variable? (p-value)® (p-value)® '
Age -0.095 (0.222) -0.056 (0.516) -0.012
Age Squared 0.001 (0.244) 0.000 (0.613) 0.000
White 0.100 (0.750) -0.818 (0.007) -0.222
Male 0.117 (0.714) -0.425 (0.061) -0.107
Family Size -0.167 (0.032)
Disabled 0.543 (0.047) 0.141
Married 0.071 (0.812) -0.315 (0.065) -0.073
Change Marital Status 0.262 (0.347)
Home Owner -0.179 (0.772)
High School Diploma -0.098 (0.704) -0.290 (0.077) 0.062
College 0.008 (0.982) -0.929 (0.026) -0.162
Postgraduate -0.193 (0.691) -1.236 (0.025) -0.139
Natural Amenities 0.128 (0.000) 0.067 (0.256) 0.014
T I
7 oy oo ployment, 10.011 (0.177) -0.002
Average Unemployment

Ratg, 1989 t(l)o 13/91 -0.016 (0.597)
Average Unemployment

Ratg, 1996 t(l)o 13/97 -0.039 (0.258) -0.008

LConstant ... 1033(0538)  2528(0.170) .

Grew Up Rural -0.344 (0.066)
Migration -1.566 (0.193) -0.153

Source: Panel Study of Income Dynamics

Notes:

Period includes 589 working-age (25 - 64) househelalds that lived in a nonmetropolitan county in
1991. The Wald statistic for this modek{ss) is 183.72. The log pseudo-likelihood is equal383.65.
Correlation between the poverty and migration medekstimated to he=  0.726, with robust
standard error equal to 0.739.

2All explanatory variables in the migration modetepgtchanged marital status are measured in 1991.
All explanatory variables in the poverty model areasured in 1997.

*This model is estimated with Huber-White heterosiasticity-robust standard errors.

“Total wage and salary employment
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Table 13. Instrumental Variablesin the Poverty Models

Poverty
Est. Coeff. (p-value)

Period: 1979 — 1985

Grew Up Rural 0.028 (0.817)
Period: 1985 — 1991

Grew Up City 0.285 (0.148)
Period: 1991 — 1997

Grew Up Rural 0.043 (0.777)

Table 14. Test of Exogeneity

Est. Correlation Wald Satistic

Coefficient (SE.) (p-value)
Poverty
1979 — 1985 -0.826 (0.227) 2.704 (0.100)
1985 - 1991 -0.535 (0.342) 1.548 (0.213)

1991 — 1997 0.726 (0.739) 0.346 (0.556)
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Table 15. 2SL S Real Income Model: 1979-1985*

Sage I: Migration

Sage ll: Income

Variabl€? Est. Coeff. (p-value)® Est. Coeff. (p-value) ®
Age -0.002 (0.858) 3,681.00 (0.003)
Age Squared 0.000 (0.983) -37.56 (0.004)
White 0.005 (0.843) 8,172.15 (0.001)
Male -0.014 (0.714) 5,535.47 (0.190)
Married -0.003 (0.918) 18,357.66 (0.000)
Disabled 0.023 (0.372) -10,771.99 (0.000)
High School Diploma 0.043 (0.095) 7,746.66 (0.030)
College 0.096 (0.001) 9,093.18 (0.130)
Postgraduate 0.174 (0.000) 20,075.85 (0.035)
Grew Up

Rural 0.077 (0.245)

Small Town, Suburb 0.092 (0.162)

City 0.132 (0.065)
Natural Amenities 0.010 (0.036) -1,577.01 (0.053)

% A in Total Employment,
1983 to 1985

Average Unemployment Rate,
1977 to 1979

0.006 (0.000)

0.011 (0.064)

Unemployment Rate, 1985 -0.014 (0.000)
Constant 0.066 (0.803)
Migration

-1.017 (0.998)

761.47 @).18
-83,670.17 (0.005)

58,241.02 (0.190)

Source: Panel Study of Income Dynamics
Notes:

'Period includes 713 working-age (25 - 64) househelalds that lived in a nonmetropolitan county in
1979. The adjustelf for this model is 0.12 and th&s eosStatistic is 6.91. Income is in 1997 dollars.

ZAll variables are observed in 1979.
3Standard errors (S.E.) are Huber-White heteroskieitgsrobust.
“Total wage and salary employment
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Table 16. 2SL S Real Income Model;: 1985-1991*

Variable?

Sage I: Migration
Est. Coeff. (p-value)®

Sage Il Real Income
Est. Coeff. (p-value)®

Age

Age Squared

White

Male

Married

Disabled

High School Diploma
College
Postgraduate

Grew Up
Rural
Small Town, Suburb

Natural Amenities

% A in Total Employment,

1990 to 1991

Unemployment Rate, 1991

Constant

-0.006 (0.523)
0.000 (0.589)
-0.012 (0.575)
0.041 (0.218)
-0.081 (0.002)
-0.034 (0.133)
0.007 (0.757)
0.083 (0.002)
0.132 (0.000)

-0.153 (0.000)
-0.130 (0.000)

0.007 (0.137)
-0.003 (0.207)

-0.011 (0.000)
0.445 (0.055)

4,264.83 (0.000)
-43.18 (0.000)
10,103.25 (0.000)
7,954.10 (0.006)
16,113.90 (0.000)
-6,740.01 (0.004)
6,473.94 (0.002)
23,132.30 (0.000)
38,117.42 (0.000)

-344.67 (0.510)
472.78 (0.106)

780.81 @).12
-97,379.99 (0.000)

Migration

-4,694.34 (0.828)

Source: Panel Study of Income Dynamics

Notes:

Period includes 779 working-age (25 - 64) househellds that lived in a nonmetropolitan county in
1985. The adjustela2 for this model is 0.09 and thg,, e4Statistic is 6.67. Income is in 1997 dollars.

2All variables are observed in 1985.

3Standard errors (S.E.) are Huber-White heteroskieitgsrobust.

“Total wage and salary employment
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Table 17. 2SL S Real Income Model: 1991-1997*

Variable?

Sage I: Migration
Est. Coeff. (p-value)®

Sage ll: Income

Est. Coeff. (p-value)®

Age
Age Squared
White
Male
Married
Disabled
High School Diploma
College
Postgraduate
Grew Up

City
Natural Amenities

% A in Total Employment,
1996 to 1997

Average Unemployment Rate,
1989 to 1991

Average Unemployment Rate,
1995 to 1997

Constant
Migration

-0.022 (0.059)
0.000 (0.064)
-0.041 (0.175)
0.047 (0.232)
-0.071 (0.015)
-0.013 (0.644)
-0.006 (0.838)
0.025 (0.423)
-0.004 (0.934)

0.0849 (0.013)
0.020 (0.000)

0.008 (0.096)
0.018 (0.003)

-0.029 (0.000)

0.649 (0.016)

-2,514.66 (0.659)
32.49 (0.622)
13,025.53 (0.001)
3,994.32 (0.460)
19,703.18 (0.000)
-13,619.33 (0.005)
9,125.22 (0.010)
24,232.90 (0.008)
40,863.77 (0.000)

1,287.16 (0.482)

-1,071.08 (0.133)

-330.17 (0.814)

55,040.13 (0.665)

6,588.68 (0.894)

Source: Panel Study of Income Dynamics

Notes:

Period includes 589 working-age (25 - 64) househellds that lived in a nonmetropolitan county in
1991. The adjustela2 for this model is 0.11 and th,, s74Statistic is 6.04. Income is in 1997 dollars.

2All variables are observed in 1991.

3Standard errors (S.E.) are Huber-White heteroskieitgsrobust.

“Total wage and salary employment
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Table 18. Instrumental Variablesin the Income Modds

Income
Est. Coeff. (p-value)

Period: 1979 — 1985

Grew Up
Rural 5,456.71 (0.432)
Small Town, Suburb 10,778.85 (0.131)
City 5,474.51 (0.467)
Average Unemployment 791.65 (0.209)

Rate, 1977 to 1979
Period: 1985 — 1991

Grew Up
Rural 1,005.90 (0.762)
Small Town, Suburb -584.15 (0.859)
Period: 1991 — 1997
Grew Up
City 2,541.02 (0.619)
Average Unemployment -162.89 (0.839)

Rate, 1989 to 1991

Table 19. Testsof I nstruments and Exogeneity

Sargan Satistic Durbin-Wu-Hausman
(p-value) (p-value)
Income
1979 — 1985 4.419 (0.220) 2.760 (0.097)
1985 - 1991 0.489 (0.484) 0.142 (0.706)
1991 — 1997 0.153 (0.695) 0.021 (0.885)
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