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Dynamics of income, wealth and capital in Norwegian farm

household accounts:

A state-space model

Hoveid Ø.1 and Raknerud A.2

1 Norwegian Agricultural Economics Research Institute
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Abstract— Feedbacks between on-farm and
off-farm activities are analyzed with a state-
space model over a panel of farm household
accounts. We discover significant positive ef-
fects of farm capital both on farm income and
on wage labor income. The latter effect is
interpreted as wage labor partly paying the
debt incurred by investments in farm capi-
tal. Significant positive effects on farm capital
from wealth — indicating credit rationing or
an immediate willingness to pay for farm in-
vestments — are also discovered. The wealth
effect on farm income is also significantly posi-
tive. By and large — at least for the household
for which the the results are estimated, and for
the model applied — Fishers separation theo-
rem is rejected.

Keywords— farm households, finance, invest-
ment

I INTRODUCTION

Farm account surveys represent a unique source of in-
formation on the dynamic economic behavior of farm
households. This is in particular the case in Den-
mark, the Netherlands and Norway which gather the
complete household accounts, not only the part that
relates directly to farming.

Modern farming households tend to run some off-
farm activities: Off-farm business, off-farm labor sup-
ply and/or at least management of finance and risk.
According to the ruling paradigm of separability or re-
cursivity, based on the Fisher separation theorem or
the Arrow-Debreu model [2] [7], this does not affect
their farming. However, producer household theory

shows that there are reasons why that presumption
may be incorrect. Basically, absence or imperfectness
of markets facilitates the combined management of
on-farm activities on the one hand, and private, finan-
cial and off-farm activities on the other, [6], [22]. This
has been considered immediately relevant for develop-
ing countries where product and factor markets may
be imperfect or missing. However, the non-recursivity
argument applies to all commodities in the Arrow-
Debreu model, in particular to the Arrow-Debreu se-
curities which tend to be without markets in every
economy, and also to credit which tends to be ra-
tioned due to asymmetric information, [21]. Thus,
even in developed countries one should expect some
non-recursivity in the relationship between producers
and their owners — both within farming and in other
sectors as well. And this eventually non-recursive be-
havior is expected to affect the allocation of real and
financial capital.

With respect to farming in developed economies
there are also other market failures of relevance: (1)
In the market of user rights to land, the marginal
user value will depend on the distance between the
land and the home of the user. The effective marginal
cost then increases with the quantity demanded. An
aspect of rationing is also present as land lots are
available in the market in only a relatively short time-
window. (2) Markets for sale of buildings and struc-
tures are highly imperfect. Either the user rights can
be sold, and then the arguments for the land market
applies, or they can be sold at scrap value. (3) Mar-
kets for amenities associated with owning and run-
ning a farm are absent. One cannot purchase the
maintenance of family traditions, the hedging against
a chaotic future, the life style of running and living
on the farm, the love of tractor driving, independent
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work and the good life in the countryside. One simply
has to purchase a farm and make the best out of it.

It is not easy to account for the consequences of
each market imperfection and each market absence.
Actually we will not even try to do that. Traces of the
consequences are anyway found in the data records of
the farms.

Empirical analysis supports also the idea of non-
recursive farmer behavior. Evidence against profit-
maximization pops up in many ways and are given
many different names. Lee and Chambers (1986) [14]
find cash-flow effects in aggregate U.S. agricultural
data and interpret this as expenditure constraints.
Some econometric analyzes find relationships between
off-farm labor and the farming activity: [18], [10], [1].
Others find that the shadow price of household farm
labor is significantly lower than the off-farm wage
rate, [15], [8], [9].

The standard approach in analyzing farm panel
data has mostly been to focus on the relationship
between some parts of the data. For example, la-
bor supply, supply of particular products, demand
for particular factors, investments, credit etc. It is
both tempting and relevant to ask, say, how the sup-
ply of barley in Norway is affected by the income and
wealth of the farmers. However, barley is a detail
while income and wealth are broad aggregates. As a
first shot at the effects of income and wealth, it seems
more convenient to relate these aggregates to other
broad aggregates. Moreover, it is natural to exploit
the fact that accounts actually are designed to mea-
sure income and wealth. Hence, we will investigate
in broad terms the dynamics of the farmer household
accounts to look for eventual feedbacks from off-farm
to on-farm activities.

II THE RELEVANCE OF STATE-SPACE
MODELS

A recent paper [19] points out that estimation results
from farm survey data are highly dependent on the
estimation method used. Our approach contributes
with yet another estimation method based on the in-
sight that there might be unobserved heterogeneity
both between and within units [13]. Heterogeneity
within units will arise when there are unobserved in-
dividual changes in the behavioral model of observed
units over time. Basically, we deal with this prob-
lem by introducing latent variables which describe
the ”state” of the economic model for each unit at

each point in time. Because, unobserved state vari-
ables are explicit parts of the model, such models are
named ”state-space models”. Contrary to random in-
dividual effects which are independent between units,
the state variables are dependent over time and de-
velops in accordance with new observations as they
become available. The technique that deals with this
is the Kalman filter.

State-space modeling is commonly applied in time-
series analysis. The basic tools are described by Har-
vey (1989) [11]. Applications are numerous within
engineering and macroeconomics. Chavas (1985) [5]
pioneered the technique in agricultural context. Ap-
plications for panel data are scant, due to lack of stan-
dard software.

State-space models are relevant to the analysis
of farm survey data partly for econometric reasons.
These panels are unbalanced. As pointed out by [3],
standard fixed and random effects models are not con-
sistent in this case. There are also economic reasons
for their relevance. In an Arrow-Debreu economy
each economic agent would have time-consistent eco-
nomic strategies and there would never be a need to
revise them. In economies with less strict structure,
agents with forward-looking economic behavior will
probably revise their strategies as new information
becomes available. Such revision of strategies might
in principle be mirrored by the state-space model.

With a structural approach one might formulate
a state-space model the following way. Assume cur-
rent economic actions yit minimizes some objective
O(y, xit, αit;β) depending on present economic con-
ditions, xit, unobserved state, αit and global param-
eters β. The behavioral model can then be stated
as:

yit = argmaxy {O (y, xit, αit;β)}+ εit

and the autoregressive process of unobserved states
can be specified as:

αit = Tαi,t−1 + ηit

where T is a matrix of autoregressive parameters.
The econometric task is then to estimate all the un-
known parameters of the model including the distri-
butions of εit, αit and ηit.

Due to our lack of experience with state-space mod-
els we will employ state-space models in the simplest
possible way with a reduced form model where the
behavioral functions are linear, with no reference to
any quadratic objective from which they might be de-
duced. Nevertheless, the design of that model will to
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some extent reflect the nature of our data. A cer-
tain technique with respect to accounting data will
be presented in the next section.

III INTERPRETING ECONOMETRIC
MODELS OF ACCOUNTING DATA

Accounting data is potentially an important source
of information with regard to the feedbacks between
real and financial measures in an economy without
separability. However, it is not straightforward to ex-
ploit all this information in econometric models. The
present section shows how a considerable part of the
information actually can be utilized.

From an accounting perspective are all variables in-
formative. However, from a statistical perspective ac-
counting data are collinear, due to the balances which
accounting data satisfy. The econometric modeling of
complete accounting data should respect this. On the
one hand some variables need to be excluded from the
econometric model to avoid collinearity. On the other
hand can these variables be re-entered in the analysis
after the econometric model is estimated. The effects
of omitted variables, and eventually the impacts on
omitted variables can be deduced from the linear de-
pendencies. The issue is relevant to our analysis as
we will utilize values from the asset balance as ex-
planatory variables, and values from the flow balance
as dependent variables.

The flow balance is in our context a balance of ex-
penditures less revenues on the one hand and exoge-
nous income on the other

IF −RF −MW −RO + C −∆D + ∆S ≡MX

where

IF = gross investment in real farm capital
RF = net revenue from farming less IF and the farm-

ing part of MX

MW = wage labor income and compensatory social
payments

RO = all net revenue from the non-farming sector
C = private consumption
∆D = additional money withdrawn as debt
∆S = additional money deposited as savings
MX = net exogenous income independent of current

trade, related to farming or not. This comprises
direct farm payments, financial gains and losses,
inheritance etc.

We will argue that the variables on the left hand side
are dependent, and the variable on the right hand
side is independent. Since the flow-balance is inher-
ent in the data, one may skip one variable from the
estimated model, and simply use the flow balance to
predict it. A clear candidate in this respect is farm
investments, IF , which is expected to be distributed
non-normally with a considerable number of zero ob-
servations and some very large. One might suspect
that additional debt, ∆D, has a similar pattern, but
the lumpiness of investments are at least not perfectly
carried over to the debt.

In terms of the dependent variables of the econo-
metric model, Y ′ = (RF ,MW , RO, C,∆D,∆S), the
full matrix of independent variables, Y ∗, is given by:

Y ∗ = V Y =
((

1 1 1 −1 1 −1
)

I

)
Y

The independent variables of the econometric model
comprise opening stocks of various assets, all sub-
scripted with −1 to underline that these have been
determined at the previous point in time:

KF
−1 = opening stocks of all real capital of the farm-

ing sector
KO
−1 = opening stocks of all other capital except sav-

ings, debt and equity
S−1 = opening stocks of risk-free savings
D−1 = opening stocks of debt
E−1 = opening stocks of equity
A−1 = opening stock of equity plus debt (total as-

sets)

Of course, much more detail could be specified here,
but the current paper will stick to this high level of
aggregation. The total assets can be decomposed in
two ways, as debt and equity, or distributed over var-
ious assets:

A−1 ≡ E−1 +D−1 ≡ KF
−1 +KO

−1 + S−1 (1)

The econometric model is based on opening stocks
of farm capital, other capital, debt and total assets,
(KF
−1,K

O
−1, D−1, A−1), as independent variables. The

effects of the omitted risk-free savings, S−1, and eq-
uity, E−1, can be deduced from (1). However, there is
more to this model than the pure statistical analysis.
Certain combinations of the independent variables are
economically relevant. This relevance comes precisely
from the dependencies in the data.
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Changing total assets keeping debt and real as-
sets fixed, means that equity and savings increase in
equal amounts. Changing debt keeping various capi-
tal and total assets fixed means that equity and debt
are substituted in equal amounts. Changing farm
capital keeping other capital, debt and total assets
fixed, means this change is financed by reduced sav-
ings. Statistically, this is mirrored by the change in
one single variable, KF

−1, but economically, it need to
be acknowledged that two variables, KF

−1 and S−1,
are substituted one for one.

Thus, even for these single-variable effects there is
a discrepancy between the name of the single vari-
able, and an appropriate economic interpretation of
what is going on when the variable is changed. Obvi-
ously, one may find other interpretations of impacts
by combining two or three independent variables: The
impact of real assets financed by debt can be found by
increasing total assets, real capital and debt in equal
amounts. A liquidity impact is found by increasing
debt and total assets in equal amounts keeping real
assets fixed.

In our case, for each measure of capital there are
four different measures that can covary and finance
the change. Farm capital, say, can be financed by
savings, debt, other real capital and equity. A given
increment to farm capital with different financing may
have different impacts on dependent variables.

Table 1 summarizes possible combinations and
their economic interpretations. Each line of the ta-
ble represents a simultaneous change of one unit for
the pair of measures mentioned in the column dX∗. In
some cases both measures are augmented by one unit,
in remaining cases the first measure is augmented and
the second reduced. The text and the context makes
it clear which is which. This change is associated with
a simultaneous change of one unit in the exogenous
variables. The content of the table makes it clear
which variables and which direction. The first line of
the table has been commented above. A more com-
plex case is the second line of the table which says
that a change of one unit in farm capital and debt is
associated in a change of one unit in the three inde-
pendent variables dKF

−1, dD−1 and dA−1 while dKO
−1

is kept constant. The association is represented as an
equation:

dX∗2
(
1 0 1 1

)
=
(
dKF
−1 dKO

−1 dD−1 dA−1

)
Dealing with five different measures of capital

(debt, equity, farm capital,other real capital and sav-

ings) and one asset balance, there are
(
5
2

)
= 10, dif-

ferent paired combinations, dX∗, where two measures
are varied simultaneously (one for one, or one for mi-
nus one) and the rest are kept constant. Hence, table
1 is indeed complete.

Clearly can several pairs of measures be changed
simultaneously in different amounts. However, there
are only four independent variables available and pos-
sible changes are constrained by the equations:

dX∗k Uk =
(
dKF
−1 dKO

−1 dD−1 dA−1

)
for all k

where Uk represents the k-th row of the table. But
this can also be stated as a vector equation:

U ′dX∗ = dX

where the matrix U is the whole content of the table,
and the independent variables are represented with
the column vector X. Then for any response matrix
β so that

dY = βdX

for some vector of dependent variables, Y , we can
deduce the complete set of responses to paired shocks
by

dY = βU ′dX∗

A variance-covariance matrix of the elements of βU ′

can be computed from the corresponding matrix of
the elements of β. Since β is a matrix, we have to
apply the Vec-operator to β in order to deal with
the all the covariances which arise under simultane-
ous equations estimation. The complete variance-
covariance matrix is then stated as Var (Vec (β)). As
Vec (βU ′) = (U ⊗ I)Vec (β), the variance-covariance
matrix of Vec (βU ′) is found as:

Var(Vec
(
βU ′

)
) = (U ⊗ I)Var (Vec (β)) (U ⊗ I)′ (2)

The variances are then found on the diagonal of this
matrix.

IV THE DATA

The data source is the Norwegian farm accounting
surveys 1991-2006 [16]. This is a rotating unbalanced
panel of almost 1000 household farms with a main
holder below the age of retiring and a scale of produc-
tion exceeding 8 European Size Units (ESU). Farms
are allowed to stay in the survey sample as long as
they like while belonging to the target group. Ap-
proximately 10 percent of the farmers drop out of the
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Table 1: Interpretations of effects from independent variables and combinations thereof

Interpreted impact dX∗ dKF
−1 dKO

−1 dD−1 dA−1

Farm capital replaces savings KF
−1\S−1 1

Farm capital financed by debt KF
−1\D−1 1 1 1

Farm capital financed by equity KF
−1\E−1 1 1

Farm capt. replaces other capt. KF
−1\KO

−1 1 -1
Other capital replaces savings KO

−1\S−1 1
Other capital financed by debt KO

−1\D−1 1 1 1
Other capital financed by equity KO

−1\E−1 1 1
Savings financed by debt S−1\D−1 1 1
Savings financed by equity S−1\E−1 1
Debt replaces equity D−1\E−1 1

survey every year and are replaced by others. No clear
statistical design is imposed on the survey, hence it
is not precisely clear what the average surveyed farm
represents. Nevertheless, one might assert that the
survey contains typical household farms of intermedi-
ate size. Farms of small and large scales are less well
represented in the survey.

The surveyed farm accounts are in principle bal-
anced and divided into sectors: agriculture, forestry,
other business, finance and private. Since 1998 other
business is in turn divided into business supplemen-
tary to agriculture and business independent of agri-
culture. The distinction is based on the type of cap-
ital which is employed. Activities using mainly real
assets also used by agriculture are defined as supple-
mentary. Activities using mainly other types of assets
are independent. Our analysis is based on only two
sectors: The farming sector comprising agriculture
and its supplementary activities — when accounted
for — and the non-farming sector comprising the rest.

The accounting of the total economy of the house-
hold has been conducted since the start of the sur-
vey in 1913. This is at odds with the general re-
quirements of farm accounting surveys within the
European Union, Farm Accountancy Data Network
(FADN), but has been continued for national rea-
sons in some countries (Denmark, the Netherlands
and Norway). It is precisely this complete account-
ing of the household which make the Norwegian farm
survey a relevant data source for our analysis.

The accounting data are basically values in nomi-
nal currency from the balance sheet and from the tax
and the management accounts. The survey recog-
nizes that tax accounts contain neither the complete

nor the correct information needed to calculate yearly
income. Much effort is hence directed at a conversion
of the raw data of tax accounts into management ac-
counts on which the results of the survey are based.
Some measures of volumes (number of livestock, har-
vested crops) are included in the data to guide this
conversion, but these are not utilized in this paper.

A statistical analysis of accounting data can be true
to the dynamics of accounting. After all, account-
ing data are truly dynamic with a sequence of stocks
changing according to the sum effect of investment,
appreciation and depreciation. As such, accounting
data might represent a natural starting point for dy-
namic modeling of the accounted enterprize. How-
ever, the policy relevance of the model is associated
with trade and in particular on investments, credit
and savings, recognizing that these are the control
variables of the economic unit in a dynamic economy.
These are also the response variables which interact
in markets to form market prices, and consequently
what temporary policy analysis should be based on.

In principle, the accounts consist of the following
elements for each of the three types of assets KF , S
and KO: opening balance, k−1, net market demand,
x, closing balance, k, and accounted net income, i.
These variables are related by the identity:

k−1 + x− k + i ≡ 0 (3)

so that the accounted net income is identical to net
sales adjusted for the change of capital stocks due to
depreciation and appreciation1. For the two types of

1Appreciation is not accounted for in the Norwegian farm
survey, except in relation to livestock, savings and debt.
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tangible assets, KF and KO, x is acquisitions less
sales of capital (gross investments) while i is depreci-
ation. For financial assets (savings), the net income i
is the interest received less interest payed. As open-
ing and closing stocks are measured according to bank
statements, the term x is the net amount of money
deposited in the accounts during the year. Whereas
the accounts focus on the flow variables of net income,
i, in relation to stocks, k−1 and k, our interest is di-
rected at the flows of net demand, x, in relation to
stocks. Although these figures tend to be absent in
the accounting database, they can be reconstructed
using (3).

A concise description of our utilized data can now
be given. First, eventual missing recordings of net de-
mands are calculated using (3). Then the aggregates
of net demands over commodities, IF , RF , MW , RO,
C, ∆D, ∆S and MX are formed as described in sec-
tion III and above. And the aggregate stocks, KF

−1,
KO
−1, D−1 and A−1 are formed as described in section

III.
Descriptive statistics for the variables employed in

the various samples (after trimming) are given in ta-
ble 1. Other net revenue, RO, has a rather small mean
as it can be positive or negative, but its variance is
considerable. The pseudo-panel are formed by aver-
aging the farms over NUTS4-regions2 [17]. The age
variable which refer to the stated manager of the farm
is scaled to have mean 0 and variance 1 in the total
sample.

V ESTIMATED MODEL AND RESULTS

With the data described in the previous section we
estimate versions of the following linear simultaneous
equations model, consisting of different types of ob-
served and unobserved variables:

yit = βxit + λdit + νi + Γαit + eit. (4)

Let us first describe the observed variables: The
(column-) vector of dependent variables, yit, is:

yit =
1

A−1it

(
RF

it MW
it RO

it Cit ∆Dit ∆Sit

)′ ,
(5)

while xit is the vector of the lagged balance sheet
variables described in section III divided by Ait:

xit =
(

K−1
F
it

A−1it

K−1
O
it

A−1it

D−1it
A−1it

1
)′

. (6)

2NUTS (Nomenclature des Units Territoriales Statistiques)
is a system of multilevel regions within the European Union.

Finally dit is a column vector of deterministic vari-
ables:

dit = ( Ageit [I(t = s)]Ts=1 )′,

where Ageit is the age of the main person of the house-
hold in year t and I(t = s) is one if t = s and zero
else, i.e., a dummy variables indicating calendar year.
Thus

λdit = λ0Ageit +
T∑

s=1

λsI(t = s).

Since a constant term is included in xit, we impose
the identifying restriction

∑T
s=1 λs = 0.

Using the notation Yit and Xit of section III, we
have

Yit = A−1ityit

Xit = A−1itxit (7)

The scaling by Ait in the definition of yit and xit is
chosen to reduce the problem of heteroscedasticity,
which is very large for the nominal variables in Yit

and Xit. From (4) and (7),

dYit = d(A−1ityit) = βd(A−1itxit) = βdXit,

which makes it straightforward to calculate partial
effects as described in section III from the estimated
coefficient matrix β.

Let us now turn to the unobserved variables. The
model (4) contains three types of latent components.
First,

νi ∼ IN (0,Θ)

is a farm-specific random effect. Second αit =
(α1,it, ..., αr,it)′ is an r× 1 vector (r ≤ dim(yit)) of in-
dependent dynamic factors, distributed as Gaussian
random walks:

αit = αi,t−1 + ηit; ηit ∼ IN (0, I); t = 2, ..., Ti (8)

where 0 and I to denote, respectively, a matrix of ze-
ros and an identity matrix of appropriate dimension.
Finally, eit ∼ IN (0,Σ) is a vector of idiosyncratic
error terms.

The covariance matrix Θ of the random effect
vi characterizes the permanent part of the cross-
sectional heterogeneity across farms in their first ob-
servation year, in contrast to the transitory part eit.
Heterogeneity between farms in any later year also
depends on cumulated innovations

αit =
{

0 t = 1∑t
s=2 ηis t ≥ 2

}
.
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In order to obtain identification, the initial value is
αi1 = 0, while the subsequent innovations ηit have
zero mean (since any non-zero mean will be captured
by the term λdit in (4)). Moreover, in order to identify
the loading matrix Γ, we require that the covariance
matrix of ηit is equal to the identity matrix, while
Γ = {γij}6×r has a lower triangular structure: γij = 0
if j > i.

It is possible to extend the random walk assump-
tion in (8) by allowing instead an AR(1) structure:
αit = Ψαi,t−1 + ηit. The assumption of a random
walk, which is consistent with Gibrat’s law that firms’
growth rates are independent of firm size3, is retained
throughout this paper as a simplifying assumption.

The above model can now be cast in a familiar state
space form where the state vector is

fit =
[
ν ′i, αit

′ ]′ .
That is:

yit = βxit + λdit + Zfit + eit
fi,t+1 = fit +

[
0′, η′i,t+1

]′
fi1 =

[
νi
′ 0′

]′ ; t = 1, ..., Ti,

(9)
and

Z =
[
I Γ

]
(10)

Random effects and white noise are standard in
panel data models, but the dynamic factor αit is not.
In effect this should capture the effects of all omit-
ted farm-specific variables which change over time,
such as e.g. productivity, preferences, expectations
and the like. The state space model can be estimated
with maximum likelihood using Kalman filter tech-
niques (see e.g. [20]).

Several versions of this model are estimated, with
varying number of observations and varying rank of
Θ and Γ. A general problem is identification. The
larger the sum of the ranks of Γ and Θ, the more dif-
ficult it is to make the estimation algorithm converge.
We are therefore unable to provide estimated models
of all desirable combinations of ranks. The problem
is somewhat relieved when extreme observations are
eliminated. Such elimination is undertaken by drop-
ping farm households which has some variable in the
upper or lower 2.5 percent quantile in some year. This
might seem innocent, but approximately half of the
farms drop out of the sample in this way.

3See [23] and [4] for discussion.

In tables 3 and 4 we display the results for the
partial effects

dYit = βUdX∗it

for the trimmed sample of single farms and for the
pseudo-panel averaged farms according to the tech-
nique explained and the notation introduced in sec-
tion III.

A general impression common to both models is a
high level of statistical significance. Most of the pa-
rameters are significant at the 95 percent level. The
results are very similar in both models indicating that
the loss of information, neither by trimming the sin-
gle farm sample nor by averaging single farms into
pseudo-panels, is acceptable.

More detailed discussion of the results refers only
to the trimmed single-farm sample. We consider first
the effects of farm capital with various finance.

• Farm capital favors farm investment. This in-
dicates that investments primarily take place on
farms that are growing. If investment primarily
was a response to shortage of capital on farms
of constant size, the opposite effect would have
appeared.
• Farm capital favors net farm revenue as expected.

The effect differs somewhat according to finance
with claim financing significantly lower than the
others
• Farm capital financed with savings or other cap-

ital has a clearly significant negative impact on
wage labor income. This corresponds to the idea
that households with a larger scale of farms pro-
duction have less time for wage labor. However,
when farm capital is financed with debt or eq-
uity, the impact is significantly positive. The
positive impact of farm capital and debt suggests
that wage labor is required to pay for farm debt.
The positive impact of farm capital and equity
suggests that wealthier farmers take more wage
labor indicating that wage labor is part of the be-
havioral strategy of farming households, not only
a resort when farm income fails. We will return
to further discussion of this finding later.
• Other revenue is not positively effected by farm

capital. This is the expected result, indicating
that a larger scale of farm production favors a
lower scale of other production.
• With consumption we have again challenging re-

sults. The pattern is exactly as with wage labor
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income indicating that in some sense is consump-
tion complementary to wage labor income. That
consumption is boosted with farm capital and
debt/equity can be seen as a response to farm
income which is expected to arise later. But that
consumption grows more with debt than equity
finance is difficult to understand.
• The change of debt is negatively affected by pre-

vious debt finance. This is a natural response
reflecting repayment of debt.
• The change of savings is positively affected by

previous finance from savings. Again the re-
sponse is natural reflecting the restoration of sav-
ings.

The remaining columns are interpreted more
roughly:

• Other capital financed with equity has a small
positive impact of other capital on farm invest-
ment. This is consistent with a diversification
effect. The farmer with other capital that diver-
sifies farming risk, will invest more if he is more
wealthy. Farm revenue is lowered by other cap-
ital as expected when two branches of produc-
tion competes for resources. Remaining effects
of other capital are similar as those of farm cap-
ital and need not further comment.
• Savings has no significant effect on farm invest-

ment while the impact on farm revenue is pos-
itive. The latter is a clear sign of a short-run
liquidity constraint, while there is no sign here
of a borrowing constraint. Savings has a positive
impact on wage labor income. This is not im-
mediately easy to explain, as the naive expected
effect is negative. Remaining effects are as ex-
pected.
• The effects of debt at the expense of equity can

by switching sign be interpreted as effects of
wealth. This is positive on farm investments.
This is a pure financial effect which should not
have been present with separability. This is most
likely an effect of a borrowing constraint. If the
more wealthy farmer tended to invest more of
sheer optimism there would have been an effect
in the previous column as well. The effect of
wealth on farm revenue is negative. Again a sign
of non-separability. The sign might reflect lazi-
ness or pursuit of other goals than profit from
farm production.

• At last the exogenous income has effects almost
as expected. Investments are affected positively
contrary to the case of separability. Sources of
endogenous income are all affected negatively.
Consumption and savings is increased, while
debt is reduced.

To evaluate the importance of the state-space ap-
proach we have estimated a model without state vari-
ables, but full rank of the random effects. The log
likelihood came out as 75696. Compared to the log
likelihood value of 77288 for the state space model,
the conventional model is clearly rejected.

VI DISCUSSION

With the models estimated above, we have found sta-
tistically significant and economically relevant cross-
effects between the farming and the non-farming sec-
tors of farm households. On the one hand finance pos-
itively affects both the short-run revenue of the farm
and farm investments. On the other hand equity-
and debt-financed farm capital affects wage labor in-
come positively. Hence, our results support non-
separability of farming from other activities of the
household.

We have no decisive conclusion with respect to the
reason of this non-separability. Both borrowing con-
straints, liquidity constraints and household produc-
tion interfering with farming is suggested by the re-
sults.

There is a wide-spread belief that mingling of activ-
ities is relevant in particular for smaller farms which
have a higher proportion of other sources of income.
Models (not reported here) over sub-samples of farm-
ers divided according to income sources show that
finance matters almost as much for the smaller as the
larger farms.

We have also estimated a model for a pseudo-panel
by averaging farms over NUTS4 regions. There is ob-
viously some loss of information by this aggregation,
but also a reduction of errors. Largely, similar re-
sults appear for the pseudo-panel as the panel. This
is comforting with regard to the part of the sample
which was trimmed away in the panel models. Any-
way, linear relationships should be preserved under
additive aggregation.

State-space models seem to be an appropriate
choice for temporary models. They can capture both
unobserved expectations and other unobserved vari-
ables which change over time.
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There are some weaknesses with our implemented
models. First, we have a problem with the interpre-
tation of the clearly positive effect of savings on wage
labor income. The only explanation we can think of
is a life-cycle effect which is not properly captured
by the state variables and the independent age vari-
able. This result might indicate some weakness of the
model. Secondly, there is possibly some weakness in
the estimation algorithm which prevents us from us-
ing all single farm observations and all possible com-
binations of state variables and unit specific random
effects.

With respect to the policy relevance of our results
we admit that the results are short run and contin-
gent on unobserved expectations. Results from longer
runs have not yet been developed. The model does
not utilize information on prices. This should also be
added to get a more complete picture of the dynamic
behavior of farming households.

Despite these weaknesses we have established that
the farm household can — and perhaps should —
be modeled as a unit making simultaneous decisions
with respect to investments, farm production, other
production, wage labor and finance.

Norwegian farmers comply with the broad picture
provided by Hill (2000) [12]: In particular part-time
farmers tend to have negative profits from their farm-
ing activity, and this is largely compensated with in-
come from other sources. The farm income is too
small to give a decent return both to reported house-
hold labor in farming and to employed capital. Our
results support this picture by showing that debt in-
curred by farm capital to a considerable extent is paid
with wage labor, and that wealth which is invested in
the farm likewise gives rise to increased wage labor
income.
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Table 2: Descriptive statistics of utilized farm survey sample variables. Numbers relative to total opening
assets

Farms Pseudo-panel farms
Mean Stdv Mean Stdv

Net farm revenue RF /A−1 0.0576 0.0519 0.0524 0.0314
Wage labor income MW /A−1 0.0907 0.0796 0.0881 0.0363
Other net revenue RO/A−1 0.0031 0.0485 0.0062 0.0330
Consumption C/A−1 0.1413 0.0695 0.1301 0.0378
Debt ∆D/A−1 −0.0280 0.0579 −0.0141 0.0427
Savings ∆S/A−1 0.0029 0.0437 0.0054 0.0267
Exogenous income MX/A−1 0.0545 0.0540 0.0469 0.0365
Opening debt D−1/A−1 0.3874 0.2372 0.3868 0.1194
Opening farm capital KF

−1/A−1 0.5730 0.1350 0.5520 0.0784
Opening other capt. KO

−1/A−1 0.2711 0.1191 0.2709 0.0604
Age −0.0078 1.0733 0.0000 1.0004
Number of firms 859 73
Number of obs. 6588 402
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