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Valuing State-Level Funding for Research:

Results for Florida

Charles B. Moss

This study analyzes the value of agricultural research to Florida by examining the effect
of research spending on agricultural productivity, as measured by a total factor productivity
index, and profitability, as measured by net farm income. Results suggest that research
expenditures do increase agricultural productivity in the state. However, agricultural pro-
ductivity does not affect net cash income. Further, the economic rents to the productivity
gains do not accrue to land values. Instead, the economic value of research innovations
accrues more to consumers than to producers. Thus, consumers are the ultimate beneficia-
ries of agricultural research in Florida, thereby justifying public funding for agricultural

research.
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In an age of increased scrutiny of state and
federal expenditures, some have questioned
the public funding of the 10 universities that
comprise the State University System in Flor-
ida, including the University of Florida
(Gainesville, FL), which is its primary Land
Grant University. Under its Land Grant mis-
sion, the University of Florida produces sev-
eral outputs, including undergraduate and
graduate education, service to communities
and special interest groups, and research.
Among this collection of outputs, research is
typically the most controversial. The contro-
versy is magnified in the case of the Institute
of Food and Agricultural Sciences (IFAS) at
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the University of Florida, the primary mission
of which involves research. This article ana-
lyzes agricultural profitability resulting from
productivity gains attributable to investment in
IFAS research and development. Results in-
dicate that spending on IFAS research has di-
rectly increased the level of agricultural pro-
ductivity in the state, but the increased
productivity does not directly increase agri-
cultural profitability in the state. Specifically,
empirical results suggest that the primary ben-
eficiary of agricultural research in Florida has
been the consumer. Such a conclusion has dra-
matic implications for the types of technolo-
gies that the state should invest in through
IFAS. In addition, it should be noted that nei-
ther productivity nor profitability measures in-
corporate changes in the effect of agriculture
on the environment. This exclusion is signifi-
cant given the increased emphasis of environ-
mental implications of production agriculture
within the agricultural research mission over
time.
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gz What Is Productivity?
S Sl o nmo <t —
5350032888 8
=5 AL I g The most basic definition of productivity in-
w O .
2 e volves the quantity of output that can be de-
rived from a fixed quantity of inputs. For ex-
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creased from 70 bushels per acre to 75 bushels
per acre given the same set of inputs (i.e.,
VRBZLT2LLa 3 pounds of fertilizer or hours of labor). How-
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_§ F8EETIELR 8 ever, if this increase in corn yield was the re-
Sl aadadaaac < sult of increased fertilizer use, then the yield
increase implied by technological change
would be subject to some debate. Similarly, as
. LRTEERsLR R discussed by Griliches, if the yield increase
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! but the quality of fertilizer applied, should the
increased yield be attributed to increases in ag-
ricultural productivity or increased productiv-
ERRS § § :L; § % % & § § ity for fertilizer suppliers? In addition, mea-
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Ball, Butault, and Nehring develop a de-
385308 g T2o 08 tailed productivity index presented in Table 1.
g
gletrarrce S The measure developed from these aggregate
output and input measures are referred to as
index numbers. The index created in this case
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ogh @ as Y, = 34, r,y,, where r; is the revenue share of out-
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8 = |, E In(Y,..,/X,_,) = In(y,/v,_,). The actual procedure used
S c:; 9 y Ball, Butault, and Nehring is somewhat more com-
s by Ball, Butault, and Neh hat
e o|lm = plex. First, the input and output indices are computed
2 M T O 0 o R using Fisher chained indices. Second, Ball, Butault,
- 222222 QRD 20 ‘é 8 and Nehring adjust for quality changes by adjusting
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Figure 1. Productivity Growth in Southeast States

nual growth rate of 2.01%. The growth in TFP
is primarily the result of increased output. To-
tal farm outputs grew at an annual rate of
2.65% over the sample period, with greater
growth in crop outputs (3.06%) as opposed to
increased livestock output (2.00%). Total farm
inputs remained relatively steady, increasing at
only 0.65% per year. However, this stability
masks an increase in intermediate inputs of
1.74% per year. The increase is partially offset
by declines in land and labor use.

The general picture of Florida agriculture
that arises from these results is that of an in-
dustry becoming more productive. This pro-
ductivity results primarily from increased out-
put in the crop sector against relatively stable
input use. However, it is important to note that
productivity numbers indicate a significant
shift in relative input use. Specifically, the
quantity of intermediate inputs used has in-
creased relative to the use of capital, land, and
labor. A relative decline in labor could be the
result of technological innovations that replace
labor with machinery. However, producers ap-
pear to be substituting intermediate inputs for
land and labor. This substitution may be attri-
buted to increased use of agricultural chemi-

cals, such as fertilizers and pesticides. How-
ever, without detailed disaggregation of the
intermediate inputs index, such conclusions
are nebulous.

Given these results, a natural question is
“How does the productivity growth in Florida
agriculture compare with other states?”” Figure
1 presents the TFP index for Alabama, Flori-
da, Georgia, and South Carolina. These states
comprise the southeast region in the traditional
U.S. Department of Agriculture, Economic
Research Service (USDA/ERS) classification
scheme. The results in Figure 1 depict the
emergence of productivity clubs within the
southeastern United States. Specifically, TFP
growth is similar for both Florida and Georgia.
Productivity in Georgia grows at an annual
rate of 2.21% compared with the average
growth rate in Florida of 2.01%. Further, TFP
in 1999 for Florida is 1.590, which is similar
to Georgia’s TPF of 1.463. The average annual
growth rates in TFP in Alabama and South
Carolina over the same time period were 1.65
and 1.73%, respectively. In 1999, TFP in Al-
abama stood at 0.978, while TFP in South
Carolina stood at 1.000.

Ball, Hallahan, and Nehring examine
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whether the TFP measures across the 48 con-
tinental states have converged over time. Spe-
cifically, they estimate whether the growth in
TFP for a particular state is inversely propor-
tional with its initial TFP level. This catch-up
formulation of convergence was originally
formulated by Abramovitz. In general, Ball,
Hallahan, and Nehring find that the state-level
TFP data supports the catch-up hypothesis. In
addition, they find that higher levels of capital
also increase the productivity growth. From
this result, they conclude that a portion of pro-
ductivity growth is attributable to better capi-
tal, or that productivity growth may be em-
bodied in new capital.

The TFP values presented in Figure 1 are
not entirely consistent with the broader results
of Ball, Hallahan, and Nehring. Specifically,
the productivity of Florida and Georgia are
initially higher than those of Alabama and
South Carolina, and increase more over the
sample. While part of this difference may be
explained by capital intensity, as noted by
Ball, Hallahan, and Nehring, this study departs
from their formulation by explicitly consider-
ing the role of investment in research and de-
velopment through Florida’s Agricultural Ex-
periment Station.

The general result of increasing productiv-
ity through increased output raises some basic
caveats that must be voiced within this type
of analysis. First, it is important to note that
the TFP is limited to specified and measurable
inputs used in production. Of particular im-
portance in this caveat is the treatment of nat-
ural resources, such as water used in irrigation.
By not explicitly using water, the analysis as-
sumes that water use remains constant over the
sample period or that water use is directly pro-
portional to a measured input. Changes in rel-
ative water use over the sample period intro-
duce a measurement error into measurement
of TFP. Second, as pointed out by Griliches,
the TFP index assumes that inputs and outputs
are homogenous in quality over the study pe-
riod. In other words, the important comparison
involves the quantity of oranges or tomatoes
produced over the time period and not change
in quality.

The first caveat is particularly important

173

given the change in the focus of research over
the past 15 years toward the development of
agricultural methodologies that reduce envi-
ronmental impacts. Specifically, a significant
portion of recent research budgets has focused
on the reduction in water applied to crops.
These efforts have led to drip irrigation in veg-
etable production and microjet sprinklers on
citrus. In addition, other research has focused
on the development of safer pesticides that re-
duce risks to human health and ecosystems.

What Effect Has IFAS Had on
Agricultural Productivity?

Given that agricultural productivity can be
measured (perhaps imperfectly), the value of
IFAS’s research can be estimated through the
effect of research spending on TFP in Florida.

Huffman and Evenson provide a useful dis-
cussion on the estimation of public investment
in research for U.S. agriculture. Their analyses
support a trapezoid stock function for trans-
forming annual expenditures toward agricul-
tural research and development into a stock of
agricultural knowledge. Within this formula-
tion, the value of additional expenditures in-
creases slowly initially until some plateau,
stays constant for some time period, and then
begins to decay. Table 2 presents the research
stock from 1960 to 1999 defined by this pro-
cedure (Huffman, McCunn, and Xu). This re-
search stock increases from $15.9 million dol-
lars in 1960 to $55.3 million dollars in 1999.

Both TFP and research spending show
strong upward trends over time (Figure 2).
The distinct upward trend in both data series
raises several problems with estimating the ef-
fect of research expenditures on agricultural
productivity. Specifically, the common upward
trend may lead to spurious regression results
(Granger and Newbold). The upward-sloping
relationships depicted in Figure 1 are some-
times referred to as nonstationary time series.
Mathematically, the best predictor of the next
value of each variable is its current value. Sta-
tistically, this artifact has several implications,
including the fact that one nonstationary time
series will appear to be statistically related to
another nonstationary time series regardless of
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Table 2. Real Investment in Research and Development, Net Cash Income, Real Estate Values,
and Total Assets for Florida

Public R & D Net Cash Real Estate
Year Stock Income Values Total Assets
1960 15,885,383 1,630,485 18,833,174 21,993,174
1961 16,122,061 2,042,879 19,353,098 22,582,413
1962 16,356,253 2,084,976 20,180,813 23,629,012
1963 16,597,476 1,930,048 20,755,832 24,210,532
1964 16,887,102 2,167,374 21,511,329 24,826,444
1965 17,228,046 1,926,564 21,276,934 24,843,122
1966 17,580,285 1,856,847 20,260,311 23,998,364
1967 17,954,428 1,882,558 20,553,471 24,528,587
1968 18,346,254 2,027,120 20,007,776 24,042,705
1969 18,746,342 2,254,876 20,833,562 24,984,477
1970 19,198,823 1,871,718 20,804,506 24,913,938
1971 19,693,053 2,284,778 21,184,707 25,559,322
1972 20,232,180 2,837,495 23,430,106 28,496,709
1973 20,827,502 3,196,902 28,713,494 34,573,505
1974 21,487,943 2,580,465 28,931,202 33,690,429
1975 22,268,041 3,328,000 29,327,137 34,190,231
1976 23,181,746 2,989,555 30,930,403 35,901,806
1977 24,133,127 3,100,466 32,853,978 37,665,827
1978 25,213,910 3,412,887 35,456,858 41,076,532
1979 26,418,375 3,157,355 38,874,808 45,174,449
1980 27,737,390 3,005,927 39,919,013 45,906,422
1981 29,180,894 2,942,110 35,115,924 40,476,032
1982 30,740,123 2,936,634 34,376,134 39,738,795
1983 32,376,999 3,288,797 33,274,343 38,345,439
1984 34,127,633 3,212,454 30,370,686 35,862,918
1985 35,889,330 3,214,134 27,531,210 32,099,045
1986 37,642,927 3,282,109 27,564,465 32,135,999
1987 39,398,896 3,629,803 29,182,759 33,885,175
1988 41,161,573 4,163,903 28,179,461 33,084,295
1989 42,870,548 4,148,539 29,105,969 34,123,633
1990 44,544 341 2,952,523 27,411,805 32,488,059
1991 46,135,436 3,383,368 25,465,194 30,422,604
1992 47,639,891 3,646,018 25,494,158 30,262,271
1993 49,066,399 3,187,485 25,057,045 30,185,159
1994 50,428,432 2,979,851 24,685,599 29,745,606
1995 51,695,078 2,546,245 24,664,938 29,300,661
1996 52,864,729 2,558,028 24,475,871 28,976,267
1997 53,928,420 2,755,421 24,507,739 28,856,819
1998 54,890,040 3,094,703 24,043,906 28,207,528
1999 55,321,724 3,132,096 24,874,214 29,156,337

Sources: Public R & D stocks are developed from Huffman, McCunn, and Xu. Net cash income is taken from the U.S.
Department of Agriculture, Economic Research Service (USDA/ERS) (2004a), while real estate values and total assets
are taken from USDA/ERS (2004b).

a scientific linkage. The quintessential exam- represented as a nonstationary time series over
ple of this relationship is the effect of sunspots a certain span of years. In addition, most stock
on the stock market over short time periods. indices, such as the Dow Jones Industrial Av-
Specifically, the number of sunspots can be erage, are also nonstationary. Regressing the
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Figure 2. Comparison of IFAS Expenditures on Research and Total Factor Productivity over

Time

Dow Jones Industrial Average on sunspot ac-
tivities will often generate a significant regres-
sion. However, the inference that sunspots
cause stock-market movements is dubious at
best.

To minimize the potential for spurious re-
gression bias in time-series analysis, several
empirical approaches have been developed.
The first approach involves analyzing the re-
lationship between the growth rates of nonsta-
tionary time series. However, as discussed by
Engle and Granger, this procedure tends to re-
move an excess amount of information from
the relationship between the time series. As an
alternative, they proposed analyzing the time
series for cointegration. Cointegration refers to
the tendency of nonstationary time series to
move together through time. Mathematically,
another implication of nonstationary time se-
ries is that the variance of such a series ex-
pands to infinity over time. This is opposed to
stationary time series for which the variance
is bounded. Cointegration implies that the var-
iance of the linear relationship between two

nonstationary time series is bounded. Thus,
the error in a regression equation between two
nonstationary time series is stationary. Intui-
tively, this result implies that the two nonsta-
tionary time series never wander too far apart.
Econometrically, this relationship is used to
infer an equilibrium relationship between the
two nonstationary time series. However, such
a relationship cannot be used to infer causality.
Hence, cointegration typically cannot be used
to infer that changes in one nonstationary time
series causes changes in another.

The Johansen approach involves estimating
a vector error-correction mechanism expressed
as

A
(1) Ax,=Tlx_, + > TAx_, + ®D, + ¢,
i=1

where x, is a vector of endogenous variables,
Ax, denotes the time difference of that vector
(Ax, = x, — x,_1), D, is a vector of exogenous
variables, &, is a vector of residuals, and I, I';,
and ® are estimated parameters. If a long-run



176

Journal of Agricultural and Applied Economics, April 2006

Table 3. Augmented Dickey-Fuller and Phillips-Perron Tests for Nonstationarity

Augmented Dickey-

Phillips-Perron

Fuller Test Tests
Variable & z, & Z
Total factor productivity 0.9488 —1.0837 0.9561 —0.8990
Research and development stocks 0.9965 —2.1165 1.0064 0.7114
Net cash income 0.8481 —1.4541 0.8041 —2.4638
Real estate values 0.9064 —1.7125 0.9258 —1.7309
Asset values 0.9023 —1.7423 0.9212 —1.8000

Source: Author’s computations using Ouliaris and Philips.

relationship (e.g., cointegrating vector) exits,
the II matrix is singular (I = aB’). The B
vector is the cointegrating vector or long-run
equilibrium. Further, the statistical properties
of the cointegrating vector are determined by
the eigenvalues of the estimated I matrix. De-
noting the ith eigenvalue (in descending order
of significance) as \;, the test for significance
of the cointegrating vector can be written as

@ 2l QIH®I|HMI = -T X In(1 ~ &y,

i=r+1

which tests the hypothesis that » cointegrating
vectors are present, H,(r), against the hypoth-
esis that p cointegrating vectors are present,
H(p) (Hamilton p. 645).

In order to examine the statistical relation-
ship between the natural logarithm of TFP and
the natural logarithm of research spending, the
maximum-likelihood approach developed by
Johansen was applied to the two time series.
First, I test for nonstationarity using the aug-
mented Dickey-Fuller and the Phillips-Perron
tests. These results are presented in Table 3.
Both the augmented Dickey-Fuller and Phil-
lips-Perron tests support nonstationarity for
the natural logarithm of TFP. However, while
the Phillips-Perron test supports nonstationar-
ity in research and development stocks, the
augmented Dickey-Fuller test provides less
support. Next, given that both series are non-
stationary, I then test for the number of coin-
tegrating vectors using Equation (2).2 These

? The statistics and parameters of the cointegrating
relationships presented in this study are computed us-
ing JMulti (Kritzig).

results support the existence of a cointegraing
vector (i.e., I reject the hypothesis that » = 0
and fail to reject the hypothesis that r = 1).

The existence of a cointegrating vector in
this framework implies that the linear combi-
nation (z,) of the natural logarithm of TFP and
research and the natural logarithm of research
and development stocks (RD,) is stationary, or
that a long-run equilibrium exists between
these two series.® While this cointegrating vec-
tor is not uniquely identified, the long-run re-
lationship can be expressed as

In(TFP,)

1.000 \'
+ 13.433.
In(RD,)

—0.794

3 z= <

Building on Equation (3), the long-run rela-
tionship can be expressed as

(4)  In(TFP) — 0.794 In(RD,) + 13.433 = z,.
Manipulating this result further, yields

dTFP, _
dRD,

TFP
7941,
RD,

&)

Using the geometric mean of both TFP and
research and development stocks, TFP in-
creases 0.0302 with a one million dollar in-
crease in the research and development stock.
This number appears small, but it represents
113% of the average annual increase in pro-
ductivity observed in the state. Thus, we are

*In the specification estimated here E(z) — p,
where E() is the expectation operator and . is a con-
stant. Other specifications are possible (e.g., D, could
contain the constant, season shifts, or a time trend).
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Time

left with the conclusion that research expen-
ditures in IFAS have a significant effect on
agricultural productivity in the state.

What Effect Does Productivity Have on
Profitability

While the positive effect of research expen-
ditures on productivity supports the hypothesis
that research expenditures in IFAS are having
an effect, an additional linkage is required to
support the contention that IFAS research has
value to the state. I next establish whether the
gains in productivity can be linked to in-
creased profitability in the state’s agriculture.
To examine this question, I develop a similar
cointegrating relationship between TFP and
net cash income to agriculture in Florida.
Table 2 presents real net cash income to
agriculture in Florida in 1994 dollars. Figure
3 plots this income figure with the TFP index
for Florida. Of particular significance is the
fact that net cash income, like TFP and re-
search expenditures, appears to be a nonsta-

tionary time series. However, the test statistic
for cointegration between these series is 10.92,
which implies rejection of the cointegration
hypothesis at the .05 confidence level. Hence,
the evidence rejects a direct relationship be-
tween TFP and agricultural profitability in
Florida over the sample period.

In order to understand the possible causes
of the lack of a long-run equilibrium between
agricultural profitability and productivity, I ex-
press the change in profit over time as
(6) D(w) = D(F) + D(P),
where T, denotes profit in period ¢, I, denotes
TFP in time ¢, and W, denotes the change in
relative price ratio in time t.* Thus, the direct

41In order to derive this relationship, we start with
agricultural profit, defined as w, = 3, p.y,
3, wix,,, where p,, is the price of output i in period ¢,
v, 18 the level of output i produced and sold in period
t, w, is the price of input j in period f, and x; is the
input j purchased in period . Differentiating both sides
yields (]’W, = 2’:'1:1 dpityn + 2’,’1.;1]),',51)’” - —“’/”:l dwjrle -
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relationship between TFP and profitability
may be mitigated by changes in relative output
and input prices.

The relationship between output and input
prices is sometimes referred to as the cost-
price squeeze. A common hypothesis is that
input prices rise faster than output prices over
time, resulting in reduced profitability in ag-
riculture. Moss uses a cointegration approach
similar to the one applied in this article to
show that input prices and output prices in ag-
riculture do not form a long-run equilibrium.
This finding is consistent with the cost-price
squeeze hypothesis and is also consistent with
the cointegration results for net cash income
and TFP. Specifically, a long-run equilibrium
between input and output prices would imply
that D(W,) = 0 in Equation (6). By extension,
if D(¥) = 0, changes in agricultural profit-
ability would be directly attributable to chang-
es in total factor productivity. More generally,
if relative changes in output and input prices
do not cancel each other out over time, the net
effect of their relative changes needs to be tak-
en into account when analyzing changes in
profit over time.

Moss develops the costs-price squeeze in
terms of macroeconomic factors. Here, a
slightly different approach is used to develop
the potential causes of cost-price squeeze in
terms of commodity markets. Figure 4 pre-
sents the effect of an increase in productivity
within a single output market. The increase in
productivity shifts the supply function in the
commodity market from Sy(P) to S,(P). This
shift results in a reduction of the commodity
price from P, to P, and an increase in the mar-
ket clearing quantity from Q, to Q,. Graphi-
cally, the increase in profitability can be de-
rived as the area ¢ + d — a, while the change

2, x,dw,,. Rewriting this expression using logarithmic
differentiation yields D(w,) = 2, r,D(p,) + 31,
V;,D(y,';) - 2jm:l *S‘th(Wj/) - EJU-’——I Sle(xj1)7 where D(z) =
d In(z). This expression can be rearranged to yield
D(m) = [Zn, riD(@y) =~ 2}":1 s D] + [2 rD(py)
- 2, 5,D(w,)]. The first term on the left-hand side
of this expression is simply the change in TFP as pre-
viously discussed, while the second term on the left-
hand side is the relative change in input and output
prices.
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Figure 4. Market Level Effect of Increased
Productivity

in consumer surplus can be measured by a +
b + e (Just, Hueth, and Schmitz). Standard
results for this analysis indicate that, as the
demand curve becomes steeper, the quantity
effect becomes smaller relative to the price ef-
fect and the net change in profit resulting from
the outward shift in supply declines. However,
the change in consumer surplus due to in-
creased productivity in agriculture is always
positive.

As described by Alston, Norton, and Par-
dey, the simple single market model of con-
sumer surplus presented in Figure 4 is com-
plicated by horizontal market relationships.
Specifically, most of the crops produced in one
region (i.e., Florida) are also produced in other
regions (i.e., California or other countries).
The existence of other production regions
tends to reduce the elasticity of demand for an
individual region. In the limit, if a region is a
relatively small producer, its effect or residual
demand curve® may be perfectly elastic. Fur-
ther, the introduction of additional production
regions raises the possibility of technological
spillover where, for example, technologies de-

> The residual demand curve is defined as the mar-
ket demand curve for a commodity less the supply
curve for all other potential producers of the commod-
ity. It is the demand curve facing a particular producer
or group of producers. This curve is sometimes used
to assess the opportunity of a single firm or group of
firms to extract monopolistic rents (Baker and Bres-
nahan, Scheffman and Spiller).
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veloped for citrus produced in Florida can be
used by producers in California. The more
elastic the region’s residual demand curve and
the more specific its production technology,
the more likely TFP growth will generate in-
creased profitability in that region.

Because aggregate agricultural demand
tends to be fairly inelastic, we expect that
price reductions due to technological change
will be larger than the increase in quantity. As
a result, while producers are typically made
better off by technological change, most of the
benefits accrue to consumers. This result is
consistent with the cost-price squeeze hypoth-
esis analyzed by Moss. However, the consis-
tency of this storyline at the state level is de-
pendent on the market share of that state and
the potential spillover effects of technology
developed by that state’s agricultural experi-
ment station. In the case of Florida, I would
argue that its unique climate yields a demand
curve that is not perfectly elastic. Specifically,
the elasticity of demand for many of its crops
are subject to competitive pressures from im-
ports (i.e., oranges from Brazil and tomatoes
from Mexico), but have limited domestic com-
petition within its market window. Thus, a
large portion of the rents being generated by
agricultural research in Florida are accruing to
consumers. However, it is also possible that a
portion of the rents are being dissipated
through spillover effects that increase the
competitiveness of other producers (i.e., the
adoption of microjet technologies or improved
citrus rootstocks in Brazil).

Effect of Productivity Growth on Land
Values

An alternative explanation of the failure of
productivity growth to increase agricultural
profitability is that any excess profit is cap-
tured in land values. Under this hypothesis,
increased profits due to productivity growth
are bid into the most fixed factor of produc-
tion. Thus, as agricultural productivity increas-
es, land values increase. The increase in land
values increases the opportunity cost by a suf-
ficient amount to remove profit gains in future
time periods.
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To test this hypothesis, a cointegrating re-
lationship between farmland values and TFP
is estimated. Graphically, real farmland values
follow a nonstationary path similar to TFP
(Figure 5). The likelihood ratio test for a sin-
gle cointegrating relationship between farm-
land values and TFP is 10.33, which can be
rejected at any conventional confidence level.
Thus, the data do not support the hypothesis
that increased productivity simply accrues to
land values.

The Effect of Research and Development
on Farm Income

Finally, I expand the original specification to
consider the possibility of cointegration be-
tween TFP, net cash income, and research and
development stock. This specification allows
for Florida’s investment in research and de-
velopment to affect farm income through
channels other than those measured in the pro-
ductivity variable. The results of the Johansen
statistic for this specification presented in Ta-
ble 4 indicate that two long-run relationships
exist between the three variables

In(TFP,)
In(NCIL,)

0.768
0.716

N In(RD,) +

where NCI, denotes the real net cash income
to agriculture. Thus, these results suggest that
state investment in research and development
does affect farm income, but not through pro-
ductivity.

Supporting this conclusion, the test for
Granger causality for research and develop-
ment stock causing TFP and net cash income
is 6.23, which is statistically significant at any
conventional level of significance. However,
the Granger causality test for TFP causing re-
search and development stocks and net cash
income is 1.90, which is not statistically dif-
ferent from zero for any conventional confi-
dence level. Thus, TFP does not cause changes
in net cash income. Similarly, the Granger
causality test for net cash income causing re-
search and development stocks and TFP is
1.83, which is not statistically significant at
any conventional confidence level. Hence, net
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Table 4. Johansen Tests for Cointegration

Number of
Cointegrating
Vectors

LR (r) P[LR(»)]

Total Factor Productivity and Research and Devel-

opment Stocks
50.68
5.53

r=20

r =1

0.000
0.238

Total Factor Productivity and Net Cash Income

r=20 10.92 0.557
r=1 3.79 0.457

Total Factor Productivity and Real Estate Values

r=20 10.33 0.613
r=1 2.38 0.703
Total Factor Productivity and Total Asset Values
r=20 10.54 0.594
ro=1 248 0.686

Total Factor Productivity, Net Cash Income, and
Research and Development Stocks

r=20 67.11 0.000
r=1 20.16 0.050
r=2 5.17 0.275

Source: Author’s computations using JMulti (Kdtzig).

cash income does not cause changes in re-
search and development stocks or TFP.

Unfortunately, these tests may be fragile.
Converting the vector error-correction model
into a vector autoregression specification and
computing the reverse characteristic polyno-
mials for the dynamic specification yields two
numbers inside the unit circle. Obviously,
cointegrating relationships are not truly sta-
tionary, or the variance of the linear relation-
ship between endogenous variables may not
be bounded. Thus, these long-run equilibria
may be suspect.

Conclusions and Implications

This study analyzes the value of agricultural
research to Florida by examining the effect of
research spending on agricultural productivity
as measured by a total factor productivity in-
dex. The effect of productivity on farm in-
come in the state is examined. Statistical re-
sults suggest that research expenditures by
IFAS do increase agricultural productivity in
the state. However, extending the framework
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to examine the effect of increased productivity
on agricultural profitability fails to support the
hypothesis that increases in productivity imply
increased agricultural profitability.

Three possible explanations for the failure
of increased productivity to produce increased
profits are developed. The first explanation in-
volves the relative elasticity of demand for ag-
ricultural outputs. Specifically, inelastic de-
mand for agricultural outputs could cause the
price declines associated with increased pro-
ductivity to more than offset increased output
levels. Statistical evidence for this hypothesis
can be found in the literature (Moss). The rel-
ative effect of demand elasticity must be
viewed within the context of multiple markets.
Most of the commodities produced in Florida
can be produced in other regions inside and
outside the United States. This availability of
output from other regions increases the effec-
tive elasticity of demand facing Florida’s pro-
ducers, which increases the potential profit-
ability of productivity change in Florida. A
second possible explanation of the lack of ef-
fect of productivity on profitability is techno-
logical spillover. While the existence of mul-
tiple markets for agricultural output increases
the elasticity of demand, the ability of other
regions to learn from the new technologies de-
veloped by a state’s agricultural experiment
station decreases the residual demand for a
particular state. In fact, the catch-up hypoth-
esis formulated by Ball, Hallahan, and Nehr-
ing provides support for such a spillover effect
at the state level. However, in the case of Flor-
ida, this spillover effect in the United States is
limited by the uniqueness of Florida’s climate.
A third possibility for the failure of productiv-
ity to affect agricultural profitability is that fu-
ture profits due to increases in agricultural prof-
itability are immediately captured by land
values. This possibility is examined by ana-
lyzing the relationship between farmland val-
ues and productivity over time. Results indi-
cate that farmland values do not respond to
TFP over time. Thus, we conclude that farm-
land values do not capture the premium gen-
erated by productivity growth.

Expanding on the bivariate relationships,
the study then examines the possibility of a
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long-run relationship between TFP, research
and development expenditures, and farm in-
come. The results suggest that there are two
long-run relationships between these three var-
iables. Further, causality tests suggest that in-
creased research and development expendi-
tures cause both TFP and farm income to
increase. These results support the contention
that research and development expenditures
increase farm income at the state level, but this
effect is not fully explained by our measure of
productivity. This statistical formulation ap-
pears fragile at best.

Finally, we return to the original question:
“How is state-level funding for research val-
ued?”” The results of these analyses indicate
that agricultural research does have a direct
value to the state of Florida. Agricultural re-
search increases the productivity of agriculture
over time. The results also suggest, however,
that the economic value of these innovations
accrues more to consumers than to producers.
Thus, consumers are the ultimate beneficiaries
of agricultural research in Florida. This result
agrees with most of the literature on produc-
tivity growth. The result is also consistent with
the funding of agricultural research from the
public sector as opposed to private funding. If
the value of agricultural research accrued pri-
marily to the producer, one could make a
strong argument that producers should pay di-
rectly for agricultural research.

The results of this study also indicate how
the agricultural research agenda could be
structured to capture relatively more of the
gains to productivity within the sector. In de-
veloping the relationship between changes in
profit, productivity, and relative prices, it is
demonstrated that producers profit more from
productivity gains when demand is more elas-
tic. In other words, the gains to productivity
dissipated into consumer surplus are smaller
in markets with more elastic demand curves.
This distinction is of particular importance to
Florida because of the relative diversity of ag-
riculture within the state and the dominance of
higher valued crops such as vegetables, citrus,
and ornamental crops. Some evidence sug-
gests that the demands for these higher valued
crops are more elastic than for other commod-
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ities (Huang and Lin).® Thus, research funding
that emphasizes increases in productivity
could be focused toward these crops. In ad-
dition, the results suggest that agricultural re-
search should focus at least a portion of re-
search expenditures away from efforts targeted
to increasing productivity and toward efforts
that increase the relative price by increasing
the relative quality of agricultural output.

Finally, it should be emphasized that mea-
surement of agricultural productivity is based
on observable inputs and outputs and the as-
sumption that these inputs and outputs are ho-
mogenous over time. This point is especially
important given the significance of environ-
mental implications of agricultural production.
The measures of productivity developed by
the USDA do not account for changes in water
use over time. Similarly, a significant portion
of the research over time has involved mini-
mizing the environmental consequences of ag-
ricultural chemical use instead of increasing
relative productivity. Hence, agriculture in
general is affected by the exclusion of factors
of production and basic changes in the factors
included in the index over time.
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