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Price Sensitivities for U.S. Frozen Dairy

Products

Leigh J. Maynard and Venkat N. Veeramani

Price elasticities and flexibilities for frozen dessert products were estimated from weekly
scanner data, with emphasis on functional form selection, system misspecification testing,
and endogeneity testing. Reciprocals of elasticities and elasticity matrix inversion were
invalid means of obtaining flexibility estimates, leaving direct estimation as the only viable,

albeit resource-intensive, approach.
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In the dairy sector, both private and public de-
cision makers require contemporary demand
analysis. For example, in 1998 the Interna-
tional Dairy Foods Association commissioned
a retail demand analysis of a wide range of
dairy products, which was motivated by the
industry’s perception that dairy demand was
becoming more elastic (Maynard). The own-
price elasticity of demand for frozen dairy
products was a salient issue in a 1999 $6.4
million breach-of-contract case, Fiola v. Nis-
sen Bakery. Recently, the U.S. General Ac-
counting Office (GAO) sought contemporary
dairy demand elasticities for use in preparing
its analysis of Northeast Dairy Compact im-
pacts.

One gap in the existing dairy demand lit-
erature is estimation of price flexibilities of de-
mand (the percentage change in price given a

Leigh J. Maynard and Venkat N. Veeramani are, re-
spectively, assistant professor and graduate research
assistant, Department of Agricultural Economics, Uni-
versity of Kentucky, Lexington, KY.

The authors wish to thank the International Dairy
Foods Association and A.C. Nielsen for providing the
data used in this study, and two anonymous reviewers
for helpful comments. All errors remain the responsi-
bility of the authors.

1% increase in quantity) from inverse demand
systems. Although quantity is the individual
consumer’s choice variable, aggregate quantity
of perishable dairy products at any given time
may be predetermined, and price is a choice
variable from the retailer’s perspective. Prod-
uct manufacturers, risk managers, and com-
modity analysts can use demand flexibilities to
forecast price changes resulting from supply
shocks. Demand flexibilities may be used in
price transmission models and in market pow-
er studies of price distortion.

One might be tempted to substitute recip-
rocals of price elasticities of demand where
flexibilities are needed. A reciprocal relation-
ship would theoretically hold only for goods
that had no substitutes or complements. One
might next be tempted to substitute the inverse
of the price elasticity matrix for the matrix of
flexibilities. Inverting the elasticity matrix
may be theoretically appropriate, but the sto-
chastic nature of elasticity estimates may in-
troduce numerical instability in the inverted
elasticity matrix, rendering the results empir-
ically inappropriate as flexibility estimates.

Huang (1994, 1996) and Eales debated
about how potential simultaneity of prices and
quantity should affect estimation of elasticities
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and flexibilities. Huang argued that flexibili-
ties should always be estimated directly,
whereas Eales countered that simultaneity
tests should first determine whether ordinary
or inverse demand models were appropriate. If
prices were predetermined and quantities were
endogenous, Eales argued that an ordinary de-
mand system was appropriate, and that flexi-
bilities should be obtained by inverting the
elasticity matrix. Huang (1996) responded that
inverting a matrix estimated from stochastic
variables would produce inaccurate and pos-
sibly unstable flexibility estimates. Huang
clarified that small (in absolute value) elastic-
ity estimates do not necessarily imply large
flexibility estimates.

The objective of this study was to estimate
price elasticities and price flexibilities, gener-
ically referred to as price sensitivities, of retail
demand for seven product types within the
frozen dessert category. The analysis was per-
formed on weekly U.S. average scanner data
(i.e., national average weekly prices and total
national weekly volume in pounds). Synthetic
ordinary and inverse demand systems were es-
timated that allowed flexibility in how expen-
diture shares affected parameter estimates.
System Durbin-Wu-Hausman tests were used
to test whether quantity-dependent (ordinary)
or price-dependent (inverse) systems were ap-
propriate at the weekly retail level.

Frozen desserts are not a frequent subject
of statistical demand analysis. Boehm esti-
mated price elasticities of demand for ice
cream and frozen novelties, Huang (1993) es-
timated price elasticities for ice cream as part
of a large-scale complete demand system for
food using annual U.S. data from 1953 to
1990, and Maynard and Liu estimated price
elasticities for ice cream, frozen yogurt, and
frozen novelties. To the authors’ knowledge,
this is the most comprehensive demand anal-
ysis of frozen dairy products and their primary
substitutes. Although product manufacturers,
retailers, and occasionally policy makers ben-
efit from estimates at this level of product dis-
aggregation, the results also motivate a general
discussion about the role applied researchers
could play in making valid demand sensitivity
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estimates more accessible for private and pub-
lic decision making.

Methods
Ordinary Synthetic Demand System

Elasticities were estimated directly from an or-
dinary (i.e., quantity-dependent) conditional
demand system. A synthetic model developed
by Barten aided model selection by parame-
terizing, rather than assuming, the influence of
expenditure shares on marginal expenditure
shares and Slutsky terms.

Lee, Brown, and Seale and Brown, Lee,
and Seale (1994) provide details of the ordi-
nary synthetic demand system. The synthetic
system nests four differential demand systems:
the Rotterdam, the linear approximate almost
ideal demand system (LA/AIDS), the CBS
system (named after the Dutch Central Bureau
of Statistics), and the NBR system (named af-
ter the National Bureau of Research). The Rot-
terdam model is specified as

wdlng, =8dIn Q + Z w;d In p;,
.

where w, denotes the expenditure share of the
ith good, g; denotes the quantity demanded of
the ith good, dIn Q denotes the Divisia vol-
ume index, and p; denotes the price of the jth
good. The differential form of the LA/AIDS
model is specified as

dw; = BdIn Q + X v,d In p,.
£

Marginal budget shares and Slutsky terms
are treated as constants in the Rotterdam mod-
el, but they are treated as functions of budget
share levels in the LA/AIDS model. The CBS
model has the LA/AIDS income coefficients
and the Rotterdam price coefficients, whereas
the NBR model has Rotterdam income coef-
ficients and LA/AIDS price coefficients. One
first estimates the following model to identify
if any of the four nested specifications best
describes the data:
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widlng, = (d; + ,w,)d In Q

+ 2 le;; — 8,wi(8; — wy)ld In p;,
J

where §; denotes the Kronecker & such that 3
= 1if i = j, and §; = 0 if i # j. The parameter
d, is a weighted average of the expenditure
parameters [3; and 6, in the LA/AIDS and Rot-
terdam models, respectively. Likewise, the pa-
rameter ¢; is a weighted average of the com-
pensated price parameters vy, and ; in the LA/
AIDS and Rotterdam models, respectively.

d

B + (1 —8)8;

€ = 82'}’0 + (1 o 82)’“:}'

i

Restricting the value of 8, and §, yields the
following demand systems:

Rotterdam &, = &, =0

LA/AIDS 3, =38,=1
CBS 3, =1, §=0
NBR

Likelihood ratio tests evaluated with two de-
grees of freedom allow one to choose which
set of restrictions (if any) adequately describes
the data.

One may either impose restrictions on §,
and &, and re-estimate a specific model or ob-
tain elasticity estimates directly from the syn-
thetic model (typically at the expenditure
share means):

expenditure elasticity
n = (d, + 3,w)lw,
compensated price elasticity
mn; = le; — d,wi(d; — w))l/w;
uncompensated price elasticity
;= +own
Standard errors of the elasticity estimates can
be calculated using values drawn from the pa-

rameter covariance matrix. The formula for
the standard error of a given compensated
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price elasticity m;, calculated at sample mean
budget shares, is as follows:

S.E.
var(e;;) .
(m;) = T + var(d,)(,;, — w;)?
B = 12
- 2QCDV(&;, 5,)

i

Theoretical demand restrictions in the syn-
thetic model are as follows, where equations
are indexed by i and price terms within an
equation are indexed by j:

Adding-up

>d=1-5,

D e;=0 for all j
Homogeneity

D ey=0 for all i

I
Symmetry

e;, = e; for all i, j.

Inverse Synthetic Demand System

Flexibilities were estimated directly from an
inverse (i.e., price-dependent) conditional de-
mand system. Brown, Lee, and Seale (1995)
developed a synthetic inverse demand system
analogous to Barten’s synthetic ordinary de-
mand system and applied it to orange varieties
for which quantities were expected to be pre-
determined. Brown, Lee, and Seale (1995)
provide details that supplement the following
summary.

The synthetic inverse system nests four dif-
ferential inverse demand systems: the inverse
Rotterdam (RIDS), the almost ideal inverse de-
mand system (AIIDS), the Laitinen-Theil sys-
tem, and the RAIIDS system (a RIDS/AIIDS
hybrid). The relationships between expenditure
shares and compensated quantity and Antonelli
coefficients are parameterized to relax the
maintained assumptions of specific inverse de-
mand systems. The Antonelli matrix is the gen-
eralized inverse of the Slutsky substitution ma-
trix, with each element representing the
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compensated price impact of a one-unit in-
crease in quantity (Deaton and Muellbauer, p.
57). The synthetic inverse demand system is

widlnw, = (d, + 8w)d In Q

+ 2 [ey; = 3,w, (3, — w)ld In g,
!

where 7; denotes p/x, x denotes total expen-
diture, and all other variables are defined as in
the ordinary demand system. The parameter d;
is a weighted average of the scale parameters
in the RIDS and AIIDS models, respectively.
Likewise, the parameter ¢; is a weighted av-
erage of the compensated quantity parameters
in the RIDS and AIIDS models.

Restricting the value of 8, and 8, yields the
following inverse demand systems:

RIDS 5, =8,=0
AIIDS 6, =986,=1

Laitinen-Theil &, = 1, 5,=0
RAIIDS 8 =0, 5, =1.

Likelihood ratio tests evaluated with two de-
grees of freedom allow one to choose which
set of restrictions best describes the data.

As with the ordinary synthetic model, one
may either impose restrictions on &, and 8, and
re-estimate a specific model, or obtain flexi-
bility estimates directly from the synthetic
model:

scale flexibility
fi=(d: + 8,w)lw,
compensated price flexibility

Ti=lez~ Bzwj(arj = w)l/w

uncompensated price flexibility

y=fytwife

The calculation of flexibility standard errors is
analogous to that of elasticity estimates.

Theoretical demand restrictions in the syn-
thetic inverse model are as follows, where
equations are indexed by 7/ and price terms
within an equation are indexed by j:
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Adding-up
Z d.= =1 ¥38;;
2 e; =0 for all j
Homogeneity
E e; =0 for all i
Symmetry
ey = e; for all i, j.

Misspecification Testing

The system misspecification testing procedure
advocated by McGuirk et al. was used to iden-
tify econometric violations. Performing isolat-
ed tests (e.g.. for autocorrelation) risks erro-
neous inferences if the underlying assumptions
of the test are violated (e.g., adequate func-
tional form). Likewise, single-equation tests
are inappropriate in a system setting because
they fail to recognize contemporaneous rela-
tionships across equations. The McGuirk et al.
procedure addressed both issues by advocating
estimation of joint conditional mean and joint
conditional variance test statistics (Rao, p.
556) that are system analogs to a single-equa-
tion F-test.

The joint conditional mean test was imple-
mented by regressing estimated residuals from
the original equations of interest on all original
right-hand-side variables and three additional
sets of terms used to identify functional form,
parameter instability, and serial independence
violations. The functional form terms were
squared predicted values from each of the
original equations (i.e., a RESET test); the pa-
rameter instability terms were trend and trend-
squared variables; and lagged estimated resid-
uval terms allowed testing for independence
(i.e., no autocorrelation). The error covariance
matrix from this unrestricted regression was
compared with that from a restricted regres-
sion of estimated residuals on only the original
right-hand-side variables. As detailed in
McGuirk et al., the Rao F-test statistic is cal-
culated as follows:

1 — AY|rr — 22

F=|—
2

£l

Ala’r
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where A equals the determinant of the unre-
stricted error covariance matrix divided by the
determinant of the restricted error covariance
matrix, p denotes the number of additional re-
gressors in the unrestricted model, g denotes
the number of equations in the system, v de-
notes the unrestricted error degrees of free-
dom, 1 = [(p’q* — HI(p> + ¢* — D', r =
v—(p—q+ 1)2,and z = (pq — 2)/4. The
test statistic is distributed approximately
F(pg, rt — 2z). In this application, SAS soft-
ware was used. The system testing framework
was implemented by saving error covariance
matrices from unrestricted and restricted re-
gressions run in proc MODEL; the matrices
were then read into proc IML modules that
calculated Rao F-test statistics for any para-
metric restrictions of interest.

The joint conditional variance test was im-
plemented by regressing squared estimated re-
siduals from the original equations of interest
on an intercept and three additional sets of
terms comparable with those in the joint con-
ditional means test, but used to identify static
heteroscedasticity, error variance instability,
and dynamic heteroscedasticity (i.e., ARCH
errors). The static heteroscedasticity terms
were squared predicted values from each of
the original equations, the error variance in-
stability terms were trend and trend-squared
variables, and the dynamic heteroscedasticity
terms were lagged squared estimated residu-
als. If the joint conditional mean and/or joint
conditional variance tests were rejected, the
cause of rejection was generally evident from
the significance of individual test parameters
and was confirmed with equation-by-equation
F-tests and system-wide Rao F-tests of indi-
vidual econometric violations.

Endogeneity Testing

Quantity-dependent demand models produce
consistent elasticity estimates when prices are
predetermined or exogenous. Inverse demand
models are appropriate when quantities are
predetermined, and they are commonly used
when biological lags characterize food pro-
duction. Incorrect assumptions about exoge-
neity produce biased and inconsistent esti-
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mates (see, e.g., Pindyck and Rubinfeld, ch.
11). If endogenous variables appear on both
sides of an equation, consistent estimates may
be obtained by replacing each endogenous
right-hand-side variable with its corresponding
predicted values obtained from a regression on
exogenous instruments.

Suppose prices are predetermined in a de-
mand system, but one needs to obtain flexi-
bility estimates (for example, to calculate a
Lerner index of market power-induced price
distortion). Should one invert the consistently
estimated elasticity matrix, or should one es-
timate an inverse system via instrumental var-
iables?

Eales argued that simultaneity tests should
first determine whether ordinary or inverse de-
mand models were appropriate. If prices were
predetermined, Eales argued that flexibilities
should be obtained by inverting the elasticity
matrix. Although agreeing that the flexibility
matrix is theoretically equivalent to the in-
verted elasticity matrix, Huang (1996) used
the Cauchy-Schwartz inequality to demon-
strate that the inverse of a directly estimated
elasticity matrix will not equal the flexibility
matrix estimated from the same data. Further-
more, inverted statistical estimates may be un-
stable. Huang (1994, 1996) suggested direct
flexibility estimation.

The debate clarified, but did not resolve,
the analytical tradeoffs between simultaneity
bias and parameter instability. The approach
used in this study integrated both perspectives.
Elasticities and flexibilities were estimated di-
rectly from quantity-dependent and price-de-
pendent models, respectively. If system Dur-
bin-Wu-Hausman tests rejected exogeneity of
right-hand-side variables, instrumental vari-
able (IV) estimators could be used to obtain
consistent estimates. IV estimators such as
3SLS are consistent but are generally biased
(Davidson and MacKinnon, p. 217). The po-
tential bias of the IV estimator was deemed
less costly than the potential instability of in-
verting parameter matrices biased by simulta-
neity.

Simultaneity tests are only valid if the un-
derlying models are statistically adequate (i.e.,
free of significant econometric violations) and
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were therefore performed following mis-
specification testing and correction. The sys-
tem analog to the Durbin-Wu-Hausman test
was performed by regressing potentially en-
dogenous variables on a set of exogenous and
predetermined instruments and including the
residuals as regressors in the original demand
model (McGuirk et al.; Davidson and Mac-
Kinnon, p. 239). Rao F-test statistics, as de-
scribed in the misspecification testing section,
were calculated to assess the system-wide joint
significance of the generated residual terms.
Rejection would indicate that parameter esti-
mates in the demand system were significantly
affected by simultaneity of right-hand-side
variables, in which case the affected demand
system would be estimated via 3SLS instead
of SUR.

In the ordinary demand system, price terms
(d In p;) were jointly tested for exogeneity, as
was the Divisia volume index (d In Q). In the
inverse demand system, quantity terms
(d In g,) were jointly tested, as was d In Q. In-
struments in all cases consisted of current and
lagged exogenous variables and lagged (po-
tentially) endogenous variables.

Eales and Unnevehr (1993) performed
Hausman tests using livestock production
costs as instruments in ordinary and inverse
AIDS models of meat demand. The annual
data suggested that only beef quantity was pre-
determined; all other prices and quantities
were endogenous. Brown, Behr, and Lee per-
formed Hausman tests using current and
lagged exogenous variables and lagged endog-
enous variables as instruments on a condition-
al ordinary Rotterdam system for fruit juices
using weekly scanner data. Neither prices nor
conditional expenditures were found to be en-
dogenous. The exogeneity of conditional ex-
penditures was interpreted as support for ra-
tional random behavior. Lee, Brown, and
Seale also determined that d In Q was exoge-
nous in a complete ordinary AIDS system us-
ing annual Taiwanese data for highly aggre-
gated goods.

Data and Estimation

Demand for frozen dessert products was esti-
mated using weekly national average retail
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scanner data provided by A.C. Nielsen via the
International Dairy Foods Association for the
weeks ending August 3, 1996, through No-
vember 21, 1998 (n = 121). The raw data con-
sisted of nominal U.S. average prices and U.S.
total quantities for seven products: ice cream,
frozen yogurt, sherbet, sorbet, branded frozen
novelties, private label frozen novelties, and
“other packaged frozen™ products. Nominal
prices were deflated by the Consumer Price
Index and linearly interpolated to obtain a
weekly series. The distinction between brand-
ed and private label sales of frozen novelties
(but no other product categories) reflected the
needs of the sponsor at the time the data were
collected. The data represented sales at retail
grocery stores with over $2 million in annual
sales and were similar to the juice data used
by Brown, Behr, and Lee in that they were
highly aggregated across space but quite dis-
aggregated across time and form. Table 1 pro-
vides descriptive statistics.

Given the extremely small share of frozen
dairy products in the total consumer budget,
conditional demand systems were estimated,
with total expenditures defined as expenditures
on the group of seven frozen dairy product
categories. Recall the overall goal of compar-
ing inverted elasticity matrices to directly es-
timated flexibility matrices. The inverse of the
conditional demand elasticity matrix is equal
to the inverse of the corresponding submatrix
in a complete demand elasticity matrix if the
cross-price elasticities of “all other goods™
with respect to all frozen dairy product prices
equal zero (Eales). It is hard to imagine a sce-
nario in which a change in ice cream prices,
for example, would significantly influence
consumers’ consumption of “‘all other goods.”
Thus the estimation of conditional versus
complete demand systems appears unlikely to
affect the conclusions of the analysis.

Results

Regarding choice of functional form, Table 2
shows likelihood ratio tests for the restrictions
on the parameters 8, and 8, that correspond to
specific demand systems (e.g., Rotterdam, LA/
AIDS, CBS, and NBR in the case of the or-
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Table 1. Descriptive Statistics of Weekly U.S. Scanner Data, 8/3/96—11/21/98

M SD Min Max
Quantities (000)
Ice cream 10,599.43 1,530.14 7.939.96 14,295.07
Frozen yogurt 862.19 180.16 525.39 1,322.48
Sherbet 421.62 65.08 31115 563.47
Sorbet 68.47 15.25 43.48 96.81
Branded novelties 7.414.34 2,572.68 3,670.27 12,793.66
Private label novelties 2,631.32 909.71 1:135.57 4.586.91
Other frozen 72.34 20.27 48.33 182.07
Nominal prices
Ice cream $6.16 $0.27 $5.67 $7.13
Frozen yogurt $7.58 $0.24 $7.01 $8.25
Sherbet $5.54 $0.30 $5.01 $6.38
Sorbet $20.41 $0.73 $18.46 $21.79
Branded novelties $3.60 $0.18 $3.24 $4.02
Private label novelties $2.03 $0.11 $1.77 $2.32
Other frozen $25.58 $1.63 $20.91 $28.90
Expenditure shares
Ice cream 60.35% 3.25% 53.78% 66.67%
Frozen yogurt 6.07% 1.11% 4.39% 8.15%
Sherbet 2.16% 0.15% 1.92% 2.80%
Sorbet 1.28% 0.11% 1.06% 1.51%
Branded novelties 23.69% 3.08% 17.84% 29.08%
Private label novelties 4.74% 0.63% 3.39% 5.93%
Other frozen 1.72% 0.44% 1.24% 3.38%

Table 2. Functional Form, Misspecification, and Endogeneity Test Statistics

Likelihood Ratio Tests Reject Common Functional Forms

Ordinary Demand L.R. Statistic Inverse Demand L.R. Statistic
Rotterdam (8, = 0, 8, = 0) 58.34%%* RIDS (8, = 0, 8, = 0) 262.27%*
AIDS (3, = 1,8, = 1) 11.70%%* AIIDS (8, = 1,8, = 1) 188.03%*
CBS (3, = 1,8, = 0) 29.78%% Laitinen-Theil (8, = 1, 8, = 0) 32.62%*
NBR (6, = 1,8, = 1) 41.83%* RAIIDS (3, = 0,8, = 1) 471.99%*
System Joint Misspecification Tests Suggest Model Adequacy

Ordinary Demand Rao F-Statistic Inverse Demand Rao F-Statistic
Joint conditional mean 0.512 Joint conditional mean 0.33=
Joint conditional variance 0.35° Joint conditional variance 0.09°

System Endogeneity Tests Suggest SUR is Appropriate

Ordinary Demand Rao F-Statistic® Inverse Demand Rao F-Statistic®
dinp,....dInp, 0.36 ding,....dIn g, 1.73
dn Q 0.49 dln Q 1.78

Note: ** denotes likelihood ratio statistic > critical 2 value for 2 df at the .01 level.
2 F5 (70,64) = 1.50.
b F2,(70,72) = 1.48.
< F.(7,108) = 2.09.
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dinary system). All four specific models were
rejected at the .01 level in both the ordinary
and inverse demand systems. Each estimated
value of 8, and &, was significantly different
from zero at the .0l level, and the estimated
values of 8, in each system were significantly
different from one at the .01 level. According-
ly, the unrestricted synthetic models were used
for subsequent estimation. The test results il-
lustrate the strength of the synthetic model in
helping to avoid inadequate functional form
choices that could lead to specification bias.

Table 2 also contains system joint misspec-
ification test statistics for each demand system.
In the ordinary demand system, the joint con-
ditional mean and joint conditional variance
system misspecification tests were initially re-
jected, apparently due to multiple econometric
violations. Eales and Unnevehr (1988, p. 522)
replaced current budget shares with lagged
budget shares “to avoid simultaneity prob-
lems™ in constructing Stone’s price index in
an AIDS model. When the same approach was
applied in constructing the analogous Divisia
volume index, all evidence of econometric vi-
olations disappeared. The lagged budget
shares were highly correlated with current
budget shares (e.g., 94% for ice cream).

In the inverse system, the system joint con-
ditional mean test was initially rejected, ap-
parently due to a serial independence viola-
tion. The violation was confirmed by a system
Rao test devoted only to serial independence.
Each equation in the model was respecified as
a first-order autoregressive process, after
which the independence, joint conditional
mean, and joint conditional variance tests were
not rejected.

The data added up by construction. F-tests
failed to reject any of the homogeneity and
symmetry restrictions at the .05 level in the
ordinary demand system, and all theoretical
restrictions were imposed in subsequent esti-
mation. In the inverse demand system, one ho-
mogeneity restriction and several symmetry
restrictions (mostly involving the “other pack-
aged frozen™ category) were rejected and not
imposed.

The lower portion of Table 2 presents the
results of system Durbin-Wu-Hausman tests
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for exogeneity of right-hand-side variables.
Neither prices in the ordinary system, nor
quantities in the inverse system, were suffi-
ciently endogenous to significantly affect the
vector of contrasts between parameters esti-
mated via SUR versus 3SLS. System Durbin-
Wu-Hausman tests for exogeneity of condi-
tional expenditures (i.e., the d In Q variable)
were also not rejected at the .05 level. Al-
though not statistically significant, the test sta-
tistics were substantially higher (i.e., closer to
rejection) in the inverse demand system than
in the ordinary demand system. Eales and Un-
nevehr (1993) generally rejected exogeneity in
annual data, whereas Brown, Behr, and Lee
failed to reject exogeneity in weekly prices.
The frozen dairy product data suggest that
market-clearing adjustments in both prices and
quantities occurred over durations exceeding |
week. The implication is that ordinary and in-
verse demand systems may both be consis-
tently estimated via SUR without resorting to
an IV estimator such as 3SLS.

Table 3 contains the compensated price
elasticity matrix estimated from the ordinary
synthetic demand system. Adjusted R? statis-
tics ranged from 0.43 in the sherbet equation
to 0.93 in the ice cream equation. All product
categories were own-price elastic, with frozen
yogurt, branded frozen novelties, and other
frozen products being the most elastic. The
elasticity magnitudes were similar to those of
other dairy products estimated from scanner
data (Maynard and Liu), which tend to be
higher in absolute value than estimates ob-
tained from data that are more aggregated over
form and time. Product storability may also
influence the magnitude of elasticities esti-
mated from scanner data. Vickner and Davies
obtained extremely elastic results from a
brand-level analysis of spaghetti sauces, which
are more storable than frozen dairy products.
The dominant roles of ice cream and branded
frozen novelties in the frozen dessert category
are evident in the cross-price elasticities. All
but two of the significant cross-price terms in-
dicated substitute relationships among product
categories.

Table 4 contains the compensated price
flexibility matrix. Explanatory power was
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Table 3. Compensated Price Elasticity Matrix, Estimated from Ordinary Demand System

Private-
Ice Frozen Branded label Other
Cream Yogurt Sherbet Sorbet  Novelties Novelties Frozen
Ice cream —1.00%* 012> 0.03%* 0.03%* 0.69%* 0.15*%  —0.02
(0.09) (0.02) (0.01) (0.00) (0.07) (0.02) (0.02)
Frozen yogurt 1.18%%  —1.64%* 0.12%* 0.06%* 0.21 0.03 0.03
(0.18) (0.10) (0.06) (0.02) (0.17) (0.09) (0.06)
Sherbet 0.9] *x* 0.35* —1.11**  —0.09 0.08 —0.06 -0.07
(0.31) (0.16) (0.19) (0.07) (0.31) (0.18) (0.10)
Sorbet 1.34*% 0.31%*  —-0.16 —-1.27** —0.05 =0.15 —-0.02
(0.21) (0.12) (0.12) 0.17) (0.22) (0.13) (0.06)
Branded novelties I75%* 0.05 0.01 —0.00 —1.81%*% —(.16%* 0.16%*
(0.18) (0.04) (0.03) (0.01) (0.17) (0.06) (0.05)
Private-label novelties 1.94%3%* 0.04 -0.03 —0.04 —0.79%*% —1.44%* 0.32%*
(0.30) (0.11) (0.08) (0.04) (0.28) (0.18) (0.09)
Other frozen —0.67 0.12 —0.09 —0.01 2.23%w 0.88%* —2.46%*
(0.72) (0.20) (0.12) (0.05) (0.67) (0.24) (0.32)

Notes: Standard errors are in parentheses.

** and * denote statistical significance at the .01 and .05 levels, respectively.

higher in the price-dependent system, with ad-
justed R? statistics ranging from 0.85 in the
“other packaged frozen™ equation to 0.99 in
the ice cream equation. Significant comple-
mentary relationships were much more com-
mon in the inverse demand system results.
Given that price is the choice variable in in-
verse demand systems, strategic behavior by

manufacturers and retailers offers a plausible
avenue for future investigation of complemen-
tary inverse demand relationships.

The primary finding of the analysis is the
relationship between own-price elasticity es-
timates in Table 3 and own-price flexibility es-
timates in Table 4. All own-price flexibilities
were negative, significant, and less than 1 in

Table 4. Compensated Price Flexibility Matrix, Estimated from Inverse Demand System

Private-
Ice Frozen Branded label Other
Cream Yogurt Sherbet Sorbet  Novelties Novelties Frozen
Ice cream —0.09%* 0.02%* 0.0]#* 0.00%* 0.04+* 0.00%* 0.01%*
(0.01) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
Frozen yogurt 0.22%%  —0.40%* —0.06%* 0.1 1%% 0.11%* 0.03 —=0.02¥
(0.02) (0.02) (0.02) (0.02) (0.03) (0.02) (0.01)
Sherbet 0.15%* 0.02 —0.18** —0.00 -0.01 0.03 =0.01
(0.04) (0.03) (0.03) (0.01) (0.04) (0.03) (0.01)
Sorbet 0.15%* 0.01 —0.00 —0.24%* 0.07 0.02 -0.01
(0.03) (0.03) (0.02) (0.03) (0.04) (0.03) (0.01)
Branded novelties 0.10%* 0.03**  —0.00 0.00 ={), ] 5%* 0.03%% =001**
(0.01) (0.01) (0.00) (0.00) (0.02) (0.01) (0.00)
Private-label novelties 0.06%* :13%* 0.01 ={().07** 0.14%* —0.27** —-0.00
(0.03) (0.02) (0.01) (0.02) (0.04) (0.03) (0.01)
Other frozen 0.39%* —(0.16* 0.22%% —0.17¢* -0.09 —0.02 ~{) 1 9F*
(0.06) (0.07) (0.06) (0.08) (0.10) (0.08) (0.02)

Notes: Standard errors are in parentheses.
** and * denote statistical significance at the .01 and .05 levels, respectively.
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absolute value (inflexible). Although this is
qualitatively consistent with the elastic values
in Table 3, prices appeared to be less elastic
than the reciprocal or inverse of the flexibili-
ties would suggest. Alternatively, prices were
less flexible than the reciprocal or inverse of
the elasticities would suggest. The same phe-
nomenon existed in the Eales and Unnevehr
(1993) SUR estimates and in Huang (1994).

The statistical and economic significance of
off-diagonal terms implies that inverting the
elasticity matrix, rather than calculating own-
price reciprocals, is necessary to obtain theo-
retically valid flexibility estimates from elas-
ticity estimates. However, inversion of both
the elasticity and flexibility matrices produced
implausible values exceeding 100. The rela-
tively large magnitudes of off-diagonal esti-
mates with respect to the dominant ice cream
category appeared to be the main culprit in
rendering inversion useless as an alternative to
direct estimation.

Discussion

The objective of this study was to provide
public and private decision makers with valid
demand elasticity and flexibility estimates for
frozen dairy products and their primary sub-
stitutes, with particular emphasis on functional
form selection, misspecification testing, and
treatment of endogeneity. The results support-
ed Huang’s (1994, 1996) contention that in-
verting an elasticity matrix will produce sub-
stantially different outcomes than direct
estimation of flexibilities from a price-depen-
dent demand system.

The most interesting discussion point in-
volves the debate between Huang (1994,
1996) and Eales regarding the propriety of ob-
taining flexibility estimates by direct estima-
tion or inversion of the elasticity matrix. In-
verting the elasticity matrix is theoretically
appropriate, and calculating own-price flexi-
bilities as reciprocals of elasticities would be
theoretically appropriate only for products
with no substitutes or complements. If weak
substitute/complement relationships exist, the
reciprocals may not differ significantly from
their inverted counterparts (Huang’s 1994 re-

Journal of Agricultural and Applied Economics, December 2003

sults illustrate this). The bigger threat is the
difference between inverted elasticity matrices
and directly estimated flexibilities. In Eales
and Unnevehr (1993), inverted elasticities dif-
fer from estimated flexibilities by 15% (pork)
to 128% (chicken). In Huang (1994), inverted
elasticities differ from estimated flexibilities
by 37% (high-quality beef) to 1,071% (man-
ufacturing-grade beef). In the present appli-
cation to less aggregated products, inversion
resulted in clearly unreasonable estimates, il-
lustrating the sensitivity to numeric structure
referred to by Huang (1996).

Earlier in the manuscript, Lerner’s index of
price distortion was used as an example where
researchers have alternately used inverted
elasticities (e.g., Schroeter) or advocated direct
flexibility estimation (e.g., Sexton). The flex-
ibility discrepancies described above could
easily make the difference between attributing
either modest or extreme price distortions to
market power, with subsequent impacts on
policy recommendations.

Theoretical rationale notwithstanding, it
appears empirically inappropriate in many cas-
es to use inverted elasticity matrices as de-
mand flexibilities. Where does this leave the
agency analyst or consultant who does not
have the time or data to estimate flexibilities
directly? In marketing courses, we tell our stu-
dents that elasticities and flexibilities are use-
ful because they can be inserted into many
economic models without requiring that a full-
blown demand study accompany every eco-
nomic analysis. Analysts would be well-
served by a publicly accessible collection of
directly estimated demand elasticities and flex-
ibilities for food products over a wide range
of temporal, spatial, and product aggregation.
A coordinated effort could exploit economies
of scale in methods development, data collec-
tion, and estimation procedures, and would
generate outputs of value both within the dis-
cipline and among our stakeholders. By more
clearly demonstrating the usefulness of ap-
plied economic research to those who make
economic decisions but do not read academic
journals, such efforts could help maintain
long-run support for the discipline. A reviewer
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correctly noted that the devil would be in the
details.

[Received June 2002; Accepted January 2003.]
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