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The Role of On-Site Time in Recreational
Demand for Wilderness

Ram N. Acharya, L. Upton Hatch, and Howard A. Clonts

Treatment of time in travel cost models has been a source of contention among economists.
The debate persists because welfare estimates, which are the principal objectives of these
studies, are highly sensitive to the treatment of time. The present study examines the dual
role of on-site time using evidence from two wilderness areas in Alabama. The empirical
results comply with the theoretical expectation that on-site time is both a source of utility
and cost. The exclusion of on-site time from demand functions results in biased parameter
estimates. In particular, it yields smaller own-price coefficients and higher welfare esti-

mates.
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Outdoor recreation is a time-consuming pro-
cess. Even before the actual consumption of
recreational goods starts, a significant amount
of time is spent on making a trip to the rec-
reational site. On the other hand, the level of
satisfaction derived from participating in rec-
reational activities depends on the amount of
time spent consuming recreational goods. This
distinguishing feature of outdoor recreation
makes time an important factor in determining
the demand for recreational activities (Bock-
stael, Strand, and Hanemann).

The treatment of time in travel cost models
has been a consistent source of debate among
economists (Bockstael, Strand, and Hane-
mann; Cesario and Knetsch; McConnell;
McConnell and Strand 1981). This contention

Ram N. Acharya is assistant research professor, Mor-
rison School of Agribusiness and Resource Manage-
ment, Arizona State University East, Mesa, AZ. L. Up-
ton Hatch and Howard A. Clonts are professors,
Department of Agricultural Economics and Rural So-
ciology, Auburn University, Auburn, AL.

The authors thank Steven Caudill, Henry Kennu-
can, and anonymous reviewers for valuable comments
and suggestions.

persists because the consumer surplus esti-
mate, which is the “‘ultimate™ goal of these
models, is highly sensitive to the treatment of
time (Kealy and Bishop; McConnell and
Strand 1981). In general, time in travel cost
models has been treated in two ways—as a
source of utility and as a trip cost (McConnell;
Smith).

Most of the earlier studies focused on the
cost aspect of time and attempted to find ways
to measure the opportunity cost of time used
in recreation (Johnson; McConnell and Strand
1981, 1983; Ward). Smith, Desvousges, and
McGivney used a household production
framework to examine the role of travel and
on-site time on demand for 43 recreation sites
and found that about half of the estimated
models were affected by the method of mea-
suring opportunity cost of on-site time. Kealy
and Bishop maintained that on-site time is ex-
ogenous because a recreationist decides first
the optimal length of time to recreate at a site
and then he decides on how many trips of that
optimal length to make. Even though they
were not concerned about the utility-generat-
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ing aspects, their model is consistent with both
aspects of on-site time (McConnell).

On-site time could be a choice variable or
a predetermined variable for a recreationist.
For example, leisure time is a choice variable
for individuals who can freely allocate time
between work and leisure activities, whereas
it would be a predetermined or exogenous var-
iable for those who cannot make such alloca-
tions.! Smith contended that, in either case,
three modeling strategies could be adopted.
First, on-site time can be assumed as fixed for
all recreationists, as in the case of classical
travel cost models. Second, it could be fixed
for an individual, but it may vary across in-
dividuals as assumed by Kealy and Bishop.
Third, the number of recreational trips and on-
site time could be determined simultaneously.

Recently, McConnell analyzed the dual
role of on-site time for both exogenous, as
well as endogenous, cases. He used beach de-
mand data from New Bedford, MA, to explain
his arguments, and his results showed that on-
site time is endogenous and the implications
of ignoring on-site time are negligible. Smith
explored the consequences of misspecifying
on-site time (ignoring the role of on-site time
as a source of utility) and excluding on-site
time from demand functions for the exogenous
case using Monte Carlo simulations. In both
cases, consumer surplus estimates were bi-
ased, and the consequences of misspecification
were found to be more serious than excluding
on-site time from demand functions. However,
no study to our knowledge has tested the em-
pirical validity of the theory that on-site time
is both a component of trip cost and a source
of utility.

The main objective of the present research
was to test whether on-site time really plays a
dual role, using evidence from the Cheaha and
Sipsey wilderness areas of Alabama. A sec-
ondary objective was to examine the impact
of ignoring the utility-generating aspect of on-

! Some issues related with labor market situation
and the nature of time constraint faced by an individual
are discussed in Bockstael, Strand, and Hanemann.
They argue that, for individuals who face flexible
working hours in the labor market, time spent working
is an endogenous variable.
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site time on welfare estimates. Because the
choice of empirical model depends on the na-
ture of on-site time, we begin by checking for
endogeneity of on-site time. Then, based on
test results, a recreational trip-demand func-
tion, which included both aspects of on-site
time, was specified and estimated by using
truncated count data estimators. This specifi-
cation of the demand model made it possible
to perform an empirical test on the dual role
of on-site time. Unlike in previous studies, the
results show that the exclusion of on-site time
from the empirical demand function would re-
sult in a smaller own-price coefficient and
higher values of consumer’s surplus estimates.

Conceptual Framework

On-site time in wilderness recreation plays a
dual role. First, it is a source of utility, because
more time on-site augments the level of sat-
isfaction derived from recreational activities.
Second, it contributes to the cost of the trip
because the time spent on recreational activi-
ties could possibly be used in other income-
generating activities. This dual role of on-site
time requires adjustments in both utility func-
tion as well as budget constraints.

Consider a consumer who makes a number
of recreational trips (x) to various wilderness
areas and consumes a composite bundle of
goods (z) so as to maximize utility (U), sub-
ject to income and time constraints. The util-
ity-generating aspect of time can be incorpo-
rated in the model by including on-site time
as an argument in the recreationist’s utility
function (McConnell)—i.e.,

(1) U= U, t 2), 8U/MBx =0, and

dU/Bt = 0.
In this specification, utility is an increasing
function of both the number of trips (x) as well
as the amount of time on site (7). However,

on-site time without a trip or trip without on-
site time would not yield utility—i.e.,

(2) oU(0, x, 2)/8t = dU(x, 0, 2)/6x = 0.

This joint weak complementarity between the



Acharya, Hatch, and Clonts: Role of On-Site Time

number of trips and on-site time makes inte-
rior solutions more plausible (see McConnell
for details).

On the other hand, the cost aspect of on-
site and travel time is generally modeled by
introducing a time constraint in the consumer’s
optimization problem (Larson and Shaikh;
McConnell; Shaw 1992; Smith, Desvousges,
and McGivney). In this framework, a wilder-
ness visitor is assumed to face income (Y) as
well as time (7°) constraints

(3) Y=cx+ctx+cz and

T=( +0Dx+ 1.2

where ¢, is the price or cost of a trip to the
wilderness area, ¢, is the on-site cost per unit
of on-site time, c. is a composite price for the
Hicksian bundle, 7 is the time available for
consumption activities, 7, is travel time, ¢ is
on-site time, and 7_ is time spent in consuming
the Hicksian bundle.

Under the assumption that the recreationist
can easily allocate time between work and
consumption activities, income and time con-
straints can be combined to derive a single
budget constraint (Bockstael, Strand, and Ha-
nemann; Larson and Shaikh; McConnell)—
ig.,;

4) Y+ wl=y=x(p, +pt) + pz,

where y is full income (i.e., wage plus non-
wage income); p, = ¢, + wr, (travel expenses
plus opportunity cost of travel time per trip),
p, = w + ¢, (opportunity cost of time plus on-
site expenses per unit of on-site time), and p
= c¢. + wt. (consumption expenses plus op-
portunity cost of time for each unit of the
Hicksian bundle consumed). After this adjust-
ment, the consumer’s choice problem becomes

(5) max U
=U(x, t,z) + Ny — x(p, + p,t) + pz].

The solution to this optimization problem
depends on whether on-site time is a choice
variable or determined exogenously. Smith,
Desvousges, and McGivney contended that
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on-site time is an endogenous variable and es-
timated on-site time and recreation trip de-
mand functions simultaneously. Under the as-
sumption that on-site time is endogenous and
time is freely substitutable between work and
consumption activities, McConnell derived the
demand for on-site time and recreation trips to
be

(6) t= f(p. p.p y), and

X = f(popup Y-

The most interesting part of McConnell’s
analysis lies in the argument that even if on-
site time is endogenous, a single-equation es-
timation of x will not cause bias in parameter
estimates. Thus, there is no need to estimate
the demand for on-site time and recreation
trips simultaneously.

On the other hand, Kealy and Bishop pos-
tulated that on-site time is a predetermined
variable. They argued that the recreationist de-
cides first the optimal length of time to rec-
reate at a particular site and then how many
trips of that optimal length to make. Although
the amount of on-site time for an individual is
assumed to be predetermined, it is allowed to
vary across the individuals. They compared
ordinary least-squares (OLS) and maximum
likelihood (ML) estimators and found the dif-
ference between these two estimators to be
very large. The welfare measures obtained
from OLS estimators were found to be 3.6
times higher than the measures based on ML
estimators.

On-site time should be included as an ex-
planatory variable in the trip demand function,
when it is predetermined to an individual but
varies across the individuals (Kealy and Bish-
op; McConnell; Smith). In this case, the trip
demand function for an exogenous case can
be derived as?

(7N x=f(pE.py 0,

21t is likely that inclusion of both aspects of on-
site time in a single demand function would make trip
cost and on-site time collinear. However, it may not
necessarily be restrictive, because the opportunity cost
of on-site time is only a component of total trip cost.
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where p¥* = p, + p.t. In this specification, the
dual role of on-site time can be observed as

[ [+]
(8)  dx/dt = p,(dx/BdpF) + dx/br.

The first term on the right represents the
cost side of on-site time, which should be neg-
ative, and the second term represents the util-
ity-generating role of time and is expected to
be positive. Also, the implications of exclud-
ing onsite time from demand function can be
easily seen from this specification of the de-
mand function. Because the relationship be-
tween recreational demand and on-site time is
expected to be positive, the omission of on-
site time from the empirical demand function
would suppress the size of cost coefficient and
inflate consumer’s surplus estimates.?

Empirical Model

Most recreation studies are based on data gath-
ered from user surveys. In such surveys, the
demand for recreation (x) is measured as the
number of trips made by an individual to a
wilderness within a period of time, which is a
positive integer truncated at zero. In this case,
truncated Poisson and truncated negative bi-
nomial estimators are considered to be supe-
rior to the estimators based on continuous dis-
tributions (Creel and Loomis; Maddala; Shaw
1988). Count data models have been used
widely in recent empirical studies. Hausman,

* This point can be expressed as follows. Let the
true model be x = X8, + X,B, + € and the estimated
model is x = X|b, + e, where X, includes all relevant
variables except for on-site time and X, denotes the
on-site time. Then the expected value of b, would be
E(b)) = B, + [cov(X,, X;)/var(X,)] X B,. Thus, under
the assumption that X, and X, are not independent, the
expected value of b, would be biased. In this case, the
coefficient associated with the cost of wilderness vis-
itation (own price) would be biased downward because
B, <0, B, = 0, and cov(X,. X,) > 0. This will lead to
higher values of consumer surplus estimates. However,
if cov(X,, X;) < 0. then the coefficient would be biased
upward, which would lead to lower values of consumer
surplus. We are thankful to one of the anonymous re-
viewers for reminding us about the second possibility.
This would be a case when more distant visitors sub-
stitute fewer but longer trips for many shorter trips.
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Hall, and Griliches used Poisson and negative
binomial models to analyze patents issued,
whereas Cameron and Trivedi used similar
models to analyze medical visits. Creel and
Loomis compared several count data models
using empirical data on demand for deer hunt-
ing in California and found that truncated
Poisson and truncated negative binomial-re-
gression models perform better than the alter-
native estimators.

In recreation demand studies, the price or
cost of a wilderness visit is generally defined
as a total of travel cost, entry charges, and
opportunity cost of time. The travel cost of a
wilderness visit is typically estimated by mul-
tiplying total distance traveled by a standard-
ized average cost (Creel and Loomis; Mc-
Connell). The issue of opportunity cost of
time, however, is vague. Various attempts have
been made to measure the opportunity cost of
travel and on-site time. Some of the early stud-
ies used a minimum wage rate (Cesario and
Knetsch) or a fraction of market wage rate
(Nichols, Bowen, and Dwyer) to measure the
opportunity cost. McConnell and Strand
(1981) contended that the opportunity cost of
time should be a fraction of the market wage
rate and that this fraction should be estimated
from the sample itself rather than choosing it
arbitrarily.

The opportunity cost of an individual’s
time, however, would depend on the avail-
ability of alternative uses of time and on the
nature of time constraints faced by the recre-
ationist (Freeman). It may also depend on the
type of site visited and the nature of recrea-
tional activities undertaken. Smith, Desvous-
ges, and McGivney asserted that the time con-
straint and the opportunity cost of time spent
at a local recreation site would be different
from the time constraint and opportunity cost
of time spent at a national site that serves peo-
ple from different parts of the country.

Another important issue, which is often ig-
nored in empirical studies, is the treatment of
substitutes. The exclusion of close substitutes
from the recreation demand models may result
in biased parameter estimates (Cuddington,
Johnson, and Knetsch; Rosenthal). Although
information required for estimating the price



Acharya, Hatch, and Clonts: Role of On-Site Time

of substitute sites was not available from the
original data set, the distance from a center of
each of the 67 counties of Alabama to Cheaha
and Sipsey wildernesses were estimated. Us-
ing these estimated distances and information
about the hourly wage rate of workers in Al-
abama, the cost of visiting a substitute site was
imputed. The county of origin of out-of-state
visitors, however, was not recorded. Because
the cost of substitute sites for out-of-state vis-
itors could not be estimated, they were ex-
cluded from the sample. Moreover, Cheaha
and Sipsey are the only two wilderness areas
of Alabama, and most visitors to these two
wilderness areas are Alabama residents. Thus,
these wilderness areas are probably the two
most relevant substitutes available to Alabama
residents.

The data set used in the present study in-
cludes both campers as well as day visitors,
which differ significantly, at least in terms of
the amount of time spent on site. This differ-
ence in time violates one of the basic assump-
tions of travel cost model (Freeman). To ad-
dress this problem, Ozuna and Gomez used a
dummy variable, equaling one for campers
and zero otherwise, to account for such dif-
ferences in on-site time. A more robust esti-
mation procedure, however, would be to mod-
el campers and day visitors separately.
Because there was not much variability in on-
site time variable (see “‘Data” section and
footnotes in Tables 1 and 2 for details), we
estimated both on-site time and trip-demand
models combining the day and overnight us-
ers. For comparison, separate trip-demand
functions of campers and day visitors were
also estimated.

Because the specification of a trip demand
function depends on the nature of the on-site
time, a two-step estimation procedure was
used (McConnell). The first stage involves
testing a null hypothesis that on-site time de-
mand function (Equation 6) parameters are not
jointly significantly different from zero. If the
test result confirms the hypothesis, then one
would conclude that on-site time is exogenous
and estimate trip demand function as specified
in Equation (7). On the other hand, if it fails
to support the null, then it would imply that
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on-site time is endogenous and proceed by es-
timating Equation (6).

On the basis of the empirical issues dis-
cussed earlier and results from the on-site time
demand model, the following specifications
were used in estimating the recreation demand
for Cheaha and Sipsey wilderness areas:

(9) OLS: x ~ N(XB, o2I)
T-POISSON:
x; ~ T-POISSONI[A = exp(XB)]. for x, >0
TNBINOM:

x; ~ TNBINOMI[A = exp(XB, a)], forx; =0,

where X = X(Stay, Age, Age?, Income, t, p,,,.
P.). The dependent variable, x;, was defined
as the number of visits to the wilderness area
per year and the explanatory variables include;
“*Stay” is a dummy variable that takes the val-
ue of 1 if the respondent was on a camping
trip and 0 otherwise; “Age,” visitor’s age;
“Age?,” age squared; “Income,” full income
(money and time income); “‘7,”’ time spent on
site; “*p,... cost of visiting this wilderness
area; and “‘p,,.” cost of visiting other wilder-
ness areas. Both own and substitute prices are
defined as full price that includes time and
money costs (see footnotes in Tables 1 and 2
for details).

The Data

The data set used in the present study was gen-
erated through a face-to-face visitor survey
conducted from June 1991 to June 1993 at
Cheaha wilderness areas in Alabama. The
overall response rate was 76.2% (see Clonts
for other details). Because some of the impor-
tant variables needed for the study, such as the
cost of a trip to an alternate site (p,,;), total
time available for consumption activities (7).
and average hourly wage rate (w), were not
included in the original survey, the following
procedure was used to approximate them.
Because Alabama has only two wilderness
recreation sites (Cheaha and Sipsey) and
>80% of those who visit these wilderness ar-
eas are state resident, we treat these two sites
as close substitutes. On the basis of this as-
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Table 1. Variable Descriptions

Journal of Agricultural and Applied Economics, April 2003

Variable Description Mean  Std. Dev.
Trip (x) Number of visits to this wilderness per year 5.62 8.43
Total trips (X) Total number of visits to wilderness areas per year 9.00 13.37
Age Age of the respondents (year) 36.26 11.13
Wage rate (w) Hourly wage rate ($/hour) 9.69 4.92
Income (y) Full income ($1,000) 42.97 26.60
On-site time (1) Time spent consuming recreational goods (hour) 18.16 18.31
) b Total cost of a trip to this wilderness area ($/trip) 210.41 200.85
Pl Total cost of a trip to an alternative site ($/trip) 202.04 207.82

Note: Full income (y) is defined as: y = Annual household income (Y) + nonwage income (wT), where T is defined
as the total number of visits to wilderness areas per year (X) times per-trip travel (7,) and on-site time [T = X(r + 1,)].
ie, y =Y+ wlX(r + 1)]. The trip cost is defined as p,,, = [miles[0.30 + (w/45)] + wt}, where miles = total distance
traveled, 0.30 reflects the average travel cost per mile and the constant 45 is the average speed limit. Similarly, the
cost of a trip to an alternative site is approximated by p_, = [miles[0.30 + (w/45)] + wr}.

sumption, we estimated the price of substitute
(i.e., the total cost of making a trip to an al-
ternate site, p,,,) as follows. First, we estimat-
ed the distance between the visitor’s residen-
tial area and the alternate recreational site
using Alabama county maps. Then, using the
estimated distance, the cost of making a trip
to the substitute site was calculated as p,, =
miles|0.30 + (w/45)] + wt, where miles is the
total distance in miles, w is the wage rate, and
the constants 0.30 and 45 reflect the average
travel cost per mile and an average speed, re-
spectively. Because the discretionary wage
rate was not elicited, we used respondents’
employment status in imputing the average
hourly wage rate. In total, there were 12 dif-
ferent employment categories reported in the
survey. The average state level weekly wage
rates (ww) for these job classifications were
obtained from various U.S. Bureau of Labor
Statistics publications and was used to calcu-
late the average hourly wage (i.e., w = ww/
40).

Next, we estimated the total time spent on
wilderness recreation using the survey re-
sponse to following questions “How many
times a year do you typically go into wilder-
ness?”’ and “Which of the following best de-
scribes the typical length of your visits into
wilderness areas?”” The response to the second
question included following categories: (a)
half day, (b) full day, and (c) overnight. Those
who stayed overnight were also asked to re-
port number of nights stayed in wilderness.

Then, on the basis of this information, time
spent on wilderness recreation (f) was imputed
as 4 hours for a half-day visit, 8 hours for a
full-day visit, 30 hours for a full day plus
overnight stay, and 24 hours for each addi-
tional night spent on site. On the average,
these estimates indicate that Cheaha and Sip-
sey visitors spent ~18 hours in on-site recre-
ational activities. The sample mean and stan-
dard deviation of the variables used in the
study are reported in Table 1.

Because the speed limit in most state high-
ways that lead to these wilderness areas was
45 miles per hour, travel time was estimated
by dividing the total travel distance by speed
limit. Once the travel and on-site time is
known, the total time available for wilderness
recreation to a recreationist (7)) can be cal-
culated as a product of the total per trip time
and the total numbers of wilderness visits per
year [i.e., T, = (t + ) X X]. Because the
recreationist’s discretionary time (time avail-
able for all consumption activities) was not in-
cluded in the initial survey, 7, was used as a
surrogate for total discretionary time (7' = T,).
Although it is not an accurate measure, we
expect this variable to reflect the variations in
discretionary time (7°) across the individuals.

Now, let us look at some of the attributes
of Cheaha and Sipsey visitors. As can be seen
from Table 2, the average age and number of
visits per year are similar for the two wilder-
ness areas. However, Cheaha visitors have
higher average family income, spent longer
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Table 2. Basic Characteristics of Wilderness Visitors (Average for the Respondents)
Cheaha Sipsey

Characteristics Day Camp Total Day Camp Total
Number of respondents (n) 93.00 58.00 151.00 124.00 59.00 183.00
Proportion of visitors (%) 61.59 38.41 100.00 67.76 32.24 100.00
Number of visits per year (x;) 6.10 4.50 5.49 6.58 3.95 5.972
Visitor’s age (years) 38.03 35.19 36.99 37.42 31.85 35.66
Full income ($1.000) 42.94 48.67 45.02 40.90 42.08 41.28
Distance traveled (miles) 76.96 101.91 88.11 63.55 97.19 74.04
Grown up: Rural (%) 46.24 29.83 40.40 61.98 55.93 60.22
On-site time (hours) 6.65 38.69 18.95 6.90 39.76 17.50
Cost of visit ($) 96.94 401.19 208.76 96.25 361.58 172.30
Cost of substitute ($) 132.93 431.15 241.61 141.05 387.32 211.64

Note: On-site time was measured as 4 hours for a half-day visit, 8 hours for a full-day visit, 30 hours for a full day
plus overnight stay, and 24 hours for each additional night spent on site. The cost of a trip to a wilderness area was

measured as p,,, =

{miles[0.30 + (w/45)] + wr}, where miles = total distance traveled, and the cost of a trip to a

substitute site was measured as p,, = {miles[0.30 + (w/45)] + wr}.

time on site, faced higher trip costs, and trav-
eled a greater distance to reach the recreational
site than Sipsey visitors. The average annual
family income of the wilderness visitors is
more than double that of state residents.

A basic difference between campers and
day visitors is found in the distribution of age,
frequency of visit, cost of trip, on-site time,
and total distance traveled. The respondent’s
average frequency of visits and age were high-
er for day visitors in both wildernesses, where-
as campers traveled farther to reach the re-
spective wilderness areas, incurred more costs,
and spent more time at the wilderness areas.

Empirical Results

As mentioned before, we used a two-step es-
timation procedure. In the first-step, on-site
time demand functions for Cheaha and Sipsey
wilderness areas were estimated to determine
whether time was an endogenous variable (Ta-
ble 3). The results show that none of the es-
timated coefficients were significant at the 5%
level. Moreover, the F-statistic, which mea-
sures the overall significance of the model,
was also insignificant in both cases. This im-
plies that on-site time is not endogenous
(McConnell). On the basis of these results, on-

Table 3. On-site Time Demand Function Parameters

Cheaha Sipsey

Coefficients Std. Error Coefficients Std. Error
Constant 7.3049 13.8720 20.4035 23.1635
Age —0.1796 0.7392 —0.3642 12777
Age? 0.0021 0.0090 0.0025 0.0165
Full income 0.0001 0.0001 0.0000 0.0001
Value of time (w) —0.0769 0.2583 —0.4506 0.4069
P 0.0572 0.0518 —0.0560 0.0854
P 0.0352 0.0549 0.2833 0.1821
n 113 151
R? 0.03 0.11
F-value 0.53 1.65

Note: These parameters are based on OLS regression. One- and two-limit tobit models were also estimated to account
for possible effects of censoring due to minimum and maximum stay limits (half-day and 14 days), but the results

were not significantly different from OLS estimators.
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Table 4. Cheaha Trip-Demand Function Parameters

Combined Day Visitor Campers
OLS T-Poisson OLS T-Poisson OLS T-Poisson
Constant —17.2788 —4.4253%* -16.0841 —2.5214** —29.6647*% —12.0424%*
—(1.60) —(6.66) =(1.11) —(3.47) =75 —(7.08)
Stay —16.1481%* —2.4368%*
—(3.18)  —(11.91)
Age 0.9654* 0.2625%* 0.6358 0.1666%* 0.8823 0.4840%*
(1.69) (8.05) (0.83) (4.73) (1.00) (6.37)
Age? —-0.0102 —0.0029%* —0.0062 —0.0017** —0.0083 —0.0054%*
—(1.47) —(735 ) —(0.67) —(4.06) —(0.74) —(5.83)
Income —0.0262 —0.0047%* —0.0473 —0.0091 ** 0.0220 0.0040
—(0.60) (—2.53) —(0.78) —(3.69) (0.34) (0.99)
On-site time 0.8377%* 0.1146%* 1.5175%% 0.1148%* 0.6519%* 0.1229**
(4.31) (19.05) (3.62) (15.21) (3.30) (11.05)
Py -0.0779%  —0.0162%* —-0.1044*  —0.0170%* —0.0496 —0.0228%*
—(2.31) —(9.25) -(2.22) =(7.65) —(0.98) —(4.83)
P 0.0469 0.0116%* 0.0761%* 0.0129** 0.0228 0.0173**
(1.48) 71 (1.75) (6.81) (0.47) (3.92)
n 151 151 93 93 58 58
Log-likelihood —413.39 —-564.57 —274.33 —421.63 —134.13 —123.64
LR-statistics 23.50%* 445.23%* 16.60%* 242.90%* 14.34% 232,11 %*

Note: Numbers in parentheses are r values. The log-likelihood ratio test statistics (LR-statistics ~x?;) measures the

overall significance of the model.

**, % Denote significantly different from zero at 19% and 5% levels, respectively.

site time was treated as an exogenous variable
in specifying the recreational demand for both
Cheaha and Sipsey wilderness areas (Equation
[9D.

In the second step, the trip demand func-
tions were estimated using three different es-
timators, OLS, truncated Poisson (T-Poisson),
and truncated negative binomial (results not
reported but available on request). The model
selection parameter, a, which measures the de-
gree of overdispersion, provides the basis for
choosing between two truncated estimators.
This parameter is not significant in both Chea-
ha and Sipsey models, which implies that
there is no need to account for overdispersion.
The combined as well as separate estimators
for day and overnight users are reported in Ta-
bles 4 and 5.

In Cheaha models, all of the coefficients,
except for income, hold the expected signs,
and all are highly significant (Table 4). The
coefficient of the Stay, a dummy variable,
which takes a value of 1 if the respondent was
on a camping trip and O otherwise, is negative

and highly significant. This result is consistent
with the observation that campers, who travel
a much longer distance (~30 miles more) than
day visitors, may substitute fewer but longer
trips (camping) for many shorter trips (day
visits).*

The coefficients of the income variable are
significantly negative in combined as well as
day visitors” models. Although the income co-
efficient, a priori, is expected to be positive, a
negative coefficient associated with income
has been a commonly encountered problem in
travel cost models (Creel and Loomis: Duf-
field; Grogger and Carson; Mendelsohn).

As expected, the coefficients of age and
age’ variables held opposite signs (positive
and negative signs, respectively), which im-
plies that the demand for wilderness recreation
increases initially as the age of the visitors in-
creases, then reaches a maximum, and then

* We are thankful to anonymous reviewers for sug-
gesting that we estimate a combined model and ex-
amine the substitution possibility between 7 and x.
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Table 5. Sipsey Trip—Demand Function Parameters

Combined Day Visitor Campers
OLS T-Poisson OLS T-Poisson OLS T-Poisson
Constant 4.1180 1.3740%* 3.0547 1:3622%% 6.4062 1.2535
(0.82) (3.76) (0.47) 3.17) (0.86) (1.39)
Stay =1:2227 —0.2550
—(0.63) —(1.49)
Age —0.0507 —0.0047 0.1063 0.0303 —0.4574 —0.0759
—(0.19) —(0.24) (0.31) (1.36) —(1.08) —(1.54)
Age® 0.0014 0.0002 —0.0008 —0.0003 0.0068 0.0010
(0.39) (0.73) —(0.18) —(1.06) (1.20) (1.50)
Income 0.0235 0.004 1 ** 0.0124 0.0029 0.0836%** 0.0233%*
(1.09) (2.71) (0.45) (1.61) (2.59) (5.29)
On-site time 0.0457 0.0101* 0.4123 0.0204 0.0590 0.0159%*
(0.66) (1.78) (1.34) (0.81) (1.11) (2.51)
Pl —0.0306%* —0.0059%*%* —0.0386 —0.0072%* —0.0640%* —0.0173%*
—(1.77) —(4.38) —(1.42) —(3.67) —(2.82) —(5.52)
Pl 0.0249 0.0046%* 0.0057 0.0009 0.0565%* 0.0152%*
(1.50) (3.59) (0.25) (0.58) (2.65) (5.25)
n 183 183 124 124 59 59
Log-likelihood —448.12 —521.84 —323.14 —376.49 —115.60 —-111.14
LR-statistics 9.66 59.62%% 6.54 53.01%%* 12.60 53.47%*

Note: Numbers in parentheses are ¢ values. The log-likelihood ratio test statistics (LR-statistics ~x?;) measures the

overall significance of the model.

##% % Denote significantly different from zero at 1% and 5% levels, respectively.

starts to decline. Moreover, a significantly neg-
ative coefficient associated with the own-price
variable, which is measured as the sum of the
travel expenses and the opportunity cost of
travel and on-site time, indicates that these re-
sults are also consistent with the basic con-
sumer demand theory. On the other hand, a
positively significant coefficient associated
with the p,,, variable, which measures the cost
of making a trip to an alternative site, indicates
that Cheaha and Sipsey are viewed as substi-
tutes.

Time as a source of utility was modeled by
incorporating it into the recreationist’s utility
function and was expected to carry a positive
sign in trip-demand functions. On-site time
was found to be exogenous, and it was in-
cluded in the model as an explanatory vari-
able. The coefficient of the on-site time vari-
able, 1, provided the basis for testing the
empirical validity of the argument that on-site
time is a source of utility. As expected, the
coefficient of on-site time was highly signifi-
cant and had a positive sign in all models.

These results are consistent with the theoreti-
cal expectations of the model.

Unlike in Cheaha, some of the coefficients
of age and age’ variables in Sipsey models
held unexpected signs, but they are not sig-
nificantly different from zero (Table 5). Like-
wise, the Sray variable carries an expected
sign, but it is not significant. Moreover. the
coefficients of the income variable are signif-
icantly positive in combined and camper mod-
els. As in Cheaha models, the coefficients of
the on-site time and price variables (own and
substitute price) carry the expected signs, and
most of them are highly significant. These re-
sults, a positive coefficient of on-site time and
a negative coefficient associated with the op-
portunity cost of time, support the theoretical
expectation that on-site time in wilderness rec-
reation is a source of utility as well as a com-
ponent of trip cost.

The own-price coefficients obtained from
the model that excludes on-site time from the
demand function (model I) and the one that
includes on-site time as an independent vari-
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Table 6. Consumer Surplus Estimates with
and without Accounting for On-site Time

Cheaha Sipsey

Coefficients

Without on-site time —0.0055 —0.0053

With on-site time -0.0162 —0.0059

Ratio (I/1I) 0.3395 0.9061
Consumer Surplus (CS)

Without on-site time 181.82 187.06

With on-site time 61.73 169.49

Ratio (I/1I) 2.95 1.10

Note: The point estimate of consumer surplus per trip is
estimated from own price coefficients (p,,,) as CS =
—(/p )

able (model II) are reported in Table 6. As
expected, the absolute size of the own-price
coefficient obtained from model I was much
smaller than that from model II. As a result,
the consumer surplus estimate obtained from
model I is much higher than those from model
II.

Concluding Comments

The role of on-site time in wilderness recrea-
tion demand was analyzed using data gathered
from a user’s survey of Cheaha and Sipsey
wildernesses in Alabama. Truncated count
data estimators, which are superior to estima-
tor that are based on continuous distribution,
were used to estimate recreation demand func-
tions. In contrast to McConnell’s results, on-
site time was found to be exogenous. A trip-
demand function with on-site time as an
explanatory variable was specified, which al-
lowed testing the empirical validity of the ar-
gument that on-site time in wilderness recre-
ation plays a dual role.

The results indicated that the Cheaha and
Sipsey wildernesses are substitutes. This find-
ing is notable, because the two areas are some-
what different with respect to physical fea-
tures. The relationship between on-site time
and the number of trips to wildernesses was
found to be positive, whereas the relationship
between the opportunity cost of on-site time
and the number of trips to the wilderness was
negative in all cases. This result is consistent

Journal of Agricultural and Applied Economics, April 2003

with the theory that on-site time in wilderness
recreation is both a source of utility and an
opportunity cost of a trip. Thus, the omission
of on-site time from demand function would
result in biased parameter estimates. In partic-
ular, it would yield smaller own price coeffi-
cients and higher values of consumer surplus
estimates.

[Received February 2002; Accepted August
2002.]
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