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Bayesian Model Averaging in the Context of Spatial Hedonic Pricing:

An Application to Farmland Values

1. Introduction

As cities grow and spread into the countryside, agricultural land is often the
first victim of urban development. Despite programs and laws to protect agriculture,
farmland prices in the rural-urban interface have increased significantly, often beyond
the reach of farmers wishing to enter the sector or expand their operations. Because
land prices are driven by the development and not agricultural potential of land,
farming near urban areas becomes more difficult both financially and logistically. As
more and more land is developed into residential subdivisions and transport corridors,
remaining farmland becomes increasingly fragmented. Farmers often need to buy or
lease fields that are not contiguous, so they are unable to combine fields of
sufficiently large size to take advantage of scale economies. Farmers incur higher
transportation costs for moving equipment, animals and produce; encounter more
nuisance complaints concerning odors, noise and slow-moving farm vehicles; and
experience higher rates of trespass and vandalism.

In the current study, we examine the effect of urban encroachment on farming
near Victoria, the capital of British Columbia, Canada’s westernmost province. BC’s
agricultural land is limited, with the most productive land located near the most-
rapidly growing urban centers — Vancouver, Victoria and Kelowna in the Okanagan
Valley in the Interior. To protect the 1.1% of the Province considered prime farmland
from development, the government created the Agricultural Land Reserve (ALR) in
1973. The ALR is a zoning ordinance that prevents agricultural land from being
subdivided or used for non-agricultural purposes without permission from the

Agricultural Land Commission (ALC). The ALR permits only one dwelling per



parcel, which is intended to serve as a farmer’s residence.

Speculation by developers and purchases of farmland for residential purposes
(rural estates) are the main factors that drive up agricultural land prices near urban
centers. We seek to determine empirically whether speculation in anticipation of
changing land designation is happening on ALR land. We hypothesize that, if zoning
is credible, farmland prices adjacent to the urban edges should be lower due to the
reduced productivity associated with negative urban externalities (Nelson, 1992).
Alternatively, if landowners do not believe agricultural protection is permanent, these
lands will have higher values in expectation that it will be sold to developers in the
future.

We employ a GIS-based hedonic pricing model to quantify ALR specific
measures and investigate characteristics that contribute to farmland prices near the
urban fringe. We also employ spatial econometric techniques that take into account
spatial dependencies that are not incorporated as covariates in the hedonic pricing
model. The problem with spatial econometric techniques is that they require a priori
specification of a weighting matrix of spatial relations between observations, although
choice of a specific relationship is arbitrary (Anselin, 1988). Another problem is that
there is little in the way of theory to guide the choice of the covariates to be included
in the hedonic pricing model. This means that there is both parameter uncertainty and
uncertainty in the choice of the spatial weighting matrix.

Our objective is, therefore, to investigate whether the ALR has been effective
in preserving farmland near Victoria, but in a way that resolves uncertainty in the
application of the spatial hedonic pricing model. To address the latter issue, we apply
Bayesian Model Averaging in combination with Markov Chain Monte Carlo Model

Composition (MC?) to deal with model uncertainty. The benefit of Bayesian Model



Averaging is that it does not assume there is only one correct model specification;
rather, final parameter estimates are weighted averages based on a whole range of
possible model specifications, including different explanatory variables and different
specifications of the weighting matrix. Furthermore, the MC® framework makes sure
that model specifications with high posterior probabilities are taken into account in
the weighted averages.

Although the MC? framework has been extended to spatial econometric
models by LeSage and Parent (2007), and LeSage and Fischer (2007), the current
research explicitly incorporates the selection of different specifications of the
weighting matrix (based on nearest neighbors, distances and spatiotemporal patterns)
in both MC® procedures for the spatial lag and error dependence models. To our
knowledge, this extension of the MC procedure constitutes an additional contribution
of our research.

The outline of the paper is as follows. Section 2 introduces the framework for
the spatial hedonic pricing model with Bayesian model averaged results. This section
also discusses the MC? procedure. The data and variables constructed for the hedonic
pricing model are discussed in section 3, as is our study area. In section 5 the

empirical results are presented and discussed. Section 6 concludes.

2. A Bayesian Approach to Hedonic Pricing Model Specification

To investigate the impact of BC’s Agricultural Land Reserve (ALR) and such
things as land fragmentation on farmland prices, we specify a hedonic pricing model

as follows (Rosen, 1974):
() P=oat+tXp+te,

where P is a vector of property prices, X is a matrix of property characteristics, f is a



vector of associated coefficients to be estimated, o is a constant to be estimated and :

an associated vector of ones, and ¢ is a vector of error terms.

Spatial lag or error dependence

Given the spatial nature of the data, it is important to incorporate spatial
dependence in the model. Spatial dependence can be incorporated as spatial lag or

spatial error dependence. A general formulation that includes both is (Anselin, 1988):
(2) P = ot pW\P + XB + u, with u = AWou + ¢ and & ~ N(0, ¢°1),

where W; and W, are spatial weighting matrices. The spatial weights are specified a
priori between all pairs of observations. In our model, where each observation i
corresponds to a farmland sales transaction, each element w;; weights the degree of
spatial dependence according to the proximity or distance between parcel i and any
other parcel j; p is the coefficient of the spatial lag dependence structure; and 4 is the
coefficient in a spatial autoregressive structure for the error term.

Equation (2) represents the classic linear regression model if p=0 and A=0.
When A=0 and p#0, (2) represents the Spatial Autoregressive (SAR) model, which
takes spatial lag dependence explicitly into account. This form of spatial dependence
may exist when sellers and buyers use prices of parcels that were recently sold in the
neighborhood as a reference point. If p=0 and A#0, we have the Spatial Error Model
(SEM) that takes spatial error dependence into account. Spatial error dependence (or
spatial autocorrelation) arises if there is spatial interaction between the residuals due

to unobserved or omitted variables that have spatial patterns.

The choice of the spatial weighting matrix

Lacking guidance regarding the choice of a weighting matrix, we specify a

variety of different types: Several variations employ binary weights, two are based on



distances, and two are based on spatiotemporal patterns. In the case of binary weights,
an element in the weighting matrix equals one if two observations are considered to
be neighbors and zero if not. The first binary weighting matrix is based on Delaunay
triangulation (Zhang and Murayama, 2000), which uses non-overlapping triangles
with the centroids of parcels as the vertices of the triangles. For each parcel, first-
order neighbors are defined as those parcels that are directly connected to it by the
edges of a triangle. Other variants of the binary weighting approach employ n-order
neighbors, defined as the n neighbors that are closest in distance terms. In a weighting
matrix based on n-order neighbors, there are n entries equal to one in each row. Thus,
if one considers the three nearest neighbors then each row in the weighting matrix will
have three elements equal to one (with zeros on the diagonal). We consider as many
as ten possible neighbors. As Bucholtz (2004) points out, matrices based on a specific
number of nearest neighbors have an advantage over other weighting matrices
because the hypothesized spatial influence that parcels have on each other is not
changed if the matrix is row-standardized (so that the sum of elements in each row
equal one). Row-standardization is used for computational purposes. The number of
nearest neighbors in the Delaunay-based weighting matrix depends on the number of
edges within the triangulation that connect vertices. Thus, each row may have a
varying number of elements equal to 1. Both matrices based on nearest neighbors and
the Delaunay-triangulation are sparse, with many zeros and few ones. Sparse matrix
calculations require much less computer memory and storage space (LeSage, 1998).
For weighting matrices based on distances, one employs inverse distances
(1/d) and the other inverse squared distances (1/d%). Thus, the weights are greatest for
the nearest parcels. For inverse squared distances, the weights decline at an increasing

rate as parcels are farther apart. The advantage of the inverse distance-based matrices



is that they take the relationship between all parcels into account, but a disadvantage
is that the weighting matrices are full, with only zero elements on the diagonal,
making computation more difficult.

For the spatiotemporal weighting matrices, observations are ordered so that
the resulting spatial weighting matrix is lower-triangular. Elements are based on the
inverse distance and the inverse squared distances between parcels. The advantage in
this case is that spatiotemporal weighting assumes sale prices are influenced by the
sales of neighboring properties, but (of course) only if the neighboring properties

were sold earlier in time (Pace, et al., 1998).

Bayesian model averaging and the MC® procedure

Because there is uncertainty about which weighting matrix and set of
explanatory variables to use in our hedonic pricing model, we employ Bayesian
techniques that allow us to specify posterior model probabilities for each specific
model we wish to consider. These model probabilities tell us how likely it is that a
given model is the correct one. Rather than basing parameter estimates only on the
model with the highest posterior probability, we use Bayesian Model Averaging and
weight the estimates of the whole range of potential models with the posterior model

probabilities, which are given by (Koop, 2003):

3)  pM,|y)= MP(J/|Mi)p(Mi)
> p(y|M,)p(M,)

m=1

where p(y|M;) is the marginal likelihood that model A/; is the correct one and p(M,) are
the prior model probabilities. If, a priori, the researcher considers each model to be
equally likely, all prior model probabilities are equal to 1/M, where M is the total

number of models to be considered. In this case the posterior model probabilities are



determined only by the marginal likelihoods. The marginal likelihood for model i is

(Koop, 2003):
@ p(yIM)=[p(y|6,M)p@6| M0,

where p(y|6,M;) is the likelihood and p(6|M,) is the prior for the parameter vector 6. In
our case, 6 includes either [a, £, o°, 2] or [a, B, &°, p], depending on whether one
considers the spatial error or lag model. The specifications of the marginal likelihoods
for the spatial lag and error dependence models are provided in LeSage and Parent
(2007). Their specifications are based on prior information on a, £ and ¢° from
Fernandez, Ley and Steel (2001), and they assume a beta-prior centered about p=0
and 4=0. Given that we have no information on these parameters, we assume the same
priors despite their uninformative nature; however, as illustrated below, with Bayesian
updating, we eventually rely on the data rather than the priors.

To derive the posterior model probabilities, we need to consider each possible
model specification. With k potential explanatory variables and o potential
specifications of the weighting matrix, there are 2°x3 models to consider, which is
practically infeasible. (For example, with &=21 and 6=6, there are 12,582,912 models
to consider.) Therefore, we use Markov Chain Monte Carlo Model Composition
(Madigan, et al., 1995). The stochastic process generated by MC? explores regions of
the model space with high posterior model probabilities. The number of iterations in
the MC? procedure is pre-specified. At the start of the Markov chain, a regression
model is chosen at random. Suppose the current model is M;. The model that is
proposed in the next step of the chain has either one variable more than the current
model (‘birth step’), one variable less than M; (‘death step’), or one variable of M,
replaced by a variable not currently in the model (‘move step’). The proposed model

M, is then compared to the current model M; and the probability of acceptance is given
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by:

p(M | y)}

(5)  p(accept new model) = min{l,
p(M; | y)

A random draw using the probability from (5) of accepting the new model and not
accepting it determines whether the new model indeed replaces the old, whether M;
replaces M,.

This procedure for proposing new models is extended by LeSage and Fischer
(2007) to include uncertainty with respect to the choice of the spatial weighting
matrix in the MC® procedure. However, only different numbers and types of nearest
neighbor based weighting matrices are included in their procedure. As indicated
above, we specify weighting matrices based on upwards of ten nearest neighbors, as
well as ones based on Delaunay triangulation, distances and spatiotemporal patterns.
However, we first use the method of LeSage and Fischer (2007) to sort out which of
the nearest-neighbors’ weighting matrix to consider — one of the matrices with one to
ten nearest neighbors; we select the binary weighting matrix with the number of
nearest neighbors that had the highest model probability of being included. In
addition, we extend this procedure by employing the MC? procedure that considers
six different weighting matrices (two binary, two distance based, and two
spatiotemporal).

We begin the MC® procedure by considering a regression model with a
randomly selected weighting matrix and randomly selected variables. Next we use
100,000 iterations to determine posterior model probabilities for each of the models
visited during one of the 100,000 iterations. Each iteration involves the following

steps:



Current model: M;

Step 1: Toss a fair die with two sides s, two sides 2s and two sides 3s

Outcome Decision
1. Exclude variable from model at random
2. Add at random a new explanatory variable not currently in model
3. Drop current explanatory variable at random from model; replace with

randomly chosen explanatory variable not now in model

Choose new model M; over M; with probability given by (5).

Step 2: Toss a coin

Outcome Decision

Heads Retain current weighting matrix (retain model M; or M;)
Tails Choose new weighting matrix at random from those not currently in

model (Choose new model M. over M; or M; with probability given by

).

Model for next iteration: My, = one of (M;+, M;, M;) is chosen with some probability.

LeSage and Fischer (2007) point out that step 2 is valid as long as the probabilities of
change versus no change in the weighting matrix are equal, which is true for a fair

coin toss.

Inclusion probabilities for variables

Based on the MC® procedure, for each variable we can calculate the
probabilities that this variable should be included in the model. Inclusion probabilities

for variables are calculated as the number of times a variable is included in a model
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that was accepted divided by the total number of iterations (draws). This differs from
the inclusion probabilities in LeSage and Parent (2007). They base the inclusion
probabilities on the number of times a variable is included in each unique proposed
model. We argue that our measure better reflects the inclusion probabilities for two
reasons: Although they might be unique, proposed models can be rejected and,
therefore, they do not always have high posterior model probabilities. Further, we
rather base our estimate on the total number of draws, instead of the number of unique

proposed models.

3. Data and Variables

Our study area is the Saanich Peninsula of southern Vancouver Island, a rich
agricultural area just north of Victoria (Figure 1). Together with the Fraser Valley and
Okanagan, this area is home to the most important agricultural land in the Province,
but it is also near one of the Province’s largest and rapidly growing urban centers.
Hence, it experiences intense development pressure.

We use 533 observations of farmland parcels that were sold in the period 1974
(the year following creation of the ALR) to 2006. The data include all ‘single cash’
transactions but exclude sales that incorporated more than one parcel. A dummy
variable (‘vacant land”) is used to distinguish between properties that do or do not
have substantial structures, such as farmhouses, barns, poultry and milking facilities,
etc. Only parcels were selected that could be linked to all fifteen datasets we used, so
that for each observation all explanatory variables were available. Finally, if
properties were sold more than once, we included only the most recent transaction in
our analysis, because the structure of our weighting matrices cannot handle multiple
sales of the same property. In total, 3,688 farm sale transactions are available, of
which 3,201 are from the period after 1973. Of these, 1,015 were single property cash

11



transactions, while the remaining 2,186 transactions were either multiple property
cash transactions or non-cash transactions. The number of observations was further
reduced to 932 as a result of linking issues between different datasets. Finally, it was
reduced to 533 observations once earlier transactions of the same property were

removed.

Farmland

. Other land uses

Source: Ministry of Agriculture and Lands and the Capital Regional District, edited map

Figure 1: Distribution of land use on the Saanich peninsula

The different data sets come from the B.C. Ministry of Agriculture and Lands,
the B.C. Assessment Authority, other government agencies, and private sources. The
GIS-based hedonic pricing model uses the per hectare market value of land as the
dependent variable; the covariates include size of the farmland parcel, type of farm,
topographical features of the land, a fragmentation index, distance to Victoria, an
ALR dummy variable and the number of hectares excluded from the ALR each year.

The specification of the ALR-dummy is based on the ALR-boundaries in

12



place in 2005. However, this boundary has changed over the period 1974-2006,
because exclusions of ALR land have taken place. To take this dynamic aspect of the
ALR into account, we included the number of hectares that were excluded from the
ALR as a covariate.

The fragmentation index is specified as the percentage of the perimeter
bordering other farmland parcels multiplied by the size of the total farm block of all
the farmland that is adjacent to the parcel. This index is designed to capture the
importance of both the proximity to other farms and the total size of the farm block of
which the parcel is a part.

Finally, we include macro variables, such as the mortgage rate and GDP, to
account for the time span involved and because of their likely impact on farmland
prices. We assume that, by including these macro-economic variables, time related
fluctuations in farmland prices are sufficiently taken into account. We do not deflate
property values, mainly because of lack of an appropriate deflator for property values
for this region.

We specified a double-log functional form, where both the dependent and
(where possible) the independent variables are in logarithmic form. This functional
form is generally preferred over linear ones because linear functional forms have the
disadvantage that they enable parcel characteristics easily to be repackaged,
precluding nonlinearities as a result of arbitrage (Rosen, 1974).

An overview of all the variables included in the hedonic pricing model as well

as the data sources used to construct these variables are provided in Table 1.
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Table 1: Summary statistics of variables included in hedonic pricing model (n = 533) and data sources

Variables Mean St. Dev. Data source Year data
Sale price per ha in CA$’000s 180.9001 209.9091  LandCor, BC assessment ’74-°06
ALR (=1 if property is within the ALR, 0 otherwise) 0.7298 0.4445  Agricultural Land Commission ‘05
ALR boundary (=1 if property is at the ALR boundary, 0 otherwise) 0.3902 0.4883  Agricultural Land Commission ‘05
Distance to ALR boundary in km (distance is negative if the parcel is -0.1463 0.4234  Agricultural Land Commission ‘05
located within the ALR, and positive otherwise)
Excluded ha from the ALR on Saanich peninsula 1.9831 6.0031  Agricultural Land Commission ’74-°06
Fragmentation index (proportion of perimeter bordering other 3.5323 43988 BC Assessment, Ministry of ’04-‘06
farmland X size of total farm block of all adjacent farmland (ha)) Agriculture
Grain (=1 if grains are grown, 0 otherwise) 0.0994 0.2995  BC Assessment ‘06
Vegetable (=1 if vegetables are grown, 0 otherwise) 0.0638 0.2446  BC Assessment ‘06
Tree fruit (=1 if tree fruits are grown, 0 otherwise) 0.0056 0.0749  BC Assessment ‘06
Small fruit (=1 if small fruits are grown, 0 otherwise) 0.0356 0.1856  BC Assessment ‘06
Cows (=1 if farm is beef or dairy farm, 0 otherwise) 0.0750 0.2637  BC Assessment ‘06
Poultry (=1 if farm is poultry farm, 0 otherwise) 0.0394 0.1947  BC Assessment ‘06
Vacant land (=1 if land is vacant, 0 otherwise) 0.0488 0.2156  BC Assessment ‘06
Distance to Victoria City Hall in km 15.3054 5.8151  Capital Regional District ‘05
Distance to Victoria airport in km 10.5203 4.8907  Capital Regional District ‘05
Nearest distance to Patricia Bay highway in km 1.4068 1.4636  Statistics Canada ‘05
GDP expenditure based Canada in CA$’000,000,000 782.283 352.3968  Statistics Canada >74-°06
Interest rates in % 7.0928 3.4997 Bank of Canada ’74-°06
Maximum elevation in meters (m) 64.7842 32.4095  Municipalities (North Saanich, ‘05
Central Saanich and Saanich)
Difference between maximum and minimum elevation levels (A m/ha) 5.8062 6.0767  Municipalities (North Saanich, ‘05
Central Saanich and Saanich)
Lot size in ha 3.7580 47155  Capital Regional District,  ’04-°05
Ministry of Agriculture
Hobby farm (=1 if farm is hobby farm, 0 otherwise) 0.1557 0.3629  Ministry of Agriculture ‘04




Because the Saanich Peninsula is a well-defined area surrounded by ocean and
fairly hilly, with only one city (Victoria) playing a significant role, there is a problem
with multicollinearity — many of the covariates are inherently highly correlated. For
example, the fragmentation measure is related to the ALR designation because
farmland within the ALR is less fragmented than farmland outside the ALR.
Likewise, elevation is correlated with distance to the highway because the highlands
are located in the western part of the Peninsula whereas the main north-south highway
runs along the lower eastern section. Finally, distance to the Swartz Bay ferry
terminal on the northern tip of the Peninsula and distance to Victoria on the southern
end are almost perfectly correlated. We address the multicollinearity problem by
using Bayesian Modeling Averaging techniques. This means that each specific model
includes different sets of variables, and therefore not all explanatory variables have to

be included at once.

4. Empirical Results and Discussion

The Bayesian model averaged estimates are not based on all unique models
visited in each of the 100,000 iterations. Means and t-statistics for the coefficients are
only calculated for the 1000 models with the highest marginal likelihoods in the
spatial lag specifications and the 200 ‘best” models in the spatial error specifications.
The reason that less models are used for the spatial error specifications is that it is
simply too time consuming to calculate the means and dispersion measures for more
than 200 models — the combination of 200 models and 5000 draws per model took
about 60 hours. For the spatial lag specifications, the combination of 1000 models and
10,000 draws per model takes about 10 hours. For the spatial lag specifications,
100,000 draws in the MC® procedure produces 18,164 unique models. For the spatial
error specifications we find 8,535 unique models in 100,000 draws.
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With respect to the spatial error and lag structure, we conclude that both 4 and
p are significant and have a positive sign as expected. However, the t-statistic
(t=377.06) for the coefficient for spatial error dependence 4 is much higher than the t-
statistic for p (t=3.82). By directly comparing the marginal likelihoods of the best
specifications of both SAR and SEM with the Bayes factor, we end up comparing
SAR and SEM models with the explanatory variables lot size, GDP and vacant land,
and the distance-based weighting matrix. The Bayes factor is often used to compare
two model specifications assuming that prior model probabilities are the same. For the
SEM versus SAR models, this factor is almost 1, indicating that the SEM model has a
much higher marginal likelihood than the SAR model. Both the Bayes factor and the
coefficients for spatial dependence indicate that SEM specifications are preferred over
SAR specifications. Therefore, we only present the results for the SEM specification.

The specifications of the five models with the highest posterior model
probabilities resulting from the MC® procedures are provided in Table 2. In this table,
ones indicate the inclusion of a certain variable or weighting matrix and zeros indicate
exclusion. Posterior model probabilities for the five ‘best” models and probabilities
for the inclusion of each of the variables and spatial weighting matrices are also
presented in Table 2. The Bayesian model averaged means and t-statistics for 8, o”
and A are provided in Table 3.

For both the spatial lag and error specifications, the models that included only
the variables lot size, GDP and vacant land are preferred over larger models that
include more variables. In general, smaller models with fewer covariates have higher
posterior model probabilities than larger models with more covariates. This is similar

to our findings (see Table 2).
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Table 2: Spatial error MC® model selection information (100,000 draws and 8535
unigue models)

Variables MIl M2 M3 M4 M5 Variable
probabilities
ALR 0 0 0 0 0 0.0274
ALR boundary 0 0 0 0 0 0.0342
Distance to ALR boundary (km) 0 0 0 0 0 0.0058
ALR excluded ha 0 0 0 0 0 0.0283
Fragmentation index 0 0 0 0 0 0.0168
Grain 0 0 0 0 1 0.0910
Vegetable 0 0 0 1 0 0.0699
Tree fruit 0 0 0 0 0 0.0155
Small fruit 0 0 0 0 0 0.0410
Cows 0 0 0 0 0 0.0185
Poultry 0 0 0 0 0 0.0179
Vacant land 1 1 1 1 1 0.5029
Log of distance (km) to Victoria 0 0 0 0 0 0.0370
City Hall
Log of distance (km) to Victoria 0 0 0 0 0 0.0047
airport
Log of nearest distance (km)to 0 0 0 0 0 0.0086
Patricia Bay highway
GDP 1 1 1 1 1 0.9999
Interest rates 0 0 1 0 0 0.0751
Maximum elevation in meters 0 0 0 0 0 0.0045
Average difference elevation 0 1 0 0 0 0.1027
level (A m/ha)
Log of lot size (ha) 1 1 1 1 1 0.9998
Hobby farm 0 0 0 0 0 0.0222
W 5 nearest neighbors 0 0 0 0 0 0.0132
W Delaunay 0 0 0 0 0 0.0016
W distances 1 1 1 1 1 0.9852
W squared distances 0 0 0 0 0 0.0000
W distances temporal 0 0 0 0 0 0.0000
W squared distances temporal 0 0 0 0 0 0.0000
Model probabilities 0.153 0.060 0.042 0.029 0.027
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Table 3: Spatial error Bayesian model averaging estimates (5000 draws, 500

burn-in draws, based on top 200 models)

Variables Averaged Averaged
coefficients t-statistics

ALR -0.004743 -0.084630
ALR boundary -0.004144 -0.090991
Distance to ALR boundary (km) -0.000674 -0.009470
ALR excluded ha 0.000141 0.040854
Fragmentation index 0.000079 0.010276
Grain -0.021561 -0.303633
Vegetable -0.023208 -0.282190
Tree fruit 0.000043 0.000593
Small fruit 0.010847 0.112284
Cows 0.001779 0.022456
Poultry -0.001762 -0.018536
Vacant land -0.193862 -2.172357
Log of distance (km) to Victoria City Hall -0.010133 -0.106383
Log of distance (km) to Victoria airport 0.000145 0.002221
Log of nearest distance (km) to Patricia Bay highway 0.000172 0.008841
GDP 0.961483 23.534174
Interest rates -0.026511 -0.442759
Maximum elevation (m) 0.000002 0.002452
Average difference elevation level (A m/ha) 0.002059 0.536199
Log of lot size (ha) -0.560305 -21.125527
Hobby farm 0.002496 0.038247
A 0.152495 377.060343
R-squared 0.651867

Adjusted R-squared 0.650252

Both lot size and GDP have inclusion probabilities close to one and vacant

land has an inclusion probability of 0.51 in the spatial error specifications. Other than

these variables, the difference in elevation levels (p=0.10), grain (p=0.09), vegetables

(p=0.07), and the interest rate (p=0.08) have the highest probabilities of being

included. All other variables have inclusion probabilities below 0.05. This partly

explains why the estimated means for the coefficients are only significant for the

variables lot size, vacant land (=0 if a significant structure exists on the property) and

GDP. In case a variable is not included in a model, implicitly the estimated mean of

the coefficient and t-statistic for that covariate will be set to zero. However, we found

that coefficients of variables with low probabilities of being included can be highly
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significant in some of the model specifications.

We also have other reasons to assume that the significance and the magnitude
of the coefficients presented in Table 3 are lower bounds. The first reason is that the
benchmark priors we use assume a mean of zero for all the coefficients, but we use
these because we do not have informative prior information about the coefficients of
interest. Furthermore, it is common practice to set priors for the coefficients of
covariates to zero when there are many potential explanatory variables, and it might
be expected that some of them are irrelevant (Koop, 2003). A final reason is that the
posterior odds ratios favor small models with few explanatory variables over larger
models with more explanatory variables, ceteris paribus (Koop, 2003). As a result, we

also discuss the signs of the estimated coefficients for the less significant variables.

Farmland parcel size

We conclude that farmland parcel sizes are important in explaining prices per
ha. The log of parcel size is highly significant (p<0.01) and has a negative effect on
the log of prices per ha. This is contrary to the expectation that farmers seek to
acquire large properties to realize economies of scale because larger parcels have
higher productivity levels than small ones (Cavailhes and Wavresky, 2003). There are
several explanations for this result. First, average parcel size is only 3.76 ha, so the
likelihood that economies of scale are an issue is small. Another reason for this
unexpected result is that, when agricultural land is purchased for development
purposes in expectation that it will be excluded from the ALR in the future, its value
1s sometimes negatively related to the size of the parcel. The reason is that the costs of
subdividing land increase relative to benefits as the size of the parcel increases
(Colwell and Munneke, 1999, 1997).

Finally, since ALR land cannot be subdivided without going through the
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Agricultural Land Commission, the negative coefficient on parcel size suggests that
much of the land in the Saanich Peninsula is bought for the purpose of rural estates
and hobby farms. In British Columbia, property taxes that are some 70% lower apply
to land classified as ‘farm status’ than to equivalent land that is not in this category.
The revenue threshold for attaining farm class status is quite low: The property must
generate an annual gross income of $2500 or more at least once every two years if the
farm is between 0.8 and 4.0 ha in size. For properties less than 0.8 ha, the gross
income threshold is $10,000, while it is $2,500 plus 5 per cent of the property’s
assessed value if the farm exceed 4 ha. As most buyers would not be farmers, an
increase in property size much beyond the 0.8 ha threshold, and especially beyond 4

ha, would be viewed negatively (Dove, 2007).

Credibility of farmland protection

We hypothesized that land within the ALR would be valued higher than land
outside the ALR if farmland preservation is expected to be permanent. We test this
hypothesis with the ALR-dummy and conclude that land located within the ALR sells
at a lower price than that outside the ALR, but this result is not significant. This
suggests that speculation is taking place on at least some ALR land. However, it could
also be that, since farmland outside and in the ALR is increasingly used for large rural
estates, there is little difference between prices as the effect of ALR zoning has been
negated to a large extent.

Regarding the credibility of the ALR, we also tested whether increased
exclusions of land from the ALR resulted in greater speculation. As expected, the
estimated coefficient on this variable is positive, suggesting that, as more land is
excluded from the ALR, land values are higher, which is suggestive of speculation.
However, this effect is again not statistically significant when averaged over all
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models.

Although we assume that the value of farmland is determined, among other
things, by whether the land is in the ALR, one might also argue that the causality is
the other way around — as a result of urban pressures farmland prices rise and due to
higher prices land is excluded from the ALR. If this argument is true, our ALR
variables would be endogenous and our empirical results would be biased. To address
this, we employed a simple OLS model with the following explanatory variables (in
logarithmic form where permitted): ALR dummy variable, ALR exclusions, distance
to the ALR boundary, fragmentation index, distances to Victoria and the highway,
parcel size, GDP and interest rates, and dummy variables for tree fruit operations,
whether land is vacant, whether cows are present, whether poultry are present and
hobby farmers.. We tested for endogeneity of the ALR variables using the Hausman
test with indicators about the government in charge as instruments in the equation for
the ALR variables (ALR dummy variable and number of ha excluded from the ALR).
These indicators are used because exclusions from the ALR often depended on the
political climate. Given that these indicators are the right instruments, we find no
evidence of endogeneity.

We also test the hypothesis that, if zoning within the ALR is credible, ALR
land close to the edges of the ALR will sell for less than ALR land in the ALR
interior, due to negative urban spillovers. All the indicators we use to test this
hypothesis point in the same direction. Parcels at the ALR boundary sell for lower
prices than parcels farther from the boundary; parcels that are less fragmented sell for
a higher price and parcels that are closer to the centre of the ALR sell for a higher
price compared with parcels farther from the ALR centre. Distance to the ALR

boundary takes on negative values within the ALR and positive values outside the
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ALR, implying that the farther a parcel is from the urban centre or ALR boundary (the
deeper into the ALR), the higher is its price. Although all these findings support the
hypothesis that the ALR boundary is credible, none of the results can be considered
statistically significant. The variability with respect to these variables again indicates

that the ALR boundary is only credible for a small subset of land in the ALR.

Macro-economic considerations

Macro-economic variables are important in the model because the data span a
period of more than 30 years. Prices are expected to rise and fall jointly with macro-
economic changes. For example, we find that farmland prices rise significantly
(p<0.01) with increasing GDP. As the country’s GDP increases, people are wealthier
and able to spend some of their additional income on land purchases, increasing the
demand for land and thus its price. Furthermore, as interest (and mortgage) rates
increase, borrowing is less affordable and the demand for property declines (and

property prices fall), but not significantly.

Land values

In general, we conclude that farmland prices are higher than might be
expected based on the land’s profitability in agriculture. The average overall price per
ha over the period 1974-2006 was $180,900 (see Table 1). However, prices per ha
have risen over this period from an average of $25,480 per ha in 1974 to $304,851 per
ha in 2005; an additional, exceptional price increase took place in 2006, with the
average price of farmland going to $666,504 per ha. At these high prices, few
agricultural activities are able to cover the opportunity cost of land; net returns after
all other expenses cannot possibly cover land rents. Intensive poultry production or

greenhouse operations might generate adequate returns, but there are few of these in
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the study area.

Not surprisingly, vacant land is significantly (p<0.05) less valuable than land
that has no structures on it. While this result is partly accounted for by the fact that
productive farm enterprises would require some structures, it is primarily driven by
the existence of a residence on the property. A residence substantially increases the
value of the land, but not by as much as might be expected. That is, farmland without
a residence remains much more valuable than its use in agriculture would suggest. If a
farmer were to pay the market price for land, or an annual rent on the basis of the
market value of land, it would be impossible for the farm enterprise to remain
financially viable. Even with reduced property taxes associated with farmland status,

no viable agricultural enterprise can cover land rents.

Weighting matrices

With respect to different specifications of the weighting matrices, we find that
the inclusion probabilities for weighting matrices with different numbers of nearest
neighbors (1 to 10) have little impact on the results. Therefore, in the final run of
100,000 draws in the MC” procedure for both the spatial lag and error models, we
included the matrix based on the five nearest neighbors. Based on the MC? procedure,
we can conclude that both the spatial error and lag dependence processes are best
described by the distance-based weighting matrices. Surprisingly, the spatiotemporal
weighting matrices are not better descriptors for these processes, as our data spans a
long time period. The nearest-neighbors based weighting matrices do not describe the
spatial error and lag dependence structures very well. This also explains why the
number of nearest neighbors makes little difference, as the general structure did not

apply to our data.
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5. Conclusions

In this study, we were particularly interested in determining whether B.C.’s
Agricultural Land Reserve was perceived to be an effective instrument for preserving
farmland. We hypothesized that, if zoning is credible, farmland prices adjacent to the
edges should be lower due to the reduced productivity associated with urban
spillovers and externalities. Alternatively, if agricultural landowners do not believe
the preservation scheme is permanent, these lands will have higher values and lower
rates of investment in expectation that the land will be sold to developers in the future.
We used spatial hedonic pricing models to investigate this question

We also wished to resolve the uncertainty of the choice of explanatory
variables and the spatial weighting matrix in our model. Therefore, we used Markov
Chain Monte Carlo Model Composition in combination with Bayesian model
averaging to resolve this model uncertainty. Although basic model uncertainty could
be resolved using these methods, we found they had some drawbacks as well. First,
these methods are time consuming, although greater computing power partly
addresses this issue. Further, these methods seem to results in lower bounds on the
estimated means and t-statistics of the coefficients of interest. However, with more
specific prior information this issue might also be partly resolved.

Using these techniques, we could nonetheless draw conclusions about which
variables have high and low inclusion probabilities. Lot size, GDP and vacant land
were very important in explaining farmland prices. Furthermore, we learned that our
data are better described by a spatial error process than a spatial lag process, and that
the inverse squared distance weighting matrix best describes this spatial error process.

With respect to the credibility of the ALR, we conclude that speculation is

likely an important phenomenon, affecting at least part of the ALR, even though the
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estimated signs all support the hypothesis that the ALR is credible. For example, ALR
land is sold for less than land outside the ALR, land at the ALR boundary sells for
less, and farmland that is more fragmented and farther away from the heart of the
ALR sells for less. However, these findings are not very robust, as none of these
estimates are statistically significant and the inclusion probabilities for these variables
are all very low. Therefore, we can conclude that the ALR is only partly credible, with
speculation taking place at least on some parcels. This view is also supported by the
fact that Saanich farmland in general is priced much, much higher than would
justified by agricultural returns. Furthermore, smaller parcels are sold for higher
prices per ha than larger parcels, indicating that economies of scale in agriculture do
not appear to play a role.

An alternative explanation is that the higher prices per ha signify that farmland
is most likely bought for residential purposes by those craving a rural lifestyle in close
proximity to a large urban area. To some extent, it is possible that the requirements
for obtaining farm class status and thereby lower property taxes may, counter-
intuitively, be working against agricultural preservation in BC. As smaller farmland
parcels are clearly preferred by buyers, the low threshold for achieving farm tax status
makes it cheaper to own a large rural estate rather than an urban residential lot. A
landowner does not need to be a professional or efficient farmer, but can simply be a
hobby farmer. By raising the threshold or implementing other hurdles to achieving
farm status, the government could reduce the desirability of living on large rural
estates, but perhaps to the detriment of serious agricultural producers.

Overall, it appears that high prices for small farm properties and inexperienced
farmer-buyers bode ill for sustaining viable commercial agriculture on the urban

fringe. It may also hinder preservation of open space in the longer run if such open
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space is being protected under the guise of preserving farmland for agricultural

purposes only.
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