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Abstract

Many smallholder agricultural producers around the world struggle to make a living in difficult
market environments. These producers face important decisions: whether to enter producer coop-
eratives, whether to remain loyal to these cooperatives, and whether to stay in rural agriculture or
migrate to cities. They are influenced by the decisions of their peers, the market environment, and
climate change. My research aims to better understand these decisions at the micro- and macro-
levels. With these insights in hand, I hope to work with producer organizations to improve their
services and local governments to improve their policies, in both cases to better serve smallholder

producers.
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Chapter 1

Introduction

Essay 1. With the rise of market-led development, marketing cooperatives have emerged that
offer smallholder producers a guaranteed minimum price for their cash crops. Their existence
is threatened when members side-sell a part of their harvest to outside buyers. My first essay,
entitled Unpacking Side-Selling: FExperimental Evidence from Rural Mezico, describes a framed
field experiment with indigenous coffee producers in southern Mexico to examine the effect of four
factors on the marketing decision: additional income, the presence of microcredit and/or technical
assistance, average outside buyer price, and harvest quantity. Our results show that participants
allocate on average 82% of their harvest to the certain-price buyer. Changes in harvest quantity
and outside-buyer price have minimal effects. The offer of complementary services has a null effect.
Moreover, 22% of the participants always allocate their entire harvest to the certain-price buyer.
Extra income increases this probability by 10%. Subgroup analysis reveals that this effect is limited
to existing cooperative members.

Essay 2. Producer organizations can help smallholder producers adapt to climate shocks by in-
suring production and teaching them climate-resilient production techniques. However, information
about the benefits of membership takes time to reach potential adopters and often decays before it
reaches an entire population. My second essay, entitled Information Decay and Cooperative Entry
under Risk, examines the entry of two different cooperatives by indigenous coffee producers: a coffee

cooperative and a honey cooperative. Our analysis leverages a network graph of entry decisions



2

that spans 22 years and includes the locations of the producers, who live in 124 villages grouped in
ten regions. To characterize the temporal lags, we estimate two specifications of a linear-in-means
model: one with with producer fixed effects and another with first differences. To characterize
the spatial lags, we estimate three specifications of a spatial lag model with different weighting
matrices. In both models, we interact the peer adoption rate with the number of periods of sea-
sonal drought. The linear-in-means estimation results reveal a longer entry period for coffee than
for honey. The spatial lag estimation results reveal more information decay for honey than coffee.
In space, seasonal drought in other villages and regions increases the probability of entry into the
coffee cooperative but not the honey cooperative. In both, we find that periods of seasonal drought
counteract network effects for coffee and honey. Our results provide insight for policy makers to
strengthen producer organizations in contexts that experience climate shocks.

Essay 3. Recent qualitative evidence suggests that social networks play an important role
in potential migrants’ decisions to migrate and their choice of destination. Yet even the latest
literature employing microeconomics migration models with social networks often only estimates
these models on small household panel data sets. My second essay, entitled Where You Go Depends
on Who You Know: Social Networks as Determinants of Mexican Internal Migration, uses the
Mexican population census to estimate a structural gravity model with social networks on internal
migration flows from origin municipalities to destination states over three recent five-year periods
at the intensive and extensive margin. To proxy for the social networks, I use internal migrant
flows along the same corridor in a previous time period. My results show that social networks affect
migration flows. At the extensive margin, a 1% increase in the size of the social network increases
by 5%, 12%, and 13% the likelihood of a migration corridor; at the intensive margin, the equivalent
social network elasticities are 19%, 30%, and 32%. I identify the effects using origin and destination
characteristics as well as the presence of a migrant flow in 1960 to control for other factors that
could drive migration along these corridors. These results contribute to both microeconomic and
macroeconomic analysis of the determinants of migration.

Overview. Fach of the three essays examines a different decision of smallholder producers: the
decision of how to market their cash crop, the decision of whether to join a producer coopera-

tive, and the decision of whether to exit agriculture and migrate. Taken together, these decisions
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are some of the most important decisions that smallholder producers make, and our results illu-
minate the important roles of factors that standard utility maximization models do not include.
Liquidity constraints affect a producer’s marketing decision, peer effects and drought shocks affect
a producer’s decision to join a cooperative, and peer effects affect an internal migrant’s choice of
destination. The relevance of these understudied factors underscores the importance of considering

them in future research and policy work.



Chapter 2

Unpacking Side-Selling:
Experimental Evidence from Rural

Mexico

2.1 Introduction

Smallholder agricultural producers face a variety of market imperfections that reduce the welfare
they receive from the sale of their cash crops: output price volatility, monopsony power by traders,
and transaction CostsE] In many developing countries, state-backed organizations, such as commod-
ity boards, alleviate these market imperfections by providing price insurance and other services to
producers. However, in recent years, governments have reduced or eliminated these agricultural
support programs. As a result, market-based organizations such as producer cooperatives have
emerged in their place. Since they lack state support, however, these producer cooperatives depend
on the continued loyalty of their members to finance their services, which often improve welfare
over the medium and long term. When members sell a portion of their harvest to outside traders

in the short term, this side-selling threatens the economic viability of cooperatives.

IThanks to an anonymous reviewer for suggesting that we frame the paper in this way
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Empirical estimates of the incidence of side-selling vary widely: 12% (Keenan et al., 2024;
Woldie, [2010; Wollni & Fischer, [2015)), 20% (Ewusi Koomson et al., |2022)), 30% (Alemu et al.,
2021; Arana-Coronado et al., 2019), 40% (Gerard et al., |2021) or 55% (Fischer & Qaim, 2014;
Geng et al., 2023). Moreover, the amount of side-selling varies both among producers in the same
cooperative and within the same producer over different marketing years. Wollni and Fischer (2015)
find that side-selling behavior follows the U-shaped pattern first reported by Fafchamps and Hill
(2005) regarding producer marketing decisions. Farmers with a low or high production quantity
are more loyal to a cooperative. The former cannot pay the fixed cost of side-selling, and the latter
are not as affected by the liquidity constraints that often drive side-selling. In addition, production
shocks (Keenan et al., [2024) and liquidity shocks (Geng et al., |2023|) can also increase side-selling
from one year to the next in the same producer. Finally, risk aversion (Binswanger, [1980), length
of cooperative membership (Bhuyan, [2007), and the presence of complementary services such as
microcredit or technical assistance (Mujawamariya et al.,|2013)) are also associated with side-selling.

In this essay, we use a framed field experiment to determine the effect of four factors on side-
selling: production shocks, income shocks, transaction cost shocks, and nudge reminders of com-
plementary services. Participants play 60 rounds of a game in which each round corresponds to a
marketing year. In a given round, they must allocate their harvest across a certain-price and an
uncertain-price buyerﬂ In order to estimate the value participants place on the services offered
by the certain-price buyer, we vary its description: certain price; certain price and microcredit;
certain price, microcredit, and technical assistance. Moreover, we vary the harvest quantity and
the mean of the price offered by the uncertain-price buyer to estimate the effect of production
shocks and transaction cost shocks, respectively, on marketing behavior. Finally, we give half of
the participants additional income from another source to estimate the effect of an income shock.
Our experiment integrates these four separate sources of variation that prior work has associated
with side-selling. To our knowledge, we are the first to use an experiment to study side-selling.

Our results are as follows. First, price certainty matters at both the intensive and extensive
margins. At the overall margin, producers allocate on average 82% of their harvest to the certain-

price buyer. At the extensive margin, 22% of the producers (58 of 268) allocate their entire harvest

2Thanks to Marc Bellemare for pointing out that technically the uncertain-price buyer is a risky price buyer since
the distribution of the outside buyer price is known.
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to the certain-price buyer in each round. This estimate of an 18% incidence of side-selling approaches
the lower bound of the empirical results above. It suggests that in cases where cooperatives offer a
fixed price and outside traders a variable price, side-selling behavior, or its inverse, producer loyalty
to cooperatives, is associated with producer risk preferences.

Second, additional income influences side-selling at the extensive margin but not at the inten-
sive margin. At the extensive margin, it increases by 10% a producer’s probability of selling the
entire harvest to the certain-price buyer in each round. At the intensive margin, it does not affect
round-level performance. When we estimate the extensive margin of the effect of the additional
income separately for cooperative members and non-members, we find significant heterogeneity in
the treatment effects: 17% for members and 2% for non-members. The former effect is significant
at the 5% level and the latter is not significant. Two additional moderator analyses give additional
information on the mechanisms behind the effect of additional income. First, for cooperative mem-
bers, the treatment effect of additional income decreases with the number of years of cooperative
membership: for a new member it is 42% and decreases by 3% for each year of membership. Second,
the treatment effect varies depending on cooperative membership and risk aversion, as measured
by a no-loss lottery based on that of Eckel and Grossman (2008). For the least risk-averse cooper-
ative members (CRRA near 0), it is 7%. From there it increases to 31% for the most risk-averse
cooperative members (CRRA near 2). For the least risk-averse cooperative non-members, it is 6%.
From there it decreases to -29% for the most risk-averse cooperative non-members. None of these
effects are statistically significant.

Third, production shocks affect the marketing decision by at most 3% in either direction. Thus
we confirm the U-shaped behavior reported by Wollni and Fischer (2015]) and Keenan et al. (2024]).
Though our point estimates are small, they are similar in magnitude to these results. Finally, nudge
reminders of complementary services do not affect the marketing decision. This result differs from
that of Mujawamariya et al. (2013)) and suggests that behavioral economics may not offer a solution
to side-selling (Wuepper et al., 2023).

Our results contribute to three distinct strands of literature. First, we contribute to the lit-
erature on marketing decisions of agricultural producers. Previous literature has examined the

determinants of participation in cooperatives (Bernard & Spielman, 2009; Mojo et al., |2017) and
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intensity of participation in cooperatives (Bhuyan, 2007; Fischer & Qaim, 2014; Klein et al., 1997}

Mujawamariya et al.,|2013)) using reduced-form models on cross-sectional data sources. Fafchamps
and Hill (2005), Woldie (2010)), and Wollni and Fischer (2015) propose structural models and test
their predictions, once again on cross-sectional data. Our work goes deeper. Instead of the likelihood
or intensity of cooperative participation, we examine the demand for the services that cooperatives
typically provide. Our results provide insight into the mechanisms behind how much and under
what conditions cooperative members market their agricultural production through cooperatives.

Second, we contribute to the literature on the use of experiments to understand producer decision
making. Palm-Forster and Messer (2021) provides a recent review of the use of experiments to study
the behavior of agricultural producers. Framed field experiments are not new, as the pioneering
work of Binswanger (1980) demonstrates. However, they are still as relevant in 2025 as in 1980.
They improve on the internal validity of the cross-sectional research above at a fraction of the cost
of a Randomized Control Trial. Moreover, they allow for the study of more variation. Casaburi
and Reed (2022) pay bonuses to a random subset of traders to examine effects further down the
value chain. We too could have randomly subsidized coffee producers with additional income, but
at the expense of losing the three other sources of variation in our experiment. The subsidies alone
would have cost as much as the entire budget of our experiment.

Our experiment is most similar to three recent experiments. Bellemare et al. (2020) test the
prediction of Sandmo (1971)) that producers reduce production in situations of price risk and finds
that this prediction does not hold. Boyd and Bellemare (2022)) both corroborate this finding and
also find that the provision of insurance causes producers to increase production in situations of
price risk. Mattos and Zinn (2016) find evidence for the existence of producer reference prices in
marketing decisions. These three experiments survey a mix of 119 college students and producers,
101 producers, and 75 producers, respectively. Our sample size of 268 producers improves on the
external validity of all three experiments, especially since we confirm their findings in a different
context.

Third, we contribute to the small literature on price risk (Boyd & Bellemare, 2020)). In situations
of output price risk, Newbery and Stiglitz (1981) propose methods for evaluating the welfare effects

of commodity price stabilization programs. Their work and much of the following work focus on the
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differential effects of such programs depending on whether agricultural households are net buyers
or sellers of the good in question (Barrett, 1996; Bellemare et al., 2013} Finkelshtain & Chalfant,
1991). Our situation differs for two reasons. First, coffee is a cash crop, not a staple, so we do
not need to consider the producers’ own welfare as consumers. Second, most smallholder producers
do not have the infrastructure to store coffee from year to year. Thus, there is no opportunity for
arbitrage between growing seasons, just as in the case of the Kenyan roses that Macchiavello and
Morjaria (2015) study.

Instead, our work complements that of Bellemare et al. (2021]), who consider producers that face
output price risk and can allocate their production between a contract that pays a fixed price and
an intermediary who pays the market price. They find that contract farming reduces participants’
income variability, which they proxy with the residual from a cross-section regression. Moreover,
they find that participation in contract farming schemes would be more beneficial for producers who
do not participate than it is for those who do. Our sixty-round experiment extends these results,
since we can observe producer behavior over many simulated growing seasons and producers can in
effect choose the amount of income variability to which they are exposed. Our work also shows the
fragility of informal price insurance schemes, especially in years when the market beats the contract
and producers are liquidity-constrained.

Our essay proceeds as follows. Section 2 gives background on coffee production worldwide and
in Mexico and describes the context where we conducted the experiment. Section 3 describes the
design of the experiment and relates it to previous work. Section 4 describes our data and gives
descriptive statistics. Section 5 presents the empirical strategy we use to test the effect of the four
additional factors on the marketing decision. Section 6 presents and discusses the results, at the
participant-round-game level, the participant-round level and the participant level. It also presents

results of subgroup and moderation analysis. Section 7 gives policy implications and concludes.

2.2 Context

In this section, we first describe the situation of smallholder coffee producers in Chiapas, Mexico.

Next we describe two different development strategies that have sought to improve their welfare
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and the welfare of other smallholder producers in the developing world: state-led development and
market-led developmentﬁ We touch briefly on the macroeconomic factors that led to a transition
from state-led development to market-led development in the early 1990s. Third, we describe the
particular institutional features of our partner cooperative. Finally, we describe the challenge that
side-selling poses to the cooperative.

Worldwide, coffee is cultivated on approximately 12.5 million farms. Ninety-five percent of
coffee producers have farms no larger than five hectares, and eighty-four percent have farms of two
hectares or less. For many producers, coffee is their primary cash crop, and therefore their annual
income depends on two factors: the yield of their harvest and the world price of coffee. Mexico is
the tenth largest coffee producer in the worldﬁ

Although our analysis focuses on smallholder Mexican coffee producers, the issues here are
not limited to Mexico or coffee. The picture we paint here is broadly similar to the situation
of smallholder producers of specialty crops in Latin America and elsewhere who are members of
cooperatives (Pitts, [2023)). Side-selling has been observed with coffee producers in Peru (Keenan
et al., 2024)), coffee producers in Burundi (Gerard et al., [2021)), coffee producers in Costa Rica
(Wollni & Fischer, [2015]), banana producers in Ethiopia (Woldie, 2010), dairy producers in Kenya
(Geng et al., 2023), sorghum producers in Kenya (Nyamamba et al., 2022)), and barley producers
in Ethiopia (Alemu et al.,|2021)). In all of these contexts, cooperatives offer value chain integration,
quality upgrading, and microcredit to smallholder agricultural producers, but the provision of these

services is hindered by producer members who do not market their harvest through the cooperative.

2.2.1 Smallholder Mexican Coffee Production

Our setting is a group of indigenous Mexican coffee producers in the state of Chiapas in southern
Mexico. Coffee is the primary cash crop for these producers. They typically produce 4 quintals (240
kilograms) on 1-2 hectares of land and sell their coffee for MXN 70-80 (approximately US$3.50) per

kilogram. Thus, they earn around US$1000, which they use to purchase everything they do not

3We are grateful to the lead article in a special issue of Food Policy for this distinction (Markelova et al., [2009).
4Wright et al. (2024) provides a recent systematic review of the literature on coffee supply chains at the global
level.
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grow for themselvesﬂ Typically, they grow corn and vegetables for their own consumption.

Coffee has been grown in Mexico since the nineteenth century (Bobrow-Strain, 2007)). Initially,
Mexican peasants worked as hired labor on large coffee plantations. In the early twentieth century,
as a result of the land redistribution of the 1917 Mexican Constitution, these smallholder producers
received their own plots of land, nearly all of which were less than 5 hectares.

Green coffee is only the first stage in the coffee value chain. Figure 2.I] provides a high-level
overview of the entire coffee value chain. A smallholder producer sells to a local intermediary
(either a village trader or in our case, a coffee cooperative). This local intermediary in turn sells to
a national intermediary. Finally, that national intermediary sells to a multinational corporation.

Smallholder coffee producers face substantial output price volatility at the first level of the value
chain. Because of this output price volatility, they do not produce an optimal amount of coffee. In
addition, they do not make long-term investments in coffee production through quality upgrading

that would allow them to increase the income they receive from coffee production.

2.2.2 State-Led Development for Mexican Coffee Producers

The past hundred years have seen two different approaches to improve the welfare that smallholder
coffee producers receive from their harvest: state-led and market-led development. In the first ap-
proach, state actors provided increased support for smallholder coffee producers as coffee production
developed in Mexico through the early and middle of the twentieth century. At the international
level, in 1962 the coffee producing nations of the world formed the International Coffee Organiza-
tion (ICO) in order to stabilize the world market for coffee after a series of boom-bust cycles. With
the establishment of the ICO, the International Coffee Agreement (ICA) used periodically renewed
export quotas to stabilize the international price of coffee. This agreement lasted until 1994.

At the national level, in 1973 the Mexican government founded a state agency to support coffee
producers, the Mexican Coffee Institute (Renard & Brefa, 2010)). This agency provided direct
support to coffee producers: subsidized inputs, technical assistance, and a guaranteed purchase
price. In turn, it helped Mexican coffee producers sell their coffee internationally for almost 20

years.

5This profile comes from previous work in this region by Pitts (2019).
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The life cycle of the Mexican Coffee Institute overlapped with the external debt crisis faced by

Mexico and other Latin American countries during the 1980s. As part of the Baker Reforms in 1986,
Mexico agreed to reduce the level of agricultural support for domestic producers in order to receive
international financing to cover its external debt. As a result, beginning in 1990, the administration
of Mexican president Carlos Salinas phased out the Mexican Coffee Institute as it implemented a
larger series of market-based reforms. Since then, Mexican smallholder coffee producers have been
exposed to the international price of green coffee as it is traded on commodity markets like the New
York Mercantile Exchange. Figure shows the price per kilogram of green Arabica coffee in US

cents from 1990 to the present.

2.2.3 Market-Led Development for Mexican Coffee Producers

With the elimination of the Mexican Coffee Institute, producer cooperatives emerged in Mexico in
the 1990s that provide the same services to smallholder producers: a guaranteed purchase price,
technical assistance, and microcredit (Folch & Planas, |2019)). These cooperatives are often associ-
ated with the fair trade movement (Dragusanu et al.,|2014). In addition, they frequently promote
organic farming practices. Typically, members have three years from joining the cooperative to
adopt organic farming practices.

Producer cooperatives improve the welfare of their producer members by taking advantage of
upstream contracts in the value chain. These contracts help in two ways. First, they allow coop-
eratives to offer a fixed price to their members, in contrast to the volatile price of the commodity
market. Second, they spread the fixed marketing costs faced by smallholders over a larger mar-
keted volume to reduce the cost per unit of marketing. Cooperatives use these savings to finance
complementary services, such as microcredit and technical assistance. However, the effectiveness
of cooperatives depends on a guaranteed volume of deliveries from members. As a condition of
membership, these cooperatives often require that their members sell all their coffee through the
cooperative. When members sell their coffee to outside buyers, it threatens the financial viability

of the cooperative.
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2.2.4 Our Partner Cooperative: Ts’umbal Xitalha’

Producer cooperatives provide a variety of services and operate in a variety of ways, so we describe
the particular way our partner cooperative operates and the particular services it provides.

The producer cooperative Ts’umbal Xitalha’ (TX) has existed since 2000. It has evolved to
provide price insurance, emergency loans, and technical assistance to its producer members. In
October, at the beginning of each marketing year, the executive board of the cooperative sets the
purchase price for the coming year. The TX members agree to deliver their coffee to the cooperative
during the harvest season. Unlike other cooperatives, which pay their members at the end of the
marketing year, TX pays on delivery. Local intermediaries or traders are also active in the region.
They buy coffee at the world price, which varies daily, as Figure indicates, plus a small markup
of MXN 5 to MXN 10 (US$0.50 or US$1.00). Although TX stipulates that its members market
their entire coffee harvest through the cooperative, it cannot enforce this requirement. Thus, when
local traders offer a higher price than TX, members face the temptation to market some or all of
their coffee harvest through these local traders instead of the cooperative.

Figure 2:3] shows the TX price and the world price for the marketing years 2019 to 2025. Figure
2.4 summarizes TX administrative data to show the number of members who delivered their coffee
to TX in each marketing year and the total volume of coffee that these members delivered.

In the marketing year after the pandemic, the world price of coffee (and thus the price offered
by local traders) increased above the price offered by TX for an extended period of time. This
situation emerged for two reasons. First, a decrease in demand among TX’s customers left it with
excess inventory and reduced the price it could offer the following year. Second, higher transaction
costs and labor issues across the worldwide coffee industry caused an increase in the world price of
coffee and thus the price offered by local intermediaries.

As a result, member coffee deliveries to TX decreased by half during 2021 and 2022, a phe-
nomenon that affected the viability of TX. Figure shows that more of the decline occurred at
the intensive margin than at the extensive margin. Although the total number of members who
delivered any of their coffee harvest to TX decreased, many members continued to deliver some of
their coffee harvest to the cooperative, but substantially reduced the size of their deliveries. Because

members do not disclose the total amount of their coffee harvest to TX, TX cannot know whether
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members are side-selling or how much they are side-selling.

In order to continue serving its members, TX sought external financing to increase the price
it could offer its members. As Figure [2.4] indicates, by 2023, the world price of coffee decreased,
so TX members no longer faced the temptation to side-sell. However, TX partnered with us to
understand more deeply the causes of side-selling behavior and explore potential policy responses
to prepare for a possible future scenario in which the world price of coffee could once again exceed

the price offered by TX.

2.3 Experimental Design

2.3.1 Experiment Overview

In this section, we describe our experimental protocol that examines coffee producers’ marketing
decisions. We present participants with a simplified version of the marketing decision they face
in real life, which we described in Section Within the taxonomy of field experiments, our
experiment is an framed field experiment (Harrison & List, [2004) or a lab-in-the-field experiment
(Eckel & Londono, [2021)) because we invite members of the target population to replicate a concrete
task that they perform in their daily lives. We simplify the decision in four ways to better understand

the core mechanism at work.

1. Ideally, any side-selling by members would be punished by expulsion from the cooperative.
Thus the cooperative would be able to force its members to always deliver their entire harvest

to the cooperative. This sort of punishment is infeasible for two reasons:

(a) First, in this region, as in many regions with a substantial population of smallholder
producers, nearly all of the cooperative members have social ties that stretch back for
generations. Punishing members who side-sell would negatively affect these ties in ways

that would spill over to religious, cultural, or other economic interactions.

(b) Second, the cooperative does not record the total harvest of members, so it cannot verify

the fraction of members’ harvest that they are marketing through the cooperative. For
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this reason, we model side-selling as an isolated decision that producer members make

independently each year.

2. Many estimates of side-selling in the literature come from contexts with variation in the
timing of payment. Smallholder producers may choose between a local trader that pays them
immediately and a cooperative that pays them at the end of the growing season. In this
case, a producer’s time preferences would influence the decision to side-sell. To eliminate
this potential confounder, in our experiment participants are paid immediately by both the

certain-price and the uncertain-price buyer

3. The presence of transaction costs also varies depending on the context. In some contexts, pro-
ducers who side-sell to a local trader incur a fixed cost compared to selling to the cooperative.
In other contexts, producers who sell to the cooperative incur a fixed cost compared to selling
to the local trader. To consider both situations, we vary the mean of the price offered by the
uncertain-price buyer as either above, below, or the same as price offered by the certain-price
buyer. These three options correspond to contexts where there is a fixed cost to side-selling,

no fixed cost to either marketing decision, or a fixed cost to selling to the cooperative.

4. Finally, institutional arrangements with respect to complementary services vary tremendously.
In some contexts, local traders provide microcredit and possibly even technical assistance. In
other contexts, only cooperatives provide these services. In addition, institutional arrange-
ments vary in terms of eligibility for either of these services. The strictest possible arrange-
ment would restrict complementary services to cooperative members. Spillover effects among
neighbors, some of whom are cooperative members and others who are not, often prevent the
enforcement of this sort of restriction. Thus, we provide nudge reminders to test for the effect

of the provision of these services.

Nudge reminders are often used in food economics to persuade consumers to make healthier
food choices (Caputo & Just,|2022). For example, choosing healthier food or smaller portions
will benefit consumers in the medium to long run. Instead of coercing consumers (a pater-
nalistic approach), researchers have tried to randomly vary the labeling of foods or provide

additional information on menus as a way to induce consumers to voluntarily make healthier
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choices. Depending on the context, these types of interventions can have a moderate effect,
especially if they are directly relevant (salient) to the consumer. We approach a partici-
pant’s marketing decision in a similar way, testing the effect of changing the description of
the certain-price buyer on the participant’s allocation decision. We incorporate salience into
our descriptions: for example, we describe the certain-price buyer specifically as a buyer that
"provided you (the participant) with microcredit in the past year” instead of generically as
a buyer "who provides microcredit.” These nudge reminders allow us to separately evaluate
the appeal of the three services that cooperatives and other traders most commonly provide:

price insurance, microcredit, and technical assistance.

By examining the effect (if any) of the nudge reminders on the allocation decision, we hope
to estimate the participant’s willingness to pay for these additional services. Moreover, using
nudge reminders allows us to separate the potential service itself from the intermediary (coop-
erative or local trader) who provides it. For example, in the second game, we add microcredit
to the description of the certain-price buyer but do not describe it as a cooperative provides it.
In this way, our aim is to estimate separately participants’ willingness to pay for microcredit

and their preference for a cooperative.

In the experiment, participants market their coffee 60 times in three games of 20 rounds apiece.

During these 60 rounds, we vary four factors to determine their effect on the marketing decision.

1. Half of the participants receive additional income at the beginning of the experiment that

increases their earnings in each round of the three games they play.

2. In blocks of 20 rounds, we vary the framing of the certain-price buyer as a buyer who offers a
certain price (Game 1); a certain price and microcredit (Game 2); a certain price, microcredit,

and technical assistance (Game 3). All participants play all three games in random order.

3. By round, we vary the harvest size of the participants, the mean of the price offered

by the uncertain-price buyer, and the realized price of the uncertain-price buyer.

In the subsequent sections, we describe each part of the experiment conceptually in detail: both

the antecedents in the literature and the practical details in our experiment. In Section we
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introduce the notation for the different pieces of the experiment and provide the payoff function.

Appendix [A] gives the complete experimental protocol.

2.3.2 Preliminary Questions

Participants first answer two basic questions and three arithmetic and probability questions. We
use questions similar to those in Boyd and Bellemare (2022)).

Basic Questions

1. Have you ever sold coffee you or your family has produced?

2. Do you know how to read and write? Yes/No

Filter Questions

1. What is 40% of MXN 1007

2. If you produce 17 bags of coffee and sell 9, how many remain?

3. Imagine that there are 3 blue balls and 7 red balls. You pick a ball at random. Is it more

probable that it is red or blue?

Descriptive statistics of the responses to four out of five of these questions are reported in Table
All participants report experience selling coffee, so we omit these responses. 74% of participants
report some literacy.

The second set of questions allows us to determine whether side-selling behavior is associated
with poor multiplication, subtraction, or probability skills. Originally, we intended to exclude (filter)
participants who missed more than one of the questions. This criterion would have disqualified two
of the participants. However, based on the guidance of our implementing partner, we did not
exclude any participants.

Next, the order in which the three games and the lottery are played is randomized by a roll of
a 12-sided die. Table shows the results of this randomization. Half of the participants complete

the lottery before the three games, and the other half complete it after the three games.
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2.3.3 Additional Income Treatment

Next, half of the participants receive MXN 3,000 (US$150) in fake money that serves as additional
income in each round of the three games and contributes to their overall earnings. The treated
participants are selected based on their identification number within the sample: participants with
odd numbers receive the additional income and participants with even numbers do not receive the
additional income.

The additional income is meant to proxy for the real-world effect of income from another source
such as the sale of another cash crop, income from off-farm labor, or support from a Mexican
government program. We choose an amount (MXN 3,000) that is about half of what producers

could conceivably earn from these sources in a month.

1. Another cash crop. The main alternative cash crop in the region is honey. According to
records from a honey cooperative in the region, producer members earned on average MXN
20000 (US$1000) from honey sales during the three and a half months of the honey season
the year before the experiment, or just under MXN 6000 (US$300) per month.

2. Income from off-farm labor. Similarly, weekly pay is MXN 1500 (US$150) in manufac-
turing plants on the US/Mexico border, where many producers report migrating seasonally.

With one to two months of work, minus expenses, a producer could earn about MXN 6000

(US$300).

3. Support from a Mexican government program. Finally, participants in this region are
eligible for a Mexican government agricultural support program (Sembrando Vida), in which
smallholder producers can earn up to MXN 6000 (US$300) per month by planting trees on
their land parcels (Reglas de Operacién Del Programa Sembrando Vida,|2022).

Randomly assigning this treatment allows us to determine the effect of additional income on
the marketing decisions of the participants who receive it. Previous work examines the effect of
additional income on production decisions of cash crops (Pfeiffer et al., 2009)) or marketing decisions
of staple goods (Woldeyohanes et al.,2017). Pfeiffer et al. (2009) find that additional income causes

producers to increase production in the presence of a credit market failure because they use it to
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finance the purchase of production inputs. Woldeyohanes et al. (2017) find that producers market

less of staple goods in the presence of off-farm income in order to keep a food reserve and insure
consumption. Our experiment does not allow participants to store coffee across years.

The closest study to the present is that of Wollni and Fischer (2015), who hypothesize that
non-agricultural income will increase member deliveries to cooperatives. In their model, however,
cooperatives deliver patronage refunds at the end of the marketing year, so the non-agricultural
income merely allows for consumption smoothing across time periodsﬁ In our context, any effect
of the additional income will indicate deviation from purely profit-maximizing behavior. To our
knowledge, we are the first to experimentally test the effect of additional income on the marketing

decision of a cash crop.

2.3.4 Eckel-Grossman Lottery

Next participants roll Participants complete an Eckel-Grossman lottery to measure their risk pref-
erences. Eckel and Grossman (2008) propose a simple task for measuring risk preferences similar
to that of Binswanger (1980]). Participants choose one of five gambles, each with a low payoff and
a high payoff that occur with 50% probability. The gambles are increasing in both expected payoff
and risk, as measured by the standard deviation between the two payoffs. After participants choose
their preferred gamble, they roll a die and receive the corresponding payoff.

An advantage of the Eckel-Grossman lottery compared to other lotteries such as that of Holt
and Laury (2002)) is its simplicity (Charness et al., 2013). This simplicity allows its use in other
settings in Latin America with a population similar to our indigenous coffee growers (Cardenas &
Carpenter, 2013; Moya, |2018). Moreover, despite its simplicity, the participant’s choice of gamble
can be used to estimate his or her risk preferences in the form of a Constant Relative Risk Aversion
(CRRA) parameter of the power utility function U(z) = z(1=") /(1 — 7).

Table shows the Eckel-Grossman lottery that we present to our participants. Eckel and

Grossman (2008) provide two sets of gambles: one with negative payoffs (to test for loss aversion)

SIn many cooperatives, additional profits above and beyond the price paid for members’ production are distributed
to members at the end of the fiscal year. These additional payments are called patronage refunds. This feature sets
cooperatives apart from investor-owned firms (IOFs), which distribute profits to shareholders at the end of the fiscal
year.
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and one without. For simplicity, we use the no-loss lottery and scale the payoffs ($16 = MXN 10000

or US$500) so that the first gamble has a guaranteed payoff of MXN 10000 MXN. We choose MXN
10000 because it is the average payoff in a round of the game (4 quintals - 60 kilograms per quintal
- MXN 50 per kilogram = MXN 10000).

2.3.5 The Presence of Complementary Services

After the preliminary activities, participants complete 10 rounds of Game 1 for practice. The results
of this practice game are not recorded[] Next they complete Games 1-3 in random order. Game
2 and Game 3 vary the framing of the certain-price buyer by describing up to two complementary
services that the participant received last year from the buyer. In addition, in Game 3, the certain-

price buyer is described as a cooperative.
Game 1 certain-price buyer offers a fixed price of MXN 50 per kilogram.

Game 2 certain-price buyer offers a fixed price of MXN 50 per kilgram and gave the participant

microcredit in the past year.

Game 3 A cooperative offers a fixed price of MXN 50 per kilogram and gave the participant

microcredit and technical assistance last year.

As Section [2:2] describes, microcredit and technical assistance are provided by TX, the coopera-
tive that operates in this region. The welfare-enhancing effects of both services are confirmed by a
recent systematic review (Liverpool-Tasie et al., [2020)). However, supplying these services imposes
additional costs on the cooperative that lower the guaranteed minimum price it can offer members
for their coffee. Moreover, not only the cooperative, but also local traders can provide fixed prices
and complementary services. Here, we are interested in whether participants value these services
enough to market at least a fraction of their coffee through a buyer that offers these services even
if they could earn more by marketing it through a buyer that does not.

In all three games, the certain-price buyer provides a fixed price. Thus, the allocation decision

tests the participant’s preference for price certainty. In the second game, the certain-price buyer

"Because of enumerator error, 40 participants did not complete the practice game. We include it as a control in
the regressions.
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is described as a buyer who provided the participant with microcredit in the past year. This
buyer could be a trader or a cooperative; the game does not specify. Rather, by comparing the
participant’s preference for the second over the first framing of the certain-price buyer, we hope
to estimate the participant’s willingness-to-pay for microcredit. Only in the third game is the
certain-price buyer described as a cooperative that provides microcredit technical assistance. By
comparing the participant’s preference for the third over the second framing of the certain-price
buyer, we hope to estimate the participant’s willingness-to-pray for technical assistance provided

by a cooperativeﬂ

2.3.6 Harvest Quantity

Each round of the experiment corresponds to a marketing year. At the beginning of the round, the
participant’s harvest quantity for that year is determined randomly by the roll of a 12-sided die.
Each of the four possibilities for the harvest quantity — 2, 4, 6, or 8 quintals — appears with the
same probability (25%)E| Once the harvest quantity is realized, participants receive a corresponding
number of miniature burlap bags.

Under a profit-maximizing framework, harvest quantity should not impact the marketing deci-
sion. Profit-maximizing participants should sell their entire harvest to the buyer who gives them the
best price. However, previous studies indicate that harvest quantity affects the marketing decision;
moreover, they find that it affects the decision differently for poor producers and rich producers.

Fafchamps and Hill (2005) examine the decision to sell coffee at the farmgate or market by
Ugandan coffee producers. They find a U-shaped relationship: the very poor and very rich are
more likely to sell at the farmgate, because of lack of transportation to the market for the former
and the higher opportunity cost of time for the trip to the market for the latter.

Wollni and Fischer (2015) examine determinants of how producers allocate their coffee harvest
among two buyers. They also find a U-shaped relationship between farm size and coffee deliveries.

Initially, the relative profitability of marketing to outside buyers increases with farm size, and

8 An anonymous reviewer raised the concern that adding two elements at the same time in Game 3 to the framing
in Game 2 conflates the preference for technical assistance and for cooperatives. In this context, only cooperatives
provide technical assistance. However, future work could vary these attributes separately.

9A quintal is a local unit that corresponds to 60 kilograms of green coffee.
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producers with medium-sized farms sell more to outside buyers than producers with smaller farms.
However, as farm size continues to increase, however, producers’ discount rate of patronage refunds
decreases as well. The reason is that producers with larger farms have more access to other sources
of income than producers with medium-sized farms to insure their consumption and deal with
unexpected expenses. Thus, producers with larger farmers sell a smaller share of their harvest to
outside buyers than producers with medium-sized farms. Based on this previous work, we expect

to find a U-shaped relationship between harvest quantity and producer marketing decisions.

2.3.7 Certain-Price Buyer vs Uncertain-price Buyer

In each round, participants allocate their harvest between a certain-price and an uncertain-price
buyer. The certain-price buyer always offers them MXN 50 (US$2.50) per kilogram for their coffee.
The description of the certain-price buyer varies according to the presence of complementary services
above. The uncertain-price buyer offers them a price whose mean varies: below the certain price
(MXN 45 or US$2.25), the same as the certain price (MXN 50 or US$2.50), or above the certain
price (MXN 55 or US$2.75). The price follows a multinomial distribution with five supports that is
constructed to approximate a normal distribution. Figure[2.6]shows the three possible distributions.
In each distribution, the mean appears four times, the two values MXN 5 above and below the mean
appear three times, and the values MXN 10 above and below the mean appear once. Constructing
the distribution in this way allows the roll of a 12-sided die to approximate a draw from a normal
distribution.

Crucially, participants allocate their coffee harvest after learning the mean of the price of
uncertain-price buyer (in other words, which of the three distributions the realized price will follow)
but before learning the realized price. Next, they allocate their coffee harvest between the two buy-
ers in increments of one quintal. To aid them in the allocation decision, a payoff table is shown that
gives the revenue from all possible allocations conditional on the coffee harvest and distribution of
the uncertain-price buyer in the current round. They must allocate the entire harvest and cannot
store coffee for subsequent rounds. Figure gives a representative tablem

Conditional on the mean of the uncertain-price buyer, expected utility theory predicts the

10 Appendix [A| contains all 12 possible payoff tables.
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behavior of a risk-neutral participant as follows.

1. Uncertain-price buyer mean of MXN 45. Allocate the entire harvest to the certain-price

buyer.

2. Uncertain-price buyer mean of MXN 50. Be indifferent between the certain-price buyer

and uncertain-price buyer.

3. Uncertain-price buyer mean of MXN 55. Allocate the entire harvest to the uncertain-

pirce buyer.

Notably, in all three scenarios, depending on the realization of the price of the uncertain-price
buyer, participants could potentially make more revenue by allocating some or all of their harvest
to the uncertain-price buyer.

In practice, participants are not risk neutral. They are risk averse but vary in the degree of risk
aversion. Thus, we can use their allocation decisions to recover their risk preferences as follows.
Examining allocation decisions in the situation where the mean of the uncertain-price buyer is
MXN 50, the same price offered by the certain-price buyer, allows us to determine participants’
preferences for price certainty. Adding the other two possibilities for the uncertain-price buyer
(mean that is MXN 5 higher or MXN 5 lower than the price offered by the certain-price buyer)
allows for the estimation of the effect of small changes in the market environment on participants’
allocation decisions. As we pointed out above, these slight variations in price could reflect differences
in transaction costs or daily variation in the world price of coffee.

After the allocation decision, participants learn the realized price of the uncertain-price buyer
and their revenue for the round. This revenue is added to their running total for the experiment.
If they are in the treatment group for the additional income, then this income is added as well at

the end of each round.

2.3.8 Final Activities

Recall that we randomly assigned half of the participants to complete the Eckel-Grossman lottery

before the three games and half to complete it after the three games. The half of the participants
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who did not complete it before complete it now. All participants complete an exit survey with

information about their household and agricultural production[T]

2.3.9 Compensation

We compensate participants based on their performance in the experiment. On the advice of our
implementing partner, we do not make cash payments to participants. In this way, we differenti-
ate ourselves from the representatives of the Mexican government who distribute various support
programs either directly in cash or via direct deposit. Rather, we provide vouchers redeemable on
site for dry goods: a bottle of cooking oil, laundry detergent, a bag of sugar, a bag of salt, or a bag
of rice. Each voucher corresponds to earnings of MXN 250,000 in the game. Participants can earn
between three and six vouchers.

A potential concern is that participants who are assigned the additional income treatment could
receive more compensation than those who are in the control group. Recall that treated participants
receive MXN 3,000 additional income per round or MXN 180,000 of additional income over sixty
rounds. At most, they receive one voucher more compared to a counterfactual scenario with identical
performance in the game but without the treatment. Thus, we argue that the possible compensation
is nearly the same for treatment and control participants and thus treatment assignment does not
affect participants’ behavior in the game.

This compensation satisfies the three criteria proposed by Eckel and Londono (2021). It is
monotonic because participants who perform better in the game receive more compensation. It
is salient because participants understand how their actions in the experiment translate into their
level of compensation. It is dominant because the market value of these products corresponds to

the opportunity cost of a day’s wages that participants give up to participate in the game.

11 Appendix [A| contains the entire survey.
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2.4 Data and Descriptive Statistics

2.4.1 Sample Selection

Data come from a framed field experiment that we conducted with 268 indigenous coffee producers
in northeast Chiapas, Mexico, in summer 2022. During this period, we scheduled eleven field
visits to eight of the ten regional centers in the area served by the Ts’umbal Xitalha’ (TX) coffee
cooperative. For logistical reasons, we were unable to visit two of the regional centers. The field visit
dates were announced and arranged through local churches and community centers, so cooperative
members and non-members were equally aware of the opportunity to participate. At three regional
centers, more participants volunteered than we could accommodate in a single day, so we returned
for a second day to those sites to accommodate all participants. After all field visits were completed,
we used the TX member list to determine which participants came from families that marketed
their coffee through the cooperative and classified them accordingly. Table gives an overview
of the field visits and a breakdown of the number of cooperative members and non-members who
participated in the experiment at each regional center.

We briefly discuss the external validity of the study. The external validity of our study refers to
the extent to which the results are representative of those of the population under study, indigenous
coffee producers. One potential threat to the external validity of our study could be selection bias.
For example, Frijters et al. (2015) found selection bias in an artefactual field experiments in rural

China. We argue that our sample does not suffer from selection bias for the following reasons:

1. Any coffee producer can participate in the experiment. We do not allow more than one
individual from the same family to participate in the study due to the limited amount of dry

goods we bring on the field visit for compensation.

2. Participation is not associated with on-farm economic opportunities. We conducted the ex-
periments in the summer between the planting season and the harvest season. The coffee
harvest of participants would not be affected if they neglected it for one day to participate
in the experiment. Similarly, it is unlikely that their neighbors would ask them for their

help with their coffee fields on the day of the field visit. Thus, there is no social or financial
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opportunity cost to participating in the experiment.

3. Participation is not associated with off-farm economic opportunities. Although some indige-
nous people in this region internally migrate to work off-farm in the summer months, whole
families do not. Thus, if one member of a family is away pursuing off-farm work, then a family

can send another member to participate. In fact, some did.

4. Our sample of 268 producers is larger than the sample for similar experiments. It is slightly
larger than that of Binswanger (1980, who surveyed 240 Indian smallholder producers, and it
is considerably larger than that of Mattos and Zinn (2016)), who surveyed 75 grain producers
in Manitoba; the sample of Bellemare et al. (2020)), who surveyed a combination of 119 US
undergraduates and Peruvian potato farmers; and the sample of Boyd and Bellemare (2022]),

who surveyed 101 Peruvian potato farmers.

The external validity of our study also refers to the degree to which our results generalize to other
populations. As we describe in Section this population of coffee producers is demographically
representative of smallholder coffee producers in other places. In addition, with the breakdown of
the International Coffee Agreement, cooperatives similar to our partner cooperative have emerged
in coffee-producing regions around the world. Like our partner cooperative, these cooperatives
struggle to compete with local traders as they provide value-added services such as microcredit and
technical assistance. Due to weak institutional arrangements, they also struggle with side-selling.
Moreover, as we describe in the Introduction, the issue of side-selling extends beyond coffee to
any number of other cash crops that smallholder producers market through agricultural producer

cooperatives. We argue that our study also sheds light on the causes of side-selling in these contexts.

2.4.2 Descriptive Statistics at the Participant Level

Table presents summary statistics at the participant level. The first group of characteristics
comes from the exit survey that participants complete after the experiment. The sample has slightly
more men than women. The mean age of the participants is 44 years with a standard deviation of
16 years. There are slightly less women (n=131) than men (n=137). In addition to gender, we also

report on the educational level of participants. Mexico requires nine years of compulsory education:
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six of primary school and three of secondary school. Most of the participants (75%) report only a
primary school education. 14% report only a middle school (secondary school) education. 11% have
also completed high school (preparatory school). All participants speak an indigenous language
(Tseltal) as their first language and learn Spanish as their second language starting at primary
school.

The second group of characteristics comes from administrative data from the cooperative. As we
mentioned above, after completing all field visits, we matched participant names to the TX member
list to label 126 participants as cooperative members. For 124 of these members, the cooperative
could provide us with the number of years in the period 2013-24 that these members delivered coffee
to the cooperative. We use this value to measure members’ loyalty to the cooperative. Figure|2.11
displays a histogram of these values.

The third group of characteristics comes from the preliminary activities: filter questions, treat-
ment assignment, and lottery. Participants answer five preliminary questions before participating
in the experiment to assess their understanding of basic mathematical concepts. Section gives
more information. All participants grow coffee and 74% report being able to read and write. All
268 correctly answer the arithmetic question, 266 correctly answer the percentage question, and
200 correctly answer the probability question. After the preliminary questions, they are randomly
assigned MXN 3,000 additional non-farm income. We see an equal number of treatment (n=134)
and control (n=134) participants.

In the main part of the experiment, participants complete the practice game and three games of
20 rounds apiece. The games differ in how they frame the certain-price buyer. Section [2.3.5| gives
more information. We randomize game order and lottery placement using a 12-sided die. Table
[2:2 shows the results of this randomization. Both lottery placement and the order of the games are

approximately randomized.

2.4.3 Eckel-Grossman Lottery

Participants complete an Eckel-Grossman risk preference elicitation lottery before or after the
practice rounds and three games. Section [2.3.4] gives more information. Figure 2.8 shows gamble

choices of participants broken down by gender. In our results, men and women show the same
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preferences with the highest preference for gamble 5. These results differ from those of Eckel
and Grossman (2008]), who find gender differences in lottery preferences. In their results, men’s
preferences are right-skewed with the highest preference for gamble 5, and women’s preferences
follow a normal distribution with the highest preference for gamble 3. Figure [2.9] shows gamble
choices of participants broken down by cooperative membership status. As we discuss in Section
[2:6] cooperative members are slightly more risk averse than cooperative non-members. Figure 2.10]
shows the gamble choices of the participants broken down by lottery position. There does not

appear to be an association between lottery position and gamble choice.

2.4.4 Descriptive Statistics at the Participant-Round Level

Table [2.5] presents summary statistics at the participant-round level. In each round, the size of
the participant’s harvest and the mean of the price offered by the uncertain-price buyer both vary
randomly according to a roll of a 12-sided die. Section|2.3|gives more details. We code both of these
experimental variables as dummy variables with four and three possibilities, respectively. Perfectly
randomized experimental variables would exhibit sample probabilities of 0.25 for each possibility of
the harvest and 0.33 for each possibility of the mean price of the uncertain-price buyer. Our sample
slightly favors a harvest of 6 or 8 quintales and a mean price of the uncertain-price buyer of MXN

50 due to physical idiosyncrasies with the die.

2.4.5 Outcomes of Interest

The outcome of interest is the share of the harvest that participants allocate to the certain-price
buyer in each round of the experiment. We compute it as follows. Let i denote the participant,
g € {1,2,3} denote the game, and t € {1,2,...,20} denote the round. In each round, participants
learn the harvest quantity, q;{ . € {2,4,6,8}, and the mean price of the uncertain-price buyer
Py € {45,50,55}. They choose how many quintals 2], € {0,1,2,3,4,5,6,7,8} to allocate to the
certain-price buyer. We compute the share as 67, = 2/, /q7 .

When we pool allocation decisions for all three games for the same participant, the notation
above changes slightly. Here we denote the round as t € {1,2,...,60} and drop the g superscript

from the harvest quantity and the mean price of the uncertain-price buyer, so they are ¢; ; and pf) .
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respectively. The participant’s choice is z; ;. We compute the share as d; + = 2;+/q;+. For round-
level regressions, our outcome of interest is precisely the game-level allocation di , or the pooled
allocation d; ;. The pooling of the allocations does not change their cardinal values. It just maps
them from &7, space where g € {1,2,3} and t € {1,2,...,20} to d;; space where t € {1,2,...,60}.
Table gives descriptive statistics for this outcome.

For the participant level regressions, we aggregate the pooled participant-round allocation d;
across rounds as follows. Because one quarter of the sample (n=>58) allocate their entire harvest
to the certain-price buyer in every round, we separate the overall margin into the extensive and
intensive margin so that we can analyze them separately. Table [2.1] gives descriptive statistics for

these outcomes.

1. The overall margin is the average allocation for a participant over 60 rounds, or d; =

1 60
60 £at=1 di,t~

2. The extensive margin is an indicator variable of whether a participant allocates his or her

entire harvest to the certain-price buyer in all rounds, or d; = I [d; =1].

3. The intensive margin is the average allocation of those participants who do not allocate

their entire harvest to the certain-price buyer in all rounds.

Figure [2.12] presents a histogram of the overall margin broken down into participants who
received the MXN 3,000 additional income treatment and those who did not. The left shift in the
allocation of the additional income group suggests that the treatment is associated with a decrease
in the overall margin.

Figure [2.13] presents a histogram of the overall margin broken down by cooperative membership
status. The right shift in the allocation of the non-members suggests that cooperative membership

status is associated with a decrease in the incidence of side-selling.

2.4.6 Payoff Function

We put the payoff function of the experiment below. We suppress the subscript ¢ for each participant

and consider the arrangement of the data in which the three games are pooled together into sixty
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rounds per individual. Each round is denoted by t. In round ¢, the harvest quantity is denoted by
qt, the realized price of the uncertain-price buyer by pY, and the fraction of the allocation to the
certain-price buyer by ;. The payoff of the Eckel-Grossman lottery is denoted by L. The indicator
variable extra; is 1 if the participant receives the additional income treatment and 0 otherwise.

60

=L+ (3000-extra+d - q; 50 + (1—d;) - qip}) (2.1)
t=1

2.5 Empirical Framework

We now describe our empirical framework. First, we discuss our estimation strategy at the
participant-game-round level, the participant-round level, and the participant level. In particu-
lar, we use moderation analysis at the participant level to estimate the effect of the additional
income treatment moderated by risk aversion as measured by the Eckel-Grossman lottery and
moderated by loyalty to the cooperative as measured by years of participation. Next, we discuss
our identification strategy. Finally, we discuss subgroup analysis among cooperative members and

non-members to test for heterogeneous treatment effects.

2.5.1 Estimation Strategy

We estimate the effect of four sources of variation on the marketing decisions of participants: the
presence of additional income, a change in the framing of the certain-price buyer, an increase or
decrease in the harvest quantity, and an increase or decrease in the mean price offered by the
uncertain-price buyer. Since these four sources of variation vary at three levels, our estimation
strategy operates at three levels. First, we estimate the effect of the harvest quantity and the mean
price offered by the uncertain-price buyer at the participant-game-round level. Next, we pool all
three games and estimate the effect of harvest quantity, mean price offered by uncertain-price buyer,
and game framing, this time at the participant-round level. Finally, we aggregate participants’
allocations across all 60 rounds and estimate the effect of the additional income treatment at the

participant level.
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Estimation at the Participant-Game-Round Level

Recall from Section [2:4.5] that we denote round-level outcomes in two ways to distinguish between
the estimation in this section, which separates allocations by game, and the estimation in the next
section, which pools allocations across all three games. Table gives descriptive statistics for

both outcomes of interest.

1. The expression 53 , denotes the share that participant ¢ allocates to the certain-price buyer in

round ¢ of game g. Here g € {1,2,3} and t € {1,2,...,20}.

2. The expression d; ; denotes the share that participant ¢ allocates to the certain-price buyer in

round ¢. Here t € {1,2,...,60}.

We estimate the following equation for each game:

0y=af+ > BUIPY =s+ > BYIlgl, =hl+Nt+e, (2.2)
s€{45,55} he{2,6,8}

To allow for non-linear effect of variation in the mean price offered by the uncertain-price buyer and
the harvest quantity, we code both variables using dummy variables. First, we code the mean of
the price offered by the uncertain-price buyer with the dummy variables I [pf 9 = s]. The coefficients
BP9 compare two alternative prices to a reference price of MXN 50 per kilogram. In the first case,
the mean price of MXN 45 per kilogram is below the reference price, and in the second case the
mean price of MXN 55 per kilogram is above the reference price. Recall that the reference price is
the same as the price that is always offered by the certain-price buyer.

Similarly, we code the participant’s harvest quantity with the dummy variables I [qi , = h]. The
coefficients 3¢ compare three alternative harvests to a reference harvest of 4 quintals. Recall that
1 quintal is 60 kilograms. In the first case, the harvest quantity is half the size of the reference
harvest quantity (2 quintals), and in the second and third cases it is 50% larger (6 quintals) or
double (8 quintals) the size of the reference harvest quantity. We use 4 quintals (240 kilograms) as
a reference harvest quantity because this possibility is closest to the typical quantity of participants’
harvests in real life. The exit survey indicates that the mean coffee harvest quantity of the sample

is 371 kilograms and the median coffee harvest quantity is 270 kilograms.
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In both this participant-game-round estimating equation and in the participant-round estimating
equation below, we include a linear time trend to control for the effect of later rounds. The effect
could be positive (participant learning) or negative (participant fatigue or boredom). Here, this time
trend is denoted by \9. As we discuss in Section below, we include participant fixed effects o/
to control for unobserved participant heterogeneity that does not vary by round. Following Boyd
and Bellemare (2022), we cluster standard errors at the participant level to allow for correlation

among unobservables within rounds played by the same participant.

Estimation at the Participant-Round Level

Next, we augment Equation [2:2] with additional dummy variables for Game 2 and Game 3 denoted
by I[gi+ = ¢]. The new equation appears as Equation below. Recall that Game 2 and Game 3
vary the framing of the certain-price buyer. Section gives more detail. The new coeflicients ¢,
capture the effect of the variation in framing.

The remaining coefficients use Latin letters to refer to the same parameters denoted by Greek
letters in Equation [2.2] The coefficients b? capture variation in the mean price offered by the
uncertain-price buyer, and the coefficients b capture variation in harvest quantity. As before, we
include participant fixed effects a; and a linear time trend l;. We pool participant results across all

three games and estimate this equation on the pooled sample.

diy = a; + Z VEI[p}, = s] + Z biIlqic = h]
s€{45,55} he{2,6,8}

+ Z cgllgie =c] + 1t +eiy
9€{2,3}

Estimation at the Participant Level

Finally, we consider the allocation decisions of participants in all three games. As Section [2.4.5
describes, we average participants’ allocation to the certain-price buyer across all 60 rounds, which
we denote by d; below. Wollni and Fischer (2015) use a similar outcome of interest: the fraction
of coffee harvest sold to one buyer. They note that this dependent variable is a fractional variable

bounded between 0 and 1. For this reason, they use the quasi-likelihood estimator proposed by
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Papke and Wooldridge (1996).

We do not follow their approach. Instead, we estimate equation separately for the overall
margin, the extensive margin, and the intensive margin. This method resembles the double-hurdle
model used by Shumeta et al. (2018]) with the added benefit that the point estimates are directly
interpretable.

d; = Orextra; + 1 .X; + €15 (24)

The coefficient of interest is 6, the effect of the additional income on these three outcomes. In
addition, as controls, we include the following covariates: age, gender, education level, CRRA
calculated based on the Eckel-Grossman lottery, completion of the practice game, reported literacy,
correct answer on the probability filter question, game order, and lottery position. Since the unit
of analysis is the participant and the treatment is at the participant level, we do not cluster the
standard errors. We simply compute heteroskedasticity-robust standard errors.

We use an augmented version of Equation to examine the effect of the additional income
treatment moderated by two characteristics of the participants. First, we estimate the effect of
the treatment moderated by CRRA for the full sample as well as for subsamples of cooperative
members and non-members. Second, we estimate the effect of the additional income treatment
moderated by cooperative loyalty as measured by the number of years that the participant sold to
the cooperative for a subsample of cooperative members. In both cases, the covariate Z; denotes
the moderator.

di = 926Xt1’3,i + ’YZz + TextraiZZ- + BQ.XZ + €25 (25)

Here, there are three coefficients of interest. First, the coefficient 6> captures the overall effect of
the additional income treatment. Second, the coefficient v captures the effect of the moderator.
Third, the coefficient 7 captures the additional treatment effect of a one-unit increase in CRRA
or a further year of loyalty to the cooperative. Once again (5 captures the effect of the vector of

controls.
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2.5.2 Identification Strategy

First, we consider identification for the estimations at the participant-game-round level and the
participant-round level. Within each game, at the round level, we randomize the harvest quantity
and the mean of the price offered by the uncertain-price buyer, so the corresponding coefficients
in Equations 2.2] and [2.3] are causally identified. Across the three games, the order is randomized
and participants play all three games, so we argue that the additional coefficients for Game 2 and
Game 3 in Equation [2.3| are also causally identified.

Two concerns remain for causal identification. First, we consider the potential correlation be-
tween the share allocated to the certain-price buyer in each round and unobservable characteristics
at the participant level such as risk preference or skill at playing the game. We use participant fixed
effects to control for these unobservable characteristics. Second, participants’ allocation decisions
in earlier rounds and later rounds might differ in unobservable ways, due to participant learning or
fatigue. For this reason, all participants play ten rounds of a practice game that are not counted,
either in their overall score in the game or in our analysis. The practice game controls for partici-
pants who learn the game faster than others. Moreover, we include a linear-time trend to control
for additional learning, boredom, or fatigueE

Next, we consider identification for the estimation at the participant level in Equation and
Equation [2.5] Here, the additional income treatment is randomized at the participant level, so
the parameters #; and 6, are causally identified. Moreover, CRRA and participant loyalty are
considered exogenously fixed prior to the experiment, so we argue that the parameters ~ for the

direct effect and 7 for the interaction effect of these moderators are also causally identified.

2.5.3 Subgroup Analysis

We would like to estimate the effect of the four factors above separately for cooperative members
and non-members to uncover potentially heterogeneous treatment effects. Recall that 126 of our
268 participants are cooperative members. Cooperative membership is a time-invariant participant

characteristic, so we cannot include a membership dummy in Equation [2.2] or [2.3] because it would

12At the request of an anonymous reviewer, we estimated two alternative specifications of Equation one
that omitted this time trend and another that replaced it with round fixed effects. The results of these alternative
specifications were nearly identical to the results of our preferred specification.
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be absorbed in the participant fixed effects. Moreover, it is a choice variable based on observed and
unobserved characteristics, so we cannot add it to the vector of controls X in

For this reason, we use subgroup analysis. We estimate Equations [2.3] and [2.4] separately for
cooperative members and non-members to allow for a comparison of the estimated parameters.
We argue that the parameters in these estimated results are causally identified for the reasons we
discuss in the previous section. One drawback to this approach is the reduced sample size in the
subsamples of 126 members and 142 non-members compared to the full sample of 268 members.

This reduced sample size limits the statistical power of the associated hypothesis tests.

2.6 Results and Discussion

In this section, we first present estimation results at the participant-game-round level (Equation
2.2) and the participant-round level (Equation [2.3)). Next, we present estimation results at the
participant level on the full sample (Equation and Equation [2.5)). Finally, we present estimation

results at the participant level on the subsamples of cooperative members and non-members.

2.6.1 Participant-Game-Round Level Results

Table [2.6] presents the results of the estimation of Equation [2:2]at the participant-game-round level.
Recall from Table that the baseline allocations to the certain-price buyer for Game 1, Game
2, and Game 3 are 82%, 83%, and 82% respectively. The strong preference of the participants for
price certainty stands out as the most important result at the participant-game-round level and the
participant-round level. These allocations reveal an 18% incidence of side-selling. This estimate is
higher than the 12% incidence of side-selling reported by Keenan et al. (2024), Woldie (2010]), and
Wollni and Fischer (2015) and close to the 20% incidence of side-selling reported by Ewusi Koomson
et al. (2022)). It is lower than the estimates of the other studies we cite in the Introduction, which
range from 30% to 55%.

Moreover, this high baseline provides context to the point estimates below. Our point estimates
of the effect of varying the harvest quantity, varying the mean of the price offered by the uncertain-

price buyer, and varying the framing of the certain-price buyer range between 1% and 4%. These
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effect sizes may seem small, but we argue that they are still important relative to the overall
incidence of 18% of side-selling.

We first examine these effect of varying the harvest quantity. Reducing the harvest quantity
by half from the reference of 4 quintals to 2 quintals increases the incidence of side-selling by 3%.
Increasing it by 50% from the reference of 4 to 6 quintals does not affect side-selling. Doubling it
from 4 to 8 quintals, however, increases the incidence of side-selling, this time by 2%. These point
estimates of the effect of varying harvest quantity on the incidence of side-selling are comparable
in magnitude to the effect sizes of Keenan et al. (2024)), which range from 1% to 7%. Interestingly,
their effect sizes are negative, while ours are positive. On the other hand, our effect sizes are the
same sign and approximately the same magnitude that Wollni and Fischer (2015)) find, although
their use of nonlinear econometric methods makes a direct comparison of point estimates difficult.

To shed light on this puzzle, we use the general framework of Fafchamps and Hill (2005), who
examine the distinction between selling at the farmgate and going to the market. These authors
suggest that producers only travel to market when they have a sufficient quantity to justify the
fixed cost of the trip. In other words, producers with a medium harvest tend to travel more to
the market than producers with a small harvest. However, producers with large harvest do not
travel to the market as frequently because the opportunity cost of time for them is too high. In
our study context, local traders come to the farmgate while the cooperative recollection points are
at a distance. Thus, in our study, participants will only deliver their harvest to the cooperative if
they have enough to justify the trip, but not so much that the opportunity cost of time is too high.
The context of Wollni and Fischer (2015) is the same and, for this reason, the sign of their results
matches that of ours. In contrast, in the context of Keenan et al. (2024), the cooperative is near
and the local traders are far away, so their results have the opposite sign. Producers with a small
harvest do not side-sell as much because they cannot justify the fixed cost of the trip to the local
traders. Producers with a large harvest have better things to do with their time.

Next, we examine the effect of varying the mean of the price offered by the uncertain-price
buyer, which is a proxy for a change in market conditions or a change in transaction costs. We see
that a MXN 5 reduction is associated with a 2% increase in side-selling. This result does not match

profit-maximizing behavior, and we cannot find an easy explanation for it. Our hypothesis is that
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this result reflects a characteristic of the local context. Perhaps hearing about a reduction in the
price of the local trader causes producers to think that the price will rise in the future. A MXN 5
increase in the mean of the price offered by the uncertain-price buyer does not affect the allocation
decision.

When we compare the estimation results across the three games (columns 1, 2, and 3), we do
not find much difference. The baseline allocations for all three games are very close. Moreover, so
are the coefficients for the variation in harvest size and mean of the price offered by the uncertain-
price buyer. These similarities suggest that varying the framing of the certain-price buyer does not
make a difference in the allocation decision. These results contrast with those of Mujawamariya
et al. (2013)), which studies side-selling in a context where some local traders offer credit and others
do not, so the provision of credit by some traders induces producers to market their production
through these traders. Similarly, Ewusi Koomson et al. (2022)) find that access to extension services

provided by the cooperative (credit and technical assistance) reduces the incidence of side-selling.

2.6.2 Participant-Round Level Results

Table presents results from estimating Equation [2.3] a specification that augments Equation
with dummies for Game 2 and Game 3, on a pooled sample that combines participant allocation
decisions across all three games. The point estimates here do not differ meaningfully from those in
the previous specification. The framing of the certain-price buyer in Game 2 (microcredit) appears
not to affect the allocation decision. The framing of the certain-price buyer in Game 3 (cooperative
with microcredit and technical assistance) causes participants to allocate 1% less coffee to the
certain-price buyer, but the point estimate lacks statistical significance. As we mentioned above,

these results differ from those of Ewusi Koomson et al. (2022)) and Mujawamariya et al. (2013).

2.6.3 Participant-Level Results

In this section, we first examine the baseline direct effect of the additional income treatment on the
average allocation of participants in all rounds of the game. Then we examine the indirect effect of
risk aversion on this average allocation.

Table 2.8 presents the results of the estimation of Equation [2:4] at the participant level. Recall
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from Table that 58 of 268 participants allocate the entire harvest to the certain-price buyer in

every round. Thus we separate the overall margin into the extensive and intensive margin.

At the extensive margin, the presence of additional income increases the likelihood by 10.0%
that a participant will not side-sell to the cooperative at all. This result differs from that of Keenan
et al. (2024), who find that non-farm income only reduces side-selling within the same producer
(variation in non-farm income over the three-year panel), but not between producers. Moreover,
our treatment effect of 10.0% is much higher than theirs of 1.5%. In contrast, it matches that of
Shumeta et al. (2018)), who find a larger effect of off-farm income at the extensive margin than at
the extensive margin. In their sample, 49 of 190 Ethiopian coffee farmers are completely loyal to
the cooperative. 67% of the loyal farmers have off-farm income, while only 23% of the side-selling
farmers do. We improve on their results by randomizing the presence of off-farm income. Our result
also matches that of Geng et al. (2023), who find that an unexpected health shock (which they use
as a proxy for an income shock) in a given week decreases the share of milk delivered to a dairy
cooperative in the same or subsequent week by 2.5%.

The presence of additional income does not affect side-selling behavior at the overall margin.
The effect at the intensive margin is also small (-1.9%) and not statistically significant.

Three covariates are associated with allocation decisions at the participant level: completed
only middle school, understanding probability, and completing the practice game. All increase side-
selling behavior. We present these as associations that warrant further study. Wollni and Fischer
(2015) and Keenan et al. (2024) also find an association between an increase in the education level
of producers and side-selling behavior.

Next, we turn to the moderating effect of risk aversion on side-selling. Table presents
the results of the estimation of Equation 2.5 at the participant level. Recall that Equation 2.5
augments Equation [2.4] with an interaction term of the participants’ CRRA as measured by the
Eckel-Grossman lottery. Half of participants completed the lottery before the experiment and half
after the experiment. As Figure [2.10]shows, we find the same distribution of lottery choice for both
groups, so we argue that lottery placement does not affect lottery choice.

In general, we find that increased risk aversion decreases side-selling, consistent with Woldie

(2010). Interpreting the results, we find a baseline effect of the additional income of 6.7% at the
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extensive margin that increases by 7.5% with each one-unit increase in the CRRA. Table [2.3| shows

the estimated CRRA range given by each lottery choice. The treatment effect for lottery choice
1 (CRRA = 2) is 13.5%. The treatment effect for lottery choice 5 (CRRA = 0.2) is 7.4%. These
results imply that additional income reduces side-selling more for more risk-averse participants.
They match those of Boyd and Bellemare (2022) and Bellemare et al. (2020), who both used
estimated participant risk preferences from risk-elicitation lotteries and found differential effects of
the provision of crop insurance. However, as in these two prior studies, our results here also lack

statistical significance.

2.6.4 Subgroup Analysis by Cooperative Membership

Finally, we estimate the round-level outcomes and the participant-level outcomes separately for
cooperative members and non-members. Recall that Figure shows a histogram of the partici-
pant level outcomes broken down by cooperative membership status. Throughout this section, the
smaller sample size (126 members and 142 non-members) of the two subgroups limits the statistical
power of the hypothesis tests. However, we argue that the differences in the point estimates warrant

the analysis.

Participant-Round Level Results

Table[2.10] presents estimation results at the participant-round level separately for cooperative mem-
bers and non-members. We see differential effects for changes in harvest quantity and uncertain-
price buyer between members and non-members. We consider first the case of an 8 quintal harvest
relative to the reference harvest of 4 quintals. For non-members, the point estimates that we saw in
the overall sample double (3.2% vs 1.7%). For members, doubling the harvest size does not affect
the allocation decision. This difference indicates that non-members value profit maximization more
than price certainty.

Next, we consider the case of a 2 quintal harvest relative to the reference harvest of 4 quintals.
Recall the overall effect of 3.0% from Table In the subgroup analysis, members side-sell 2.5%
more of their harvest and non-members side-sell 3.6% respectively. In contrast to the situation

above, here both groups choose profit maximization over loyalty to the cooperative. In interpreting
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these coefficients, we note that participants in the experiment only have three choices to allocate
their harvest: 2 quintals, 1 quintal, or 0 quintal to the certain-price buyer. Thus, instead of an
average increase in side-selling of 2.5%, a better interpretation could be that 1 in 50 participants
changed their allocation decisionE

Unlike in the pooled results, we find an effect of the experiment framing here. Access to
microcredit decreases side-selling by 1.3%, indicating that cooperative members value this service.
In the same vein as above, a better interpretation might be that approximately 1 in 100 cooperative
member participants change their behavior when reminded of access to microcredit. In contrast,
when the certain-price buyer is described to non-members as a cooperative, the framing reduces
their allocation to the certain-price buyer by 3.2% (or 1 in 33). This result possibly indicates a

dislike for cooperatives.

Participant Level Results

Tables and present results for participant-level outcomes on subgroups of cooperative
members and non-members respectively. The smaller sample size (126 members and 142 non-
members) limits the statistical power of the hypothesis tests. Nevertheless, we see a sharp contract
in the point estimate of the additional income treatment at the extensive margin. For cooperative
members, it is 16.3%, while for non-members it is 2.5%. This difference suggests that the additional
income may relieve a budget constraint that allows cooperative members who already prefer price
certainty to pursue it even more.

Tables and present the results for the moderating effect of risk-aversion on the treat-
ment effect of the additional income for cooperative members and non-members, respectively. Recall
that Figure 2.9 shows a breakdown of lottery choice by members and non-members. Members are
slightly more risk-averse than non-members.

In these estimation results, the baseline treatment effect of additional income at the extensive
margin for cooperative members is comparable to the baseline treatment effect in Table (4%
vs. 6% reduction in likelihood of side-selling). However, we find that the differential effect by

unit of CRRA is double for members compared to the overall sample (18.2% vs 9.2% reduction in

13Thanks to David Rosenkranz for pointing this out
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likelihood of side-selling). Moreover, when we examine non-members, we find a treatment effect
in the opposite direction. A one unit increase in the CRRA increases the likelihood of side-selling
by 11%. The opposite signs of these treatment effects in the two subgroups may indicate different
underlying preferences at work. Cooperative members would like to remain loyal to the cooperative
except when they are liquidity constrained and sell to the local trader by necessity. Non-members
would like to maximize their profit and sell to the local trader except when they are liquidity
constrained and sell to the certain-price buyer out of necessity.

Finally, we use administrative data from the cooperative to examine the moderating effect of
member loyalty on the treatment effects of additional income. We measure member loyalty as the
number of years in 2013-24 that a participant who is a member has sold anything to the cooperative.
Figure shows the distribution of member loyalty. We estimate this effect using Equation [2.5]
which incorporates loyalty as a moderator. Table shows these results. At the baseline, we
find that additional income is associated with a 49% decrease in side-selling by a hypothetical new
member (loyalty of 0) This association decreases by 4% per year. At the mean value of loyalty (9.3
years), it is 12%. These results suggest that the larger number of marketing years a member sells

to the cooperative, the less a liquidity constraint affects the decision to side-sell.

2.6.5 Limitations

This experiment is the first that we know of that examines the determinants of side-selling. It
suffers from at three limitations. First, we designed the state space of the experiment to correspond
to the number of rounds (60), so that all participants would face all possible scenarios over the
course of the three games. New technology in adaptive experiments would allow us to expand the
state spaceE For example, we could test more than three possibilities for the mean price of the
uncertain-price buyer, more than four possibilities for harvest quantity, or more than one amount
of additional income. With a larger state space, we could adapt the possibilities that participants
are presented with in subsequent rounds based on participant performance in the initial rounds.
Second, the framing of the certain-price buyer was done verbally, while the other randomiza-

tion was performed physically: small coffee bags for the coffee harvest, a die for the price of the

14 For example, the Bayesian adaptive choice experiment software developed by Drake et al. (2024).
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uncertain-price buyer, and play money for the additional incomeE This indigenous population
may understand tactile variation better than verbal variation. In addition, the services offered by
the framed buyers (microcredit and technical assistance) did not affect the results in the game. In
real life, microcredit would smooth consumption and technical assistance would affect harvest quan-
tity. Subsequent experiments could add this functionality using a mobile phone or tablet instead
of tactile elements.

Finally, the allocation decisions of individual participants did not affect the outcomes of other
participants. In real life, a cooperative survives or fails on the basis of the joint decision of its
members. Hopfensitz and Miquel-Florensa (2017)) provides an example of an experiment in which
cooperative member behavior varies depending on the behavior of non-members and the presence of
a punishment mechanism for side-selling. Their work provides examples of elements that we could

incorporate into a future experiment as well.

2.7 Conclusion

In the past 30 years, many developing countries have shifted the way they support rural communities
from a state-led approach to a market-led approach. As a result, agricultural cooperatives have
emerged that offer many of the same services to their members in the present as state commodity
boards in the past: a guaranteed purchase price, microcredit, and technical assistance. The big
difference from state commodity boards is that agricultural cooperatives depend on the continued
patronage of their producer members to finance their services. Weak institutions often prevent
them from enforcing this condition. Moreover, many of the services like microcredit and technical
assistance help members over the long-run, but because of liquidity constraints, members often
seek to maximize profit over the short-run. Thus, side-selling threatens cooperatives’ ability to
offer these services, and understanding the drivers of side-selling behavior is imperative for their
continued existence.

We have presented the results of a framed field experiment that examines four possible determi-

nants of side-selling behavior for indigenous coffee farmers in Mexico. . The experiment abstracts

5Enumerators read from a standardized script.
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the most important decision of many smallholder producers for their household economy: how and
to whom they market their cash crops. In our experiment, participants can market as much as
their harvest as they like to each of a certain-price and an uncertain-price buyer. Unlike many
previous studies, our experiment does not employ the distinction between the delayed payment of
a cooperative and the immediate payment of a local trader. We also do not restrict participants’
options in subsequent rounds based on their performance in the present round.

Our results extend beyond coffee and beyond Mexico. They provide several concrete policy
recommendations to cooperatives to reduce the incidence of side-selling among their members. First,
we find an overall lower incidence of side-selling (18%) than in many contexts, which confirms the
preference of smallholder producers for price certainty. Since eliminating delayed payments reduces
the incidence of side-selling, we encourage cooperatives to find upstream financing so that they can
pay their members at the moment of delivery just like local traders.

Second, the incidence of side-selling is affected slightly by harvest size. This effect is consis-
tent with the distinction between selling at the farmgate or at the market originally proposed by
Fafchamps and Hill (2005). It means that cooperatives must be attentive to the fixed costs asso-
ciated with the market decisions of and reduce or eliminate these fixed costs through the use of
regional collection points or even visits to the farmgate.

Third, access to credit and technical assistance does not affect producer behavior in the short
term. However, in the medium term, access to microcredit can help producers weather unexpected
shocks. Moreover, in the long term, technical assistance has the potential to dramatically improve
producer yields. Liverpool-Tasie et al. (2020) point out that in a situation without formal contracts,
cooperatives or producers may need subsidies to realize these long-term benefits.

Fourth, our additional income treatment confirmed the effectiveness of direct subsidies to pro-
ducers. In the Mexican context, our subsidies are not infeasible; they are of the same magnitude as
the conditional cash transfer programs of the past and present. The moderated treatment effects
that we find suggest that these subsidies would be especially effective in ensuring the loyalty of
cooperative members in the early years of their membership.

Finally, cooperatives need to find mechanisms to enforce sanctions on members who do not

market their harvest through the cooperative. Michler and Wu (2020) provides a framework for
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relational contracts in contexts without formal contract enforcement. Casaburi and Macchiavello
(2015) suggest that the mere threat of sanctions may be as effective as the sanctions themselves.
Governments and non-governmental organizations alike implemented market-based reforms with
great enthusiasm and promise. Several decades later, they still face challenges in realizing their
potential in improving the welfare of smallholder producers. The results we present here suggest a

few incremental improvements to improve their effectiveness and long-term sustainability.

2.8 Exhibits
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Monthly Prices Offerings of Green Coffee (kg):
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Figure 2.3: Coffee Cooperative vs Local Trader Price (2019-2024)
Source: Administrative Data from Ts’umbal Xitalha’ Coffee Cooperative
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Figure 2.4: Coffee Deliveries and Market Prices (2019-2024)
Source: Administrative Data from Ts’umbal Xitalha’ Coffee Cooperative
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Figure 2.5: Coffee Deliveries and Members (2019-2024)
Source: Administrative Data from Ts’umbal Xitalha’ Coffee Cooperative
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Figure 2.6: Uncertain-Price Buyer Distributions
This figure shows the three possible distributions of the price offered by the uncertain-price buyer.
All three distributions are multinomial distributions with 5 support points that approximate a
normal distribution. The three distributions have mean values of MXN 45, MXN 50, and MXN
55. In each distribution, the mean appears 4 times, support points MXN 5 above or below the
mean appear 3 times, and support points MXN 10 above or below the mean appear once.
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Figure 2.8: Lottery Gamble Choices by Gender
This figure displays a histogram of gamble choices from a no-loss lottery based on Eckel and Gross-
man . Table describes the choices. It is comparable to Figure 1 in that paper. Here we
do not see differences between the gamble choices of men and women.
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Figure 2.9: Lottery Gamble Choices by Cooperative Membership Status
This figure displays a histogram of gamble choices from a no-loss lottery based on Eckel and Gross-
man . Table describes the choices. It is broken down by cooperative membership status of
the participants. Cooperative members are slightly more risk-averse than cooperative non-members.
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Figure 2.10: Lottery Gamble Choices by Position
This figure displays a histogram of gamble choices from a no-loss lottery based on Eckel and Gross-
man . Table describes the choices. It is broken down by whether participants completed
the lottery before or after the game. It suggests that the distribution of responses is not associated
with the lottery position.
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Figure 2.11: Cooperative Member Loyalty
This figure displays a histogram of the number of years in 2013-24 that participants who are
cooperative members (n=124) delivered coffee to the cooperative. It is based on administrative
data from the Ts’umbal Xitalha’ coffee cooperative.
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Figure 2.12: Total Margin by Treatment Status
This figure displays a histogram of the average share of harvest that participants allocate to the
certain-price buyer over all 60 rounds of the experiment, broken down by treatment status. There

are 268 total participants in the experiment. 134 receive the treatment, which is MXN 3,000 of
additional income in every round.
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Figure 2.13: Total Margin by Cooperative Membership Status
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This figure displays a histogram of average share allocated to certain-price buyer over all 60 rounds
by participants, broken down by cooperative membership status.



Table 2.1: Descriptive statistics at the participant level

56

N Yes No Mean SD
Exit Survey
Gender (1 = Female) 268 131 137 0.489 0.501
Age 268 — — 43.593 15.587
Completed Only Middle School (1 = Yes) 268 37 231 0.138 0.346
Completed High School (1 = Yes) 268 29 239 0.108 0.311
Administrative Data
Cooperative Member (1 = Yes) 268 126 142 0.470 0.500
Years Sold to Cooperative 124 — — 9.347 2.509
Preliminary Activities
Can read/write (1 = Yes) 268 199 69 0.743 0.438
Understands arithmetic (1 = Yes) 268 268 0 1.000 0.000
Understands percentages (1 = Yes) 268 266 2 0.993 0.086
Understands probability (1 = Yes) 268 200 68 0.746 0.436
Additional income treatment (1 = Yes) 268 134 134 0.500 0.501
CRRA (from Eckel-Grossman Lottery) 268 — — 0.530 0.655
Practice game (1 = Yes) 268 228 40 0.851 0.357
Outcome of Interest
Overall Margin 268 — — 0.821 0.221
Extensive Margin 268 58 210 0.216 0.413
Intensive Margin 210 — — 0.772 0.225

40 participants did not complete the practice game because of enumerator error.

Overall Margin is average allocation to certain-price buyer across 60 rounds.

Extensive Margin is 1 if a participant always allocates entire harvest to certain-price buyer across

60 rounds, 0 otherwise.

Intensive Margin is the average allocation for the subset of participants for whom Extensive Margin

is not 1.



Table 2.2: Game Order

o7

‘ Order Count
Lottery Before
Lottery, Game 1, Game 2, Game 3 26
Lottery, Game 1, Game 3, Game 2 26
Lottery, Game 2, Game 1, Game 3 22
Lottery, Game 2, Game 3, Game 1 24
Lottery, Game 3, Game 1, Game 2 24
Lottery, Game 3, Game 2, Game 1 20
Subtotal | — 142
Lottery After
Game 1, Game 2, Game 3, Lottery 19
Game 1, Game 3, Game 2, Lottery 25
Game 2, Game 1, Game 3, Lottery 15
Game 2, Game 3, Game 1, Lottery 23
Game 3, Game 1, Game 2, Lottery 23
Game 3, Game 2, Game 1, Lottery 21
Subtotal | — 126
Total | — 268

All participants completed three games and an Eckel-Grossman risk preference lottery before or

after the three games.

The order of the lottery and the games was determined with a roll of a 12-sided die.
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Table 2.4: Field visits to regional centers served by Ts’umbal Xitalha

)

99

‘ Participants

‘ Dates Non-Members Members Total
Agua Dulce Tehuacan 15 July 9 12 21
Chilén N/A — — —
Coquilte’el 20 July 13 12 25
Nuevo Progreso 3 Aug; 22 Aug 45 10 55
Paraiso Chic’otanil 14 July 4 21 25
San Jose Veracruz 29 June; 2 Aug 18 29 47
Tzubute’el 19 July 6 20 26
Yaxwinic 30 June; 1 July 45 16 61
Ye'tal Ts’ahc N/A — — —
Yochibha 28 June 2 6 8
Total ‘ — 142 126 268

Field visits were conducted in Summer 2022.
For logistical reasons, we could not visit two of the ten regional centers.
After all of the field visits were completed, we used the TX member list to determine whether
experiment participants were in cooperative member families.
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Table 2.7: Impact on Share to Certain-Price Buyer

Dependent variable:

Share Sold to Certain-Price Buyer

Harvest 2 quintals (1 = Yes)

Harvest 6 quintals (1 = Yes)

Harvest 8 quintals (1 = Yes)

Mean of Uncertain-Price Buyer MXN 45 (1 = Yes)

Mean of Uncertain-Price Buyer MXN 55 (1 = Yes)

Game 2 (Microcredit)

Game 3 (Coop with Microcredit and Technical Assistance)
Linear Time Trend

—0.030*** (0.007)
0.007* (0.004)
—0.017*"* (0.006)
—0.024** (0.005)
—0.003 (0.004)
0.001 (0.007)
—0.011 (0.011)
0.0002 (0.0003)

Participant Fixed Effects
Participants

Rounds

Baseline Allocation
Observations

Y
268
60
0.821
16,080

*p<0.1; **p<0.05; **p<0.01
Standard errors are clustered at the participant level.
Reference harvest is 4 quintals.

Reference mean of price offered by uncertain-price buyer is MXN 50.
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Chapter 3

Information Decay and

Cooperative Entry under Risk

3.1 Introduction

Adoption rates of potentially welfare-improving production technologies remain stubbornly low in
many contexts (Suri & Udry, [2022)). Social networks play an important role in technology adoption
by alleviating information frictions that inhibit adoption (Munshi, |2014)). However, information
transmission in social networks breaks down over space and time, and poorly connected firms suffer
as a result. A better understanding of information decay would provide insight into how to reinforce
these social networks. Strengthening them could, in turn, increase adoption and both individual
and overall welfare.

This paper studies the effect of temporal and spatial lag on entry into two different cooperatives
by indigenous producers who experience periods of seasonal drought. One cooperative is a coffee co-
operative that offers technical training and price insurance to existing smallholder coffee producers.
The other cooperative is a honey cooperative that offers these coffee producers an additional source
of income during the coffee off-season. By temporal decay, we mean that it takes several years

for producers who enter to experience the benefits of both cooperatives and spread information
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about these benefits to their neighbors. By spatial decay, we mean that the farther this information
travels, the less it influences entry decisions. Both cooperatives operate in a remote area of rural
southern Mexico with limited road connectivity that is isolated from outside influence and thus free
of many of the usual confounders of the study of cooperative entry. We have an unusually rich data
set: panel data that span 22 years with the complete set of entry decisions into both cooperatives
and the locations of their coffee plots.

Our setting is ideal for studying the effect of temporal and spatial lag on entry into both
cooperatives. By varying the method (first differences vs fixed effects) and the sample (11 year vs
22 year panel), we can capture the effect of temporal lag on entry. Moreover, the spatial organization
of the producers exhibits a network structure: producers are organized in villages, which are then
organized in regions. We consider three different levels of spatial spillovers: the direct effect of the
adoption rate in a producer’s village, the indirect effect of the adoption rate in neighboring villages
within the same region, and the overall effect of the adoption rate of villages in other regions. Thus,
we can capture the effect of spatial lag on cooperative entry as well.

These Mexican producers suffer from the effects of seasonal drought (Dobler-Morales & Bocco,
2021). We use the geolocation of producers’ coffee plots and villages to augment the entry net-
work above with periods of drought from the Standardized Precipitation-Evapotranspiration Index
(Vicente-Serrano et al., 2010). The SPEI distinguishes between severe drought (between -1.5 and
-2) and extreme drought (below -2). Thus, we can study the entry into both cooperatives in a
context with a particular type of climate shock, seasonal drought. In particular, we are interested
in whether, in the face of seasonal drought, producers with stronger networks enter the cooperatives
with higher probability than producers with weaker networks. This heterogeneity would account for
the direct effect of the network in mitigating the frictions, information, and otherwise that impede
cooperative entry. We are also interested in how periods of seasonal drought in neighboring villages
affect cooperative entry. These indirect effects could indicate how information on the effectiveness
of membership in the coffee cooperative or honey production against seasonal drought affects the
entry decision.

We estimate two types of models on the network graph of entry decisions. The first model allows

us to study information lag over time over the 22-year period. We estimate a linear-in-means model
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that regresses the adoption rate within a producer’s village in the previous year on his own decision
to adopt (Bramoullé et al.,[2009). We augment the baseline specification with the number of periods
of severe and extreme drought in the previous year and interact these drought measures with the
adoption rate of the village. Moreover, in line with recent work by Millimet and Bellemare (2023]),
we compare results from a specification with producer fixed effects and one with first differences
to examine the effect of temporal lags: the differential effect of adoption rates in prior years and
adoption decisions in the past year. The fixed effect specifications include the village adoption rate
for all previous years. The first difference specifications only include the village adoption rate from
the previous year.

The second model allows us to examine the effect of spatial lags: the differential effect of the
adoption rate in the producer’s own village, adoption rate in neighboring villages in the same region,
and the adoption rate in villages in other regions. We estimate a spatial lag model in the style of
Halleck Vega and Elhorst (2015) that uses a weighting matrix to incorporate the indirect effect of
the shares of cooperative members and drought measures from neighboring villages alongside the
direct effect of the adoption rate and drought measures from a producer’s own village. By varying
the weighting matrix, we compare three different models of information decay: one that weights
neighboring villages within the same region equally, another that weights them by inverse distance,
and a third that includes all villages across all regions, also weighting them by inverse distance.

Our results are as follows. Using the linear-in-means models, we find network effects in entry
into both the coffee and the honey cooperative. In the model with producer fixed effects, the point
estimate of the difference between living in a village with no adopters (network strength of 0) and
a village with all adopters (network strength of 1) is around 50% for coffee and 40% for honey. The
effect size is the same in both the short panel and the long panel. That means that a 10% increase
in the village adoption rate of either cooperative in one year affects the probability that a producer
in the same village will adopt the cooperative by 5% or 4% in the following year. In the model with
first differences, the effect size decreases. In the short panel, it is 10% for the coffee cooperative
and 12% for the honey cooperative. In the long panel, it is null for the coffee cooperative and 7%
for the honey cooperative.

In general, periods of severe drought increase and periods of extreme drought decrease the
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probability of joining the coffee cooperative. Village network strength moves these effects in the
opposite direction. For a period of severe drought, the base effect is 2% to 4% with a network effect
of 3% to 4% in the opposite direction. For a period of extreme drought, the base effect is -2% to
-6% with a network effect of 2% to 4% in the opposite direction. In the case of honey, the presence
of periods of drought themselves does not affect the entry decision, but the interaction between
the periods and network strength does, but only in one of the models: the one with producer fixed
effects over the long panel.

Using the spatial lag model, for the coffee cooperative we find a direct effect that ranges from
30% to 35% in the short panel and 36% to 40% in the long panel. As in the linear-in-means results,
the spatial-lag results show that periods of extreme drought decrease the likelihood of joining the
cooperative. With a binary contiguity matrix at the regional level, we find an indirect network
effect of 60% in the short panel which drops to 43% in the long panel. With an inverse distance
matrix at the regional level, the indirect effect decreases to 45% and 43%. When we include villages
in all regions, the indirect effects increase to 67% and 76%. We also find an indirect effect in the
short term of periods of severe and extreme drought within the region and globally.

With the honey cooperative, we find direct network effects in the short panel of 49% and in
the long panel of 39%. We find no direct effects of periods of either type of drought. In the short
panel, we find indirect effects of periods of severe drought (3.6%) and extreme drought (8.1%)
across the survey region. As in the linear-in-means model, we find very little effect of periods of
drought on the entry decision for the honey cooperative, either in the short panel or the long panel.
Thus, producers who experience drought do not look for alternative income in the form of honey
production.

Our results contribute to a literature that uses network theory to analyze the effect of social
networks on producer decisions. In particular, our work is closely related to the literature on
technology adoption. Foster and Rosenzweig (1995) first document the role of peer learning in the
adoption of high-yielding seed varieties in India. Conley and Udry (2010) use surveys to define
information neighborhoods for pineapple producers and distinguish between nearby and farther-
away peer effects as producers learn the correct amount of fertilizer. Next, A. Banerjee et al.

(2013)) expand their model so that even non-adopters can provide information as they examine the
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diffusion of microfinance in Indian communities. Recently, Beaman et al. (2021 explicitly model
the network structure even more by considering not only the presence but the quantity of links
among producers. They find that a threshold model explains the adoption of pit planting better
than a simple contagion modelEI We improve on their work by considering different temporal scales:
last year with first differences versus a complete history with fixed effects.

We also contribute to a literature that studies the ability of social networks to protect against
climate shocks. In the past decade, the availability of high-quality remote sensing data has opened
up new research possibilities (Dell et al., 2014). The initial work of Robert Townsend (1994)
shows that village networks provide insurance for unexpected consumption expenses, since villagers
borrow money from each other. More recent work by Kinnan et al. (2024]) shows how health shocks
propagate through village networks. In our case, we are interested in how social networks provide
information about the benefits of a potential technology and the working capital to adopt it. We
also have a uniquely rich network. Our work contributes to a new literature that studies ex ante
and ex post adaptation to climate change (Carleton et al., |2024]).

Finally, we combine two different econometric techniques in a novel way to examine temporal
and spatial decay in peer effects. The study of peer effects extends beyond cooperative entry to
many classes of decisions (Bramoullé et al., 2020). Our study is one of the first to use panel data
and the first that we know of to use two different panel lengths. E| Moreover, we are the first to use
first differences in addition to fixed effects (Millimet & Bellemare, [2023)) to control for individual
heterogeneity. Similarly, the study of spatial lag comes from the political science literature, for
example the impact of the policy of neighboring countries on the policy of a particular country
(Yesilyurt & Elhorst, 2017). To our knowledge, we are the first to compare estimation results from
a linear-in-means model and from a spatial lag model to study temporal and spatial frictions.

Our paper proceeds as follows. Section 2 describes the context and the two cooperatives. Section
3 describes our entry network and drought data. Section 4 gives the empirical specifications for the
linear-in-means and spatial lag models. Section 5 explains the results of both models. Section 6

concludes.

1»Pit planting” is an improved way to plant maize in Africa.
2Bramoullé et al. (2020) only gives three other examples.
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3.2 Background and Context

In this section, we first describe the context of our study and the two issues facing producers.
Next, we describe the two cooperatives and how they address these issues. Finally, we describe
conceptually how the entry decisions of other producers in the same village and in different villages

would affect a given producer’s decision to enter either cooperative.

3.2.1 The Problem: Seasonal Drought and Coffee Leaf Rust

Our context is the state of Chiapas, Mexico, which is the largest coffee producing state in Mex-
ico. Most coffee producers are smallholder producers with less than 5 hectares of land, like our
population. These particular coffee plots are located on the sides of hills at altitude under a shade
canopy and as part of a larger ecosystem (Soto-Pinto et al., |2000). Cooperatives have been highly
operative throughout the region since the 1990s, when the Mexican government ended its subsidy
programs (Martinez-Torres, [2006). They have functioned as extension programs, teaching farmers
a variety of ways to respond to climate change (Soto-Pinto et al., |2012).

Smallholder agricultural producers often depend on income from one cash crop in order to
finance the purchase of all items that they cannot produce themselves. Thus, they are particularly
vulnerable to adverse production shocks that affect this cash crop. In our context, smallholders
produce coffee, but the issues that we describe below could apply to any other cash crop, such as
cacao.

We consider two vulnerabilities in particular: seasonal drought and coffee leaf rust. Seasonal
drought is one of the channels through which climate change affects agricultural productivity (Ortiz-
Bobea et al., |2021)). To measure seasonal drought, we use the the Standardised Precipitation-
Evapotranspiration Index (SPEI) compiled by Vicente-Serrano et al. (2010), which we describe in
more detail in Section Membership in a coffee cooperative in response to seasonal drought is
an example of a producer’s adaptive response to climate change (Carleton et al., |2024]).

In addition to drought, which affects a variety of cash crops, coffee in particular is affected by
coffee leaf rust (CLR), a fungus that affects Arabica coffee plants worldwide (Rhiney et al., 2021)).

Beginning in 2012, Mexico and Central America experienced an outbreak of CLR that significantly
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reduced production. The incidence of CLR is related to climate change. The increased heat of
climate change makes coffee plants more susceptible to CLR. In addition, common agricultural
practices such as monoculture and deforestation also make coffee plants more susceptible to the

disease.

3.2.2 Mitigating Technologies

Both the coffee cooperative and the honey cooperative provide strategies to counter the effect of
seasonal drought and coffee leaf rust on agricultural productivity and thus producer welfare.

We examine the question of membership in a coffee cooperative or in a honey cooperative by
borrowing from the framework of technology adoption, in particular the notion of learning-from-
others (Foster & Rosenzweig, |2010|). Our approach contrasts with previous work that examines the
determinants of producer entry into contract farming (Bellemare & Bloem, 2018) and fair trade
arrangements (Dragusanu et al., |2014). Many producer cooperatives offer some version of these
services: a guaranteed purchase price to insure production, microcredit to smooth consumption,
and technical assistance to learn improved production techniques. These services are funded by
upstream contracts. To our knowledge, we are the first to consider membership in a cooperative
under the framework of technology adoption.

Much of the literature on technology adoption considers the adoption of improved inputs such
as High Yield Variety (HYV) seeds and fertilizer (Foster & Rosenzweig, 2010). Producers will
adopt the technology if the expected benefit outweighs the cost. Early work borrowed the notion
of learning-by-doing from the endogenous growth literature using the target input model (Romer,
1994). In this model, producers observe the effect of a particular amount of input (usually an
amount of fertilizer) and the resulting output. Over time, they learn to calibrate the amount of
input to the amount of output.

One drawback to a purely learning-by-doing approach is that it may take many attempts for a
producer to determine the correct input by trial and error. Thus, Foster and Rosenzweig (1995)
introduce the notion of learning by observing others. In effect, every time a producer observes
a neighbor’s experience with a particular technology, it allows him to approximate more closely

the optimal amount of the technology. The effectiveness of learning from others depends on the
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assumption that the experience of a neighbor is more similar to the producer’s own than not,
as Munshi (2014) points out. However, understanding the role of social networks in technology
adoption has emerged as a key to increasing technology adoption (Beaman et al., |2021]).

In the following, we describe in more detail the two cooperatives, how they mitigate the effect
of seasonal drought and coffee leaf rust, and the decision problem the producer faces in deciding

whether to join them.

Coffee Cooperative

Smallholder coffee producers suffer both from price risk and quantity risk. The price risk comes
from output price volatility. They must sell their production to intermediaries whose prices vary
depending on the international price of coffee. We consider the quantity risk that producers suf-
fer due to the effects of climate change and coffee leaf rust. Coffee grows best at altitude in a
wet, tropical climate. Thus, seasonal drought negatively impacts production. Improved agronomic
techniques from technical assistance workshops offered by coffee cooperatives could mitigate these
negative effects. Coffee leaf rust affects coffee plants directly by permanently reducing production.
To mitigate the effects of CLR, producers must replace coffee plants with disease-resistant varieties.
Coffee cooperatives both develop these plants and subsidize their planting. In addition, the tech-
nical assistance workshops teach alternatives to monoculture and deforestation that make coffee
landscapes overall less susceptible to risk.

When deciding whether to join a coffee cooperative, a producer considers the expected cost
and the expected benefit of technical assistance workshops. Uncertainty is involved in both of
these estimates. Producers’ neighbors can help them reduce the uncertainty around the expected
benefit of the technical assistance workshop by sharing their own experience. In a drought situation,
they can provide first-hand experience of how effective the techniques are in mitigating the effects.
Similarly, replacing coffee plants due to CLR requires access to improved coffee plants, as well
as labor and material costs. Cooperative membership could grant access to these plants, help in

planting them, and a more certain estimate of whether the plants actually work against CLR.
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Honey Cooperative

For the producers in our area of study, membership in a honey cooperative functions as a different
kind of technology than membership in a coffee cooperative. Membership in a coffee cooperative
offers producers the opportunity to improve their coffee production, while membership in a honey
cooperative offers them the opportunity to diversify their income and insure themselves against the
quantity risk that climate change and CLR pose to their coffee production.

Anderzén et al. (2020)) highlight the benefits of beekeeping as a livelihood diversification strategy
for a similar population of coffee growers to our own. They find that beekeeping is associated with
a reduction in the incidence of food insecurity because it provides a separate source of income that
comes at a different time as income from the coffee harvest. In general, coffee producers in the
region are diversifying as a result of climate change (Eakin et al.,[2012).

Despite the benefits of beekeeping, coffee producers have been reluctant to adopt the practice
(Anderzén et al., 2024). One factor is that the technology is unfamiliar. Another factor is the
initial capital investment. It takes a certain number of bees and specialized equipment to start
beekeeping. Finally, they are concerned about a market for honey. Our partner honey cooperative
provides training and the loan of the initial equipment. In addition, it certifies the honey as organic
and provides market access to sell it in other parts of Mexico. As the number of producers’ peers
who adopt honey production goes up, the uncertainty around the welfare effect of adopting honey
collapses. For many producers, this change in their cost-benefit analysis leads to an increase in the

likelihood of entry.

3.3 Data and Descriptive Statistics

In this section, we describe the data that we use to analyze membership in the coffee cooperative
and the honey cooperative. Our analysis leverages spatial variation in the location of producers
and temporal variation in the timing of cooperative entry. Moreover, the spatial variation allows
us to cross reference producers’ locations and remote sensing drought data so that we can analyze

the effect of the drought on producers’ decisions to join one or both cooperatives.
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3.3.1 Spatial Extent

Figure shows a network graph of entry into the coffee cooperative. Producers are divided into
regions which are, in turn, subdivided into villages. Colors indicate the year of entry. Clusters of
the same color visually identify groups of producers in the same village or region that entered in the
same year. This clustering reveals that producers who enter the coffee cooperative together tend
to live with other producers in the same village.

Figure shows a network graph of entry into the honey cooperative. Once again, producers
are grouped into regions that branch out into villages. In contrast to the organization of coffee
producers, this clustering reveals that producers who enter the honey cooperative together tend
to be the only producers in their village and in many cases the only producers in their region.
Moreover, even at the end of the time period, not every region has a honey producer.

Our region of interest includes substantial variation in altitude and climate. Figure [3.3] shows
the variation in altitude. Of the 498 producers in our data set, we have geolocated the coffee plot
of 244 of them; for the other 254, we use the coordinates of a nearby village. The combined set of
elevations is normally distributed with most elevations in the range of 500 to 1500 meters. This
altitude variation gives us substantial variation in rainfall and temperature for the region of interest.

We extracted Standardized Precipitation Evapotranspiration Index (SPEI) values for every cof-
fee plot or nearby village for the years 2002-2024 using Google Earth Engine. The SPEI is a gridded
measure of drought that uses variation from the mean in both precipitation and temperature over
the past three months to build a rolling monthly drought index. Vicente-Serrano et al. (2010
gives more information about the calculation of the SPEI and the associated improvements over
the SPI (Standardized Precipitation Index) and the self-reported Palmer scale. The SPEI has two
thresholds that define the magnitude of drought conditions: severe drought if the drought index
is between -1.5 and -2 and extreme drought if the drought index is below -2.

Figure [3.4] shows the average monthly value of the SPEI index for the area of interest over the
22-year interval. Horizontal lines indicate the thresholds for severe and extreme droughts. Figure
3.5| relates the average number of producers who join the coffee cooperative each year and the
average months of drought each year. We see that the number of producers who join the coffee

cooperative decreases substantially in years with one or more months of drought. The year 2018 is
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an exception to this trend. Figure relates the average number of members who join the honey
cooperative each year and the average months of drought each year. We see that entry into the

honey cooperative is somewhat inversely related to the number of months of drought in a year.

3.3.2 Temporal Extent

Our analysis is based on a unique data set of 22 years of entry into the coffee cooperative and the
honey cooperative. The length of this panel allows us to perform our analysis on a shorter and
longer time horizon.

We break up the data into two 11-year periods based on the two sets of administrative data
that we merged. From these initial periods to 2013, we have self-reported entry dates in both
cooperatives. From 2013-24, we have administrative records from both cooperatives that indicate
whether the producers marketed coffee through the coffee cooperative or honey through the honey
cooperative. This break in the type of data provides a natural way to run our analysis over two
different time horizons: a short-term time horizon and a medium-term time horizon. Thus, we will
run the empirical analysis we describe in the next section on a short 11-year panel from 2013-24
and a long 22-year panel from 2002-24.

Table summarizes the entry patterns at the village level. Table summarizes the entry
patterns at the member level. As in the network graphs in Figures [3.1] and [3:2] above, we see quite
different entry patterns among the two cooperatives.

The coffee cooperative began in 2002 with four producers in one village. In 2013, 274 producers
in 63 villages had joined, with a substantial portion of villages in all but one region. By 2024, 484
producers in 120 villages had joined, almost all of the sample.

The honey cooperative began in 2005 with three producers in two villages. In 2013, 25 producers
in 16 villages had joined, one or two villages apiece in most of the regions. By 2024, 43 producers
in 24 villages had joined, more villages in the same regions but no new regions.

These differential entry patterns motivate our use of direct and indirect effects and different

specifications for the indirect effects in the models in the following section.
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3.4 Empirical Framework

3.4.1 Linear-In-Means Model
Basic Model

We estimate a linear-in-means model to estimate the effect of the share of cooperative members in a
producer’s village on the entry decision of the producer. Bramoullé et al. (2009) gives an overview
of these models, which are often used in the peer effects literature to determine the association
between an outcome variable for an individual and the mean of the same outcome variable for an
individual’s reference group. In our case, the reference group is the individual’s village, as is typical
in rural settings (Munshi, [2014).

The outcome is a binary indicator y7;, of whether producer ¢ in village j adopted cooperative
z in year t. Cooperative is indexed by z € ¢, h where ¢ denotes the coffee cooperative and h the
honey cooperative.

We define the network strength N7, of a producer i in village j at time ¢ for cooperative z
as the share of producers in village j that have adopted z, excluding producer i. Network strength

ranges from 0 (no other members in the village) to 1 (all other producers in the village are members).

nj
Nizjt = ﬁ Z ylijt (31)
J k=1,k=i
We use the lagged value of a producer’s network V;;;_1 to estimate the effect of village network on
the producer’s entry decision.

Next, we incorporate the yearly measure of periods of severe drought and extreme drought that
we described in Section [3.3.1} The SPEI uses rolling periods of three months. The index value for
a given month uses precipitation and temperature data from that month and the prior two months.
We add the level effects of the number of periods of both types of drought in the previous year.
The spatial resolution of our drought data allows us to compute these measures at the producer
level, either using the location of a producer’s coffee plot or the nearby village.

We denote the number of periods of severe drought and extreme drought experienced by producer

¢ in community j in year t as D}, and Dy}, respectively, and group them in a 2x1 vector Djj¢ for
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notational convenience. Similarly, we denote the individual effects of these periods of drought on
entry as 675 and 67, and group them in the 2x1 vector djt.

In addition, we add interaction terms to capture the differential effect of the number of periods
of each type of drought on entry depending on the network strength. We denote the interaction
effects as 7, and 77} and group them in a 2x1 vector 73} in Equations and .

Finally, we present two specifications of this model that control for producer time-invariant char-
acteristics in different ways. Equation uses the number of periods of both types of droughts,
the overall village share of cooperative members, producer fixed effects, and whether the producer
joined the cooperative in the current year. Equation uses the change in the number of periods
of both types of droughts, the share of village members who adopted the cooperative in the pre-

vious year, and whether the producer joined the cooperative the current year. Both specifications

incorporate time fixed effects.

Yie =oq + BIN 1 +07Dije—1 + 11 Dije—1 N1 + ¢1; + &7 + €145 (3.2)
Ayjj = a5 + B3ANG, 1 + 03AD;s50 1 + 73 ADse 1Ny + &5 + Aediyy (3.3)
Identification

We first discuss identification of 57, the effect of an increase in the share of producers who join
cooperative z in time period ¢t — 1 on the probability that a given producer will join the cooperative
in time period t. This coefficient of interest is present in the first specification above, Equation
B2).

One threat to identification is time-varying shocks that affect all producers, such as large-
scale drought, heat, or market shocks. In both equations, we rely on year-fixed effects & to
control for these shocks. Another threat to identification is time-invariant unobservable producer
characteristics such as ability or education. In Equation , we rely on producer fixed effects ¢7?
to control for these characteristics.

However, recent work by Millimet and Bellemare (2023) suggests that in long panel setups the
identification assumption for fixed effects may not hold. Unobservable unit-level heterogeneity may

not be constant across all of the time periods of the a given panel. Both of our panels, the short
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11-period one and the longer 22-period one, are much longer than the typical three- or four-period
panels used in applied researchﬂ For this reason, we also estimate first-difference versions of these
specifications in Equation (3.3). However, as we mention in the previous and the following sections,
it would be a mistake to think of the first difference specification in Equation as a different
version of Equation . It really is a completely different model representing entry behavior on
a short one-year time period instead of a multi-year year (11 or 22) time period.

We next discuss identification of 6% and §%¢, the effect of a the number of periods of severe
drought and extreme drought. Because we use year fixed effects above, these coefficients capture the
average effect of variation in the intensity of drought in the cross section. We consider such short-
term climate variation as an exogenous weather shock and use the panel specification recommended
by Dell et al. (2014]). Similarly to the concerns about the produce fixed effects above, however, these
authors also note that the length of our two panels blurs the line between a short-term effect, which
goes one way from weather to producer behavior, and a medium-term effect, which may involve an
adaptive response on the part of the producer. Thus, we compare estimates of these coefficients on
both panels to look for evidence of a temporal lag in adoption.

Finally, we discuss identification of v#: *° and y*¢. These scalars capture the joint effect of
one additional period of severe or extreme drought, respectively, and the strength of the producer’s
network on the probability of a producer’s entry in a cooperative. If the sign of v* is the same
(opposite) as the sign of 8%, then a stronger network increases (decreases) the effect of drought on

entry or a drought increases (decreases) the effect of the network.

3.4.2 Spatial Lag Model

We also estimate an Spatially Lagged X (SLX) model to allow for the effect of spatial spillovers on
the entry decisions of the members of a producer’s village on the entry decision of the producer.
Halleck Vega and Elhorst (2015)) gives an overview of these models. The SLX model is one of a
set of spatial econometric models that are used to model processes with spatial spillover effects.

These models incorporated spatially lagged versions of the explanatory variables on the right-hand

3For example, McKenzie (2012) describes a more common scenario where researchers move from three to four or
five waves of a survey.
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side along with their direct counterparts to capture the indirect effect of changes in x in other
spatial regions on the independent variable y. In our setting, the SLX model will incorporate
spatially lagged versions of the network strength of other villages, as well as the number of periods

of extreme and severe drought that these villages experience.
Yije = a3+ B3N 1 +05Dsje—1 + WNE_1 05 + WDy _1A3 + €5, (3.4)

The key element of the SLX model is the weighting matrix W, which specifies how the spatially
lagged dependent variables enter the estimation. The choice of W depends on the underlying theory
of how the spatial process works. In all cases, the diagonal elements of W are 0, so that the direct
effect of N7, _; does not enter the equation a second time. In practice, researchers often estimate
equations with several different specifications of weighting matrices and compare the estimated
results with a Durbin-Wu-Hausman test.

We use three different weighting matrices. All three weighting matrices have zeroes down the
diagonal so that the direct effect does not enter the estimating equation more than once. The

scalars of the off-diagonal elements are calculated in one of three ways below.

1. Binary Contiguity. This weighting matrix assigns a weight of 1 to each of the villages in
the same region as the village j. The matrix is row-normalized so that the weights in each

row add up to 1.
wi =1 (3.5)

2. Inverse Distance - Region. This weighting matrix assigns a weight to each village k in the
same region as village j according to the inverse of the distance d;; between j and k. The

matrix is scaled by the largest eigenvalue.
1
2
w2, = 3.6
jk djk ( )

3. Inverse Distance - All Villages. This weighting matrix assigns a weight to each village
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k i the sample according to the inverse of the distance d;; between j and k. The matrix is

scaled by the largest eigenvalue.

1
3

Wi =
J dgk

3.4.3 Inference

Here we describe how we calculate the standard errors and perform hypothesis tests for both
the linear-in-means model and the spatial-lag model. We begin with the linear-in-means model.
Because we are using two-way fixed effects in Equations and time fixed effects along with
first differences in Equation , one practice would be to cluster by producer and year in both
equations.

Abadie et al. (2023)) argues that this practice results in standard errors that are too conservative
and proposes two considerations when considering the level of clustering: a design component
and a treatment assignment mechanism. In our case, we are not estimating our equations
on a sample but instead analyzing a diffusion process over a whole population. Moreover, every
year contains a producer, and every producer eventually contains an entry year, so every cluster is
treated. For this reason, we do not cluster our standard errors by village and year. Instead, we use
heteroskedasticity-robust standard errors.

Next, we turn to the spatial lag model. Here, the appropriate use of standard errors is an
active area of research, so we follow the guidelines of a recent working paper by Xu and Wooldridge
(2022). They use the two-part framework above that consists of a design component and a treatment
assignment mechanism. Instead of clustering standard errors by the spatial unit (in our case the

village), they suggest using spatial heteroskedasticity and autocorrelation consistent standard errors.

3.5 Results and Discussion

In this section, we present results from the estimation of the linear-in-means model and the spatial

lag model from the previous section. We compare and contrast the estimation results of both
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models on the short panel and the long panelﬂ In addition to the direct effects of the village

adoption rate in the presence of the two types of drought shocks, we are also interested in the
interaction between the network adoption rate and the drought shocks. For the linear-in-means
models, we compare estimation results from the producer fixed effects specification in Equation
(13.2) and estimation results from the first-difference specification in Equation . For the spatial
lag model in Equation , we compare estimation results from three different specifications of

the weighting matrix.

3.5.1 Linear-In-Means Results

Here we present results from estimating Equation and Equation on the short and the
long panel for entry into the coffee cooperation and entry into the honey cooperative.

Since Equation uses producer fixed effects and Equation uses first differences, we can
compare the long-term impact of drought and the overall village adoption rate of both cooperatives
with the short-term impact of drought and the village adoption rate of both cooperatives in the
previous year.

Moreover, since we estimate both specifications on a short panel with 11 years of entry decisions
and a long panel with 22 years of entry decisions, we can compare the estimation results for two
time horizons. In particular, we argue that the results from the short panel capture a diffusion
process in progress, and the results from the long panel capture the same diffusion process from

start to finish.

Entry into Coffee Cooperative

Table presents the results for the entry into the coffee cooperative. First, we focus on columns
1 and 2, which use producer fixed effects. A 10% increase in the previous time period of the overall
membership rate of the village increases by 5% the probability that a given producer will join the
coffee cooperative in the present time period.

Column 1 gives the effect of periods of severe drought and extreme drought on entry in the

short panel. Here, each additional period of severe drought adds 4% to the probability that a

4Recall that short panel contains 11 years of entry decisions and the long panel contains 22 years of entry decisions.
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producer will join the coffee cooperative. The additional network effect could eliminate this effect.
On the other hand, each additional period of extreme drought decreases by 6% the probability that
a producer will join. The additional network effect could be up to 4% in the opposite direction.
One possibility is that the network corrects a producer’s initial belief that the coffee cooperative
will not help in situations of extreme drought.

Column 2 presents the same results estimated over the long panel. The point estimate of the
network effect is very similar to the network effect in the short panel, as is the effect of extreme
drought and the interaction between the network and extreme drought. The main difference between
the estimation results on the short panel and the estimation results on the long panel is in the
coefficient of the interaction effect between the network strength and the presence of one or more
periods of extreme drought. In the long panel, the sign of this effect is positive, instead of negative
in the short panel. One possibility is that the network reinforces a producer’s initial belief that the
coffee cooperative will not help in situations of extreme drought.

Next, we turn to columns 3 and 4, which estimate first difference versions of our model on the
short panel. Due to the first differencing, the dependent variable Ayfjt takes the value 1 only in the
year when the producer joins the coffee cooperative. On the right-hand side, the first-differencing
collapses the independent variables in the same way. The village network covariate Aijt_l is just
the share of producers in the producer’s reference group (village) who joined the cooperative in the
previous year, not the total share of producers in the reference group who joined the cooperative
up until the current year. Similarly, the drought covariate AD;;;_; is an increase (or decrease) in
the number of periods of extreme or severe drought from the previous year.

Thus, the point estimates in the estimation results for the first difference specifications capture
responses to shocks and not trends. In column 3, the point estimates of Equation , are nONZzero
and statistically significant. If 10% of a producer’s village joins the coffee cooperative in a given year,
then there is a 1% chance that a producer will also join the cooperative. A period of severe drought
in a given year increases the probability of joining by 2.5%. The network effect can mitigate this
probability of joining by as much as 4%. In the short panel, we do not see an immediate response
to extreme droughts. In column 4, which uses the long panel, we do not see a network effect at all.

Only the effects of periods of drought remain. An additional period of extreme drought decreases
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the probability that a producer joins by 1.5%. The village network could potentially reverse that

effect.

We summarize the estimation results from the linear-in-means models as follows. The strength
of the village network affects a producer’s decision to join the cooperative in both the short panel
and the long panel. The effect comes from not only the immediate decisions of other producers
in the same village to join the cooperative in the previous year, but also the cumulative decisions
of other producers in the same village to join the cooperative up until the present year. Extreme
drought discourages entry into the coffee cooperative and the village network reduces this effect.
In the short panel, severe drought encourages entry into the coffee cooperative, and the village
network also reduces this effect. One possible explanation is that the village network updates the
producers’ beliefs about whether cooperative membership is beneficial against severe drought and

extreme drought.

Entry into Honey Cooperative

Next we turn to the estimation results of the linear-in-means model on entry into the honey co-
operative. Once again, we estimate two specifications on both the short panel and the long panel.
The specifications differ in that they use two different methods to control for producer-level unob-
servables: producer fixed effects and first differences. Table presents the results.

First, we turn to column 1, which estimates Equation on the short panel. Recall that
this specification uses producer fixed effects. A 10% increase in the strength of the village network
causes a 5% increase in the probability that a producer will join the honey cooperative. We find no
effect of periods of severe drought or periods of extreme drought, either on their own or interacted
with network strength.

Column 2 presents the results of estimating the same equation on the long panel. The network
effect decreases slightly. A 10% increase in the strength of the village network causes a 4% increase
in the probability that a producer will join the honey cooperative. Once again, periods of drought
on their own do not affect entry, but in the presence of the network, a period of extreme drought
increases the probability of entry by 5.1% and a period of severe drought decreases it by 3.9%.

Perhaps in the first 11 years of the cooperative the network was less active in periods of severe
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drought and more active in periods of extreme drought.

Now we turn to estimation results from Equation in columns 3 and 4. As we noted in
the previous section, these specifications use first differences and thus capture the immediate effect
of the village adoption rate of the the honey cooperative in the prior year on the probability of a
producer joining the honey cooperative in a given year. In both columns, the effect of the village
network is similar. A 10% increase in the village adoption rate of the honey cooperative is associated
with a 1.2% increase in the short term or a 0.7% increase in the long term that a producer in the
same village will join the honey cooperative. Neither point estimate is statistically significant. Wee

see no effect of periods of drought, either on their own or interacted with network strength.

3.5.2 Spatial Lag Results
Entry into Coffee Cooperative

Table presents the results of the estimation of Equation on the short panel and the long
panel with each of the three weighting matrices described in Section [3:4k a binary continguity
matrix of other villages in the same region, an inverse distance matrix of other villages in the same
region, and an inverse distance matrix of all other villages across all regions.

In all six columns, we see a direct effect of network strength on a producer’s decision to join
the coffee cooperative. The effect size ranges from 30% to 40%. Like the network effect in the
linear-in-means model, we interpret this coefficient to mean that a 10% increase in the membership
rate in a producer’s village is associated with an increase of 3% to 4% in the probability that the
producer will join the coffee cooperative. The direct effect of an additional period of severe drought
is only associated with entry in column 2, which shows the estimation results for the short panel
with the regional inverse distance weighting matrix. In contrast, the direct effect of an additional
period of extreme drought is associated in all columns but column 2 with a 2% and a 4% decrease
in the probability that a producer will join the coffee cooperative. In most columns, this result is
statistically significant at the 10% level. This coefficient has the same sign and magnitude as the
corresponding coefficient in the linear-in-means results in Table [3.3]

We next move to the indirect network effects. The effect sizes across the specifications are
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not directly comparable because the weighting matrices are normalized in different ways. The
binary contiguity weighting matrix in columns 1 and 4 is row normalized, while the inverse distance
matrices in columns 2, 3, 5, and 6 are normalized by the largest eigenvalue in each matrix. However,
we see a substantial indirect effect of the network in the six columns, larger than the direct effect.
Thus, we confirm the presence of spatial spillovers.

Finally, we examine the indirect effects of drought. Columns 1 and 4 show that an additional
period of severe drought or extreme drought in another village in the same region increases the
probability that a producer will join the coffee cooperative by 2% - 5%. The effect sizes increase in
columns 3 and 6, which use weighting matrices that take into account all villages in the study area.

Finally, we use the log-likelihood score at the bottom of the table to compare the specifications
of the three weighting matrices for the two panels. For the short panel, the specification in column
3 with all villages fits the data better. For the long panel, the specification in column 5 with only
villages in the same region fits the data better. This difference may indicate that as the coffee
cooperative spread, initially only peer effects in the same region mattered but then peer effects in
the whole area of study became more important. This model of diffusion reflects the descriptive

trends that we saw in Table

Entry into Honey Cooperative

Table presents the results of the estimation of Equation on the short panel and the long
panel with each of the three weighting matrices described in Section [3.4]

As in the estimation results for the entry into the coffee cooperative in the previous section, we
see a strong network effect of nearly 50% in the short panel and 40% in the long panel. We see
little direct effect of periods of severe or extreme drought.

The magnitude and sign of the indirect effect of the network varies depending on the speci-
fication of the weighting matrix and the length of the panel. We first consider the short panel.
Column 1 shows a positive network effect with the binary contiguity matrix. For columns 2 and
3, incorporating the inverse distances at the regional and all village level causes the effect size to
change sign. This paradoxical result reflects the fact that the honey producers in a given region are

typically concentrated in one village and that across the area of interest the honey producers are
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concentrated in a few regions. Thus, the entry decision of a given producer is inversely related to
the entry decision of a producer not in the same village or region.

Next, we move to the long panel. For column 4, the indirect effect of the network is positive
and significant, as in column 1 in the short panel. Using the regional inverse distance weighting
matrix in column 5 eliminates the indirect effect. Using the inverse distance weighting matrix with
all villages in column 6 brings it back even more strongly. Thus, in the long term, the honey
cooperative is spreading throughout the region of interest.

At the village level, in the short term, both periods of severe drought and periods of extreme
drought are associated with the entry into the honey cooperative. These associations are not present
in the long term.

Finally, we examine the log-likelihood values at the bottom of the table. For both the short
panel and the long panel, neither the regional or all-village inverse distance weighting matrices

improves the model fit over the binary contiguity one.

3.5.3 Limitations

Both classes of our models suffer from limitations. Since our network graph is undirected, causal
identification of the linear-in-means results is threatened by time-invariant shocks that affect pro-
ducers in the same village or region. For example, improvement of roads or the destruction of
a key bridge could affect a producer’s entry decision through the channel of market access. As
Bramoullé et al. (2009) describe, one way to control for these shocks is to instrument neighbors
with neighbors-of-neighbors. However, this approach works only with directed graphs.

Along these lines, we note another important assumption for causal identification: that the
network structure is stable and exogenous. The length of the time periods in question raises
questions about that assumption, though a unique feature of this setting is that the indigenous
tend to stay in the same place that their families have inhabited for generations.

In addition, our use of producer fixed effects and first differences represents two extremes:
assuming stable individual heterogeneity across 11 (or 22) periods or only using variation from the

previous period. In the real world, a substantial portion of producer fixed effects probably hold
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stable for a ”Goldilocks mean” of five periods or so This limitation affects our spatial lag model
as well, since we estimate it with producer fixed effects but not with first differences.

Finally, we choose to measure drought as two discretized periods of severe drought and
extreme drought instead of a continuous variable of rainfall and temperature as in other studies
in the climate shock literature described by Dell et al. (2014). We use the two SPEI categories
because the SPEI index combines the magnitudes of deviation from the mean of temperature and
rainfall and not just level effects. At the same time, the opposite signs of the coefficients in the severe
and extreme drought raise the question of whether this discretization is artificial. The producers

in our population experience the weather in a continuous way.

3.6 Conclusion

In this paper, we have analyzed the effect of temporal and spatial lag on entry into two cooperatives
that help smallholder producers in the face of one type of climate shock, seasonal drought. We are
not the first to examine the determinants of contract farming, cooperative entry, or technology
adoption. However, we bring a new approach. We apply two econometric methods—the linear-in-
means model from the peer effects literature and the spatial-lag model from the regional science
literature —in a novel way with a uniquely rich data set to analyze the way these technologies have
diffused through an extremely isolated population over time and space.

Crucially, we do not make the unrealistic assumption of the absence of spillovers but explicitly
take them into account and turn them into an object of study. We find differences in the adoption
patterns of the coffee cooperative and the honey cooperative. They differences give insight into
how information about the coffee cooperative and honey cooperative is transmitted across time and
space in the presence of climate shocks.

Our results give insight into similar contexts in the developing world. It takes several years
to learn about a new technology, whether it is learning by doing or learning from others. More-
over, it takes time for information about a new technology to be transmitted across space. Policy

makers continue to lament the low uptake of many welfare-improving technologies. They and their

5The reference to the short story ”Goldilocks and the Three Bears” by Robert Southey here refers to a quantity
that is neither too short nor too long but just right.
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implementing partners would do well to consider these temporal and spatial lags as they promote

them.

3.7 Exhibits
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Figure 3.1: Entry Network of Coffee Cooperative

Entry Year
Member 2002-2004
Member 2005-2007
Member 2008-2010
Member 2011-2013
® Member 2014-2016
® Member 2017-2019
® Member 2020-2022
® Member 2023-2024
® N/A

This figure displays the network of coffee cooperative members. Nodes indicate coffee producers.
Colors indicate the year of entry. Nodes are grouped by village and then villages are grouped into
regions. Black nodes are placeholders to position producers.
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Figure 3.2: Entry Network of Honey Cooperative

Entry Year
Member 2005-2007
Member 2008-2010

Member 2011-2013

This figure displays the network of honey cooperative members. Nodes indicate honey producers.
Colors indicate the year of entry. Nodes are grouped by village and then villages are grouped into
regions. Black nodes are placeholders to position producers.

Member 2014-2016
® Member 2017-2019
® Member 2020-2022
e N/A




Figure 3.3: Elevation of Producers
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244 observations are farm-level elevation. 254 observations are village community-level elevation.

This figure displays the distribution of the elevation of the universe of producers. For the
subsample of producers whose coffee plots have been geolocated, the foreground bars indicate the
plot elevation. For the remaining producers, the background bars indicate the village elevation.

97
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Figure 3.4: Monthly Variation in SPEI by Year
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This figure displays the mean value of the SPEI (Standardised Precipitation-Evapotranspiration

Index) by month from 2002-2024 for the survey region. Vicente-Serrano et al. (2010) gives more

information about the data. Horizontal lines show the thresholds for severe drought (below -1.5)
and extreme drought (below -2).
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Figure 3.5: Coffee Cooperative Entry and Drought by Year
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This figure displays the number of producers who entered the Batsil Maya coffee cooperative each
year and the number of three-month periods of severe or extreme drought based on the SPEI
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Figure 3.6: Honey Cooperative Entry and Drought by Year

10 -4
8 2
-3 €
o
£
E
. 2
6 8
£ 2
3 23
(6] [7]
o
4 :
c
()
o
o
1 ©
2+ <

. [ [ .

T T T T T T T T
2002 2005 2008 2011 2014 2017 2020 2023
Year
I New members in the cooperative -4-  Drought months

This figure displays the number of producers who entered the Chabtic honey cooperative each
year and the number of three-month periods of severe or extreme drought based on the SPEI
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Table 3.1: Village-Level Entry

‘ Coffee Honey
‘ Region Villages 2002 2013 2024 2005 2013 2024
1 5 0 4 5 0 0 0
2 15 0 7 15 1 2 4
3 9 0 9 9 0 1 1
4 9 1 7 8 0 5 5
5 4 0 3 4 1 1 1
6 22 0 9 21 1 3 5
7 9 0 7 8 0 2 3
8 20 0 8 19 0 2 5
9 19 0 1 19 0 0 0
10 12 0 8 12 0 0 0
Total ‘ — 124 1 63 120 3 16 24

This table shows the number of villages in each region with members of the coffee and honey
cooperatives at three time periods: the first year, a middle year, and the latest year in the dataset.
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Table 3.2: Individual-Level Entry

‘ Coffee Honey
| Region Individuals 2002 2013 2024 2005 2013 2024
1 39 0 29 39 0 0 0
2 49 0 18 46 1 2 5
3 52 0 49 52 0 1 2
4 72 4 53 67 0 8 10
5 28 0 26 28 1 3 3
6 51 0 18 50 1 3 7
7 43 0 34 42 0 6 11
8 58 0 21 54 0 2 5
9 71 0 1 71 0 0 0
10 35 0 25 35 0 0 0
Total | — 498 4 274 484 3 25 43

This table shows the number of individuals in each region with members of the coffee and honey
cooperatives at three time periods: the first year, a middle year, and the latest year in the dataset.



Table 3.3: Linear-In-Means Estimates for Entry into Coffee Cooperative
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Joins Coffee Cooperative (1=Yes)

FE Short FE Long FD Short FD Long
(1) (2) 3) (4)
Network Strength (Village) 0.533*** 0.524*** 0.104*** 0.003
(0.038) (0.028) (0.029) (0.014)
Periods of Severe Drought 0.039*** 0.019*** 0.025*** 0.004
(0.008) (0.006) (0.007) (0.005)
Periods of Extreme Drought —0.063*** —0.019 —0.002 —0.015*
(0.023) (0.014) (0.012) (0.008)
Severe Drought x Network Strength —0.040*** —0.031*** —0.038"** —0.017***
(0.007) (0.006) (0.007) (0.005)
Extreme Drought x Network Strength 0.048*** —0.036*** —0.001 0.012*
(0.018) (0.014) (0.011) (0.006)
Year Fixed Effects Y Y Y Y
Producers 498 498 498 498
Years 11 22 11 22
Observations 5,478 10,956 4,980 10,458
Adjusted R? 0.078 0.124 0.100 0.065

The dependent variable is a dummy that indicates whether a producer

joined the cooperative in a given year.

Columns 1 and 2 use producer fixed effects to control for unobserved heterogeneity.
Columns 3 and 4 use first differences to control for unobserved heterogeneity.
Columns 1 and 3 use a short 11 year panel. Columns 2 and 4 use a long 22 year panel.
Network Strength is the share of producers in the same village
that joined the cooperative by the previous year.

Periods of Severe Drought (-2 <SPEI <= 1.5) and

Periods of Extreme Drought (SPEI <= -2) are calculated

by matching a producer’s coffee plot or village and

SPEI drought data from the previous year.
Standard errors are heteroskedasticity-robust.
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Table 3.4: Linear-In-Means Estimates for Entry into Honey Cooperative

Joins Honey Cooperative (1=Yes)

FE Short FE Long FD Short  FD Long
(1) (2) (3) (4)
Network Strength (Village) 0.496*** 0.411*** 0.124 0.068
(0.127) (0.101) (0.123) (0.068)
Periods of Severe Drought —0.0004 —0.002 —0.001 0.0005
(0.002) (0.002) (0.001) (0.001)
Periods of Extreme Drought 0.003 0.002 0.002 0.004*
(0.006) (0.004) (0.004) (0.003)
Severe Drought x Network Strength —0.008 —0.039*** 0.007 0.002
(0.010) (0.014) (0.006) (0.005)
Extreme Drought x Network Strength 0.008 0.051*** —0.001 —0.004
(0.015) (0.018) (0.005) (0.005)
Year Fixed Effects Y Y Y Y
Producers 498 498 498 498
Years 11 22 11 22
Observations 5,478 10,956 4,980 10,458
Adjusted R? 0.019 0.016 0.017 0.008

The dependent variable is a dummy that indicates whether a producer

joined the cooperative in a given year.

Columns 1 and 2 use producer fixed effects to control for unobserved heterogeneity.

Columns 3 and 4 use first differences to control for unobserved heterogeneity.

Columns 1 and 3 use a short 11 year panel. Columns 2 and 4 use a long 22 year panel.
Network Strength is the share of producers in the same village
that joined the cooperative by the previous year.

Periods of Severe Drought (-2 <SPEI <= 1.5) and

Periods of Extreme Drought (SPEI <= -2) are calculated

by matching a producer’s coffee plot or village and

SPEI drought data from the previous year.
Standard errors are heteroskedasticity-robust.
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Chapter 4

Where You (Go Depends on Who
You Know: Social Networks as
Determinants of Mexican Internal

Migration

4.1 Introduction

Internal migration has overtaken birth and death as the primary source of demographic change
at the regional level in many countries. In 2019, an estimated 763 million people worldwide lived
outside the region in which they were born (UNESCO, |2018). Often internal migration plays an
important role not only in population change but also in structural change, especially in the form of
rural to urban migration. Yet despite the size and significance of this phenomenon, two important
puzzles remain: who migrates and where?

In practice, internal migrants do not simply maximize the present value of two competing income

streams, as Roy (1951)) predicted. Nor does the introduction of self-selection by Borjas (1987)) offer
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much clarity. In fact, breaking down migration trends by age and education only adds to the
puzzle. In some situations, internal migration exhibits positive selection: the people who leave
have the most to gain (Chiquiar & Hanson, 2005). In other situations, internal migration exhibits
negative selection: the people who leave have the most to lose (Ibarraran & Lubotsky, [2007).
These apparently contradictory results suggest that factors other than potential income gain play
an important role in internal migration decisions.

Recent work has proposed that social networks at the destination may explain these seemingly
contradictory results. McKenzie and Rapoport (2010) show that migrants are negatively selected
in communities with a high proportion of outmigration and positively selected in communities with
a low proportion of outmigration. Their work complements two other well-known studies of the
effects of social networks on migration. Carrington et al. (1996]) develops a model of endogenous
moving costs to explain the internal migration destination choices of African-Americans in the 20th
century of the United States. Munshi (2003) documents network effects in US-Mexico migration.
In both cases, migrants in one time period tend to follow migrants from the same origin in previous
time periods instead of simply seeking out the highest wages.

The present essay finds that social networks are positively associated with internal migration
flows in Mexico from origin states to destination municipalities for men aged 25 to 55 from the
Mexican population census in three recent five year intervals (1995-2000, 2005-2010, and 2010-
2015). T examine this group of working age men as a sample that would be prone to migrate for
work instead of education or family reunification. As a proxy for these men’s social networks, I
use the total number of people from the same origin state who migrate to the same destination
municipality over the previous five year interval. The absence of flows from approximately 75%
of the possible origin-destination pairs creates left censoring on the dependent variable. For this
reason, I model the extensive and intensive margin of the men’s internal migration as two distinct
processes. The extensive margin refers to the opening, remaining open, or closing of potential
migration corridors across the three time periods of interest. The intensive margin refers to the
magnitude of the migrant that pass through these corridors at a particular time period.

At both margins, I estimate three models on these internal migration flows: a model with wage

differences alone, a structural gravity model with wage differences, and a structural gravity model
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with wage differences and the social network proxy above. Adding additional covariates greatly
increases the predictive power of the model. For a representative time period (1995-2000) at the
extensive margin, differences in base wage and return to skill explain 2.5% of the variation at
the extensive margin; a structural gravity model 26%; and a structural gravity model with social
networks 39%. For the same time period at the intensive margin, differences in base wage and
return to skill explain 5% of the variation; a structural gravity model 39%; and a structural gravity
model with social networks 58%.

In addition, adding these additional factors first reduces and then eliminates the effect of the
wage differences along a corridor on internal migrant flows. In the first model, wage differences are
significantly associated with migration. In the second model, the association with wage differences
decreases substantially but remains significant. In the third model, it decreases even more and loses
significance. Moreover, the magnitude of the association increases across the three time periods.
At the extensive margin, a 1% increase in the size of the social network is associated with a 4.6%,
11.9%, and 12.6% higher probability of the presence of a migration corridor, respectively, in the
three time periods. At the intensive margin, the social network elasticities are 19%, 30.4%, and
31.9%. These empirical results show the importance of social networks in driving internal migration
both at the extensive and intensive margins for the time periods in question.

Four aspects of this essay warrant further explanation because of their novelty. First, the
novelty and the scale of my data source stand out as the first use of multiple waves of nationally-
representative census data to examine internal migration with a structural gravity model augmented
by social networks. The original article on the role of diasporas in international migration estimated
a structural gravity model using cross-sectional data from 195 origin countries to 30 destination
countries in the Organization for Economic Cooperation and Development (OECD) from 1990-2000
(Beine et al., [2011). Most previous work in Mexico and elsewhere has used small-scale panel data
household surveys like the Mexican Migration Project, the Mexican Family Life Survey, or the
National Survey of Rural Households (Cuecuecha & Pederzini, [2014; Durand & Massey, [2019)).
This work suggests that social factors have come to dominate economic factors over time (Asad &
Garip, 2019)). Even previous studies that estimated gravity models on Mexican census data did not

include social networks in their models (Ochoa et al., 2018; Soloaga, Isidro et al.,|2010). Thus this
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essay applies a frontier model to a large-scale data set: three waves of nationally representative
Mexican census data.

Second, I follow Beine et al. (2011 in integrating the canonical models of migration from
microeconomics and macroeconomics into a unified framework. In the applied microeconomics
models of Roy (1951) and Borjas (1987)), potential migrants consider expected wage gain at the
destination. In the present case and others, these models do not often fit the data well. In contrast,
applied macroeconomics models the movement of people from one region to another in terms of
the relative populations of the two regions and the distance between them using the same gravity
model that it uses to model the movement of goods (Anderson, 2011). Gravity models often fit
the data well but lack theoretical underpinning. The integrated model in the present essay begins
with an individual considering two destinations; uses a multinomial logit to extend the choice to an
arbitrary number of destinations; and then considers the probability of migration to each destination
at the population level to estimate the migration flow from the origin to each destination. I include
destination population, distance, indigenous share at origin and destination, and urban share at
origin and destination as factors that affect migration flows. Because this structural gravity model
is still relatively new in the literature, I offer a simplified derivation in section 2 based on Beine
et al. (2016).

Third, I use auxiliary Mincer regressions at the state and municipality level to estimate the
usual labor market parameters: base salary, return to skill, and return to experience. I drop return
to experience because of the small magnitude. Instead of considering a representative worker (i.e.
a 25 year old internal migrant with an elementary school education), and generating an average
wage at origin and destination like Falaris (1987)), I difference the base salary and return to skill
parameters at the origin and destination to account for heterogeneity across geographical regions
in the population of potential migrants. Intuitively, less educated rural to urban migrants may be
influenced more by base salary differences, whereas more educated urban to urban migrants may
be influenced more by differences in return to skill. These differences go into the model as proxies
for wage differences between the origin and destination. To my knowledge, I am the first person to
model counterfactual wage differences in this way.

Fourth, I use a new approach to the econometric challenge of identification of network effects.
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Here I use past migration flows as a proxy for social networks and examine their association with
present flows. One concern is the possibility of serial correlation across time periods: unobserved
time-invariant factors like individual preferences or cultural proximity that would affect both past
and present migration flows along the same corridor. Previous literature has used rainfall shocks
at the origin (Munshi, [2003) or railroads (Woodruff & Zenteno, [2007) as instruments to reduce
the bias from this potential serial correlation. Instead, I use the presence of a migration flow in
a given corridor in 1960 to control for "the taste for migration,” non-economic factors that could
influence the migration flow along a corridor. I justify the use of this control for both practical as
well as theoretical reasons. The earliest Mexican census that asks about migration is from 1960. At
this time, the structure of the Mexican economy was very different from the present day in several
important ways. 1960 predates the end of the Bracero program of US agricultural visas (1964), the
beginning of the maquiladora export manufacturing program (1964), the entry of Mexico into the
General Agreement on Tariffs and Trade (1986), and the entry of Mexico into NAFTA (1994). Thus
any migration corridors present in 1960 are due to either time-invariant cultural factors or economic
factors proper to that period but not the time periods in question from 1995-2015. I argue that
controlling for this taste for migration allows me to model only time-varying migration trends and
estimate the effect of social networks on this migration. The inclusion of the migration taste factor
decreases the associations and elasticities that I find above by at most 10%. This result suggests
that the association of the social networks and migration flows does not come from unobserved
time-invariant factors.

The results here matter not only in academic circles but also to policymakers who seek to accu-
rately understand present and future migration trends. In the short term, receiving communities
integrate new migrants into existing housing, jobs, schooling, and other programs. In many cases,
NGOs assist with this integration. In the long term, destinations plan to adjust their infrastructure
to account for future internal migration. Private enterprises as well benefit from information about
future labor supply, since the population I study in this essay primarily moves for work reasons.

The essay proceeds as follows. Section 2 develops a theoretical model of migration flows from
micro foundations to a structural gravity model with social networks. Section 3 gives additional

background on internal migration and describes the data from the Mexican census. Section 4
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describes the empirical method, including the Mincer models I use to estimate differences in base
wage and return to skill. Section 5 presents the results: determinants of migration and social

network elasticities at the extensive and intensive margin. Section 6 concludes.

4.2 Theoretical Framework

This essay uses a structural gravity model that unifies the canonical models of migration from
microeconomics and macroeconomics. In this section, first I offer a conceptual overview of the
simplifying assumptions required to consider migration in terms of expected wage gain, the mone-
tary and non-monetary factors included in the cost of migration, and the proposed effect of social
networks on reducing these costs. Next, I review the microeconomic migration model developed
by Borjas (1987)) and his discussion of positive and negative selection. Finally, I summarize the
structural gravity model from Beine et al. (2011), which provides a bridge from a microeconomic
model like that of Borjas to the gravity model that applied macroeconomics uses to analyze trade
and migration flows. A key element of this essay’s structural gravity model is the inclusion of social

networks that reduce the cost of migration.

4.2.1 Conceptual Framework

Lucas (2021)) describes the literature on rural-urban migration with a particular focus on the factors
that affect migration flows and the effects of migration on origin and destination. His taxonomy of
migration allows me to clarify the type of migration I will examine in this essay: potential migrants
migrate when the income at the destination is higher than the income at the origin, taking into
account the cost of migration. I make the following assumptions about potential migrants and their

migration decisions.

1. Potential migrants decide to migrate purely based on economic reasons. This excludes other

forms of migration, such as family reunification.

2. Potential migrants migrate permanently. This excludes seasonal migration or circular migra-

tion.
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3. Potential migrants enjoy certain wages at the origin. This excludes the impact of uncertainty

around agricultural production or potential risk aversion.

4. Potential migrants aspire to formal employment at the destination. This excludes informal

employment at the destination.

5. Potential migrants always find jobs at the destination. This excludes the job search process

or the possibility of unemployment or informal employment at the destination.

6. Potential migrants migrate based on a comparison between the income at the origin and the

income at the destination.

A rich literature following Harris and Todaro (1970) has modeled rural-urban migration and
the probability of obtaining a job in the formal sector at the destination. With the simplifying
assumptions above, I sidestep this literature. Rather, the situations I consider align more with
those considered by B. Banerjee (1991), who examines the case of migrants who migrate with a
pre-arranged job. This approach matches that of Falaris (1987)), who uses cross-sectional samples to
pool movers and stayers across the possibility of multiple destinations within Venezuela, accounting
for selection into migration but ignoring job search frictions and the existence of the informal sector.

Monetary gains not only come in terms of improved wages for the same occupation but also in
terms of wage gains from occupational sorting. Previously Roy (1951)) had proposed that individuals
will choose the occupation that matches their endowment. He uses the example of occupational
sorting into hunting and fishing. The endogeneity of this decision biases any attempt to estimate
the effect of the occupation on the individual’s income. Individual unobservables like ability could
effect both the choice of occupation as well as the realized income.

Moreover, since a potential migrant considers lifetime earnings, different aged workers will ap-
proach the migration investment decision in different ways; for younger potential migrants, the
potential return is larger than for older potential migrants, for example.

Within this framework of income comparison, potential migrants also consider the cost of mi-
gration. Sjaastad (1962)) first introduced this notion of the cost of migration in his model, which
treats migration as an investment in the migrant’s own human capital. He considers two types of

costs: monetary and non-monetary. Monetary costs include the cost of moving and the increase



114

in cost of living at the destination. Non-monetary costs include the opportunity cost of lost wages
while searching for a job and learning a new job; they also include the psychic cost of living away
from family and friends.

Recent qualitative work has examined the role of social networks in migration, especially relative
to these three costs. Garip and Asad (2016) outlines three channels by which social networks reduce
the cost of migration: social facilitation, normative influence, and network externalities. Social
facilitation refers to the way that past migrants reduce information frictions at the destination,
reducing costs and increasing benefits, a phenomenon first identified by Yap (1977). Normative
influence refers to the way that past migrants change social norms and make migration more
attractive, also reducing the cost at the origin. Network externalities refer to how past migrants
create a pool of common resources for future migrants.

Sociologists distinguish between the strong ties of family and friends and the ”weak ties” of
individuals from the same village or state (Granovetter, [1973). Davis et al. (2002)) examines the
effect of both types of ties on international and internal migration. In contrast, this essay only

considers the effect of weak ties on internal migration.

4.2.2 Microeconomic Framework

Borjas (1987) offers a formal model of migration in terms of expected wage gain. Equations and
decompose the expected wage for a resident of the origin or destination into an observed group
mean and an unobserved disturbance. The indices 0 and 1 below indicate origin and destination.
Intuitively, a given individual migrates when the gains, both observed or unobserved, outweigh the

cost of migration: when the sign of the index function I below is positive.

lnwy = po + € (4.1)
lnw; = p1 4+ €6 (4.2)

I =In(wy) — In(wy) (4.3)
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Equation (4.5)) introduces a cost of migration C. The ratio w% is the same for all individuals at the

origin. The destination wages must exceed the origin wages plus the cost of migrating.

I>0 (4.4)

In(w;) — In(wo + C) > 0 (4.5)
In(wq) — In(wp) — u% >0 (4.6)
(1= o) + (1 = o) > o (4.7)

Borjas’ contribution is that not only the mean but also the variance of ¢; varies from the origin to
the destination. He offers as one possibility a compressed distribution of €y ~ N(0,03) in an origin
country with a low return to skill that expands to €; ~ N(0,0?). Thus two potential migrants whose
unobservable characteristics are nearly equivalent at the origin could see a larger difference at the
destination, leading one to migrate and the other to stay. In fact, the location of an individual’s
unobserved characteristics in the distributions at the origin and the destination plays a key role in
satisfying the migration condition above.

Borjas uses this model to consider the implications of different distributional assumptions of

origin and destination unobservables.
1. Under positive selection, the best candidates migrate and outperform locals.

2. Under negative selection, below-average candidates can migrate, do worse than locals, but
still earn more than at the origin, because their native country has a more unequal income

distribution.

3. Finally, under refugee selection, below-average individuals can migrate and outperform locals,

because the income distribution is wider in the destination.

To account for these unobservable factors, a further model incorporates schooling into the wage
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equation at the origin and destination as follows.

Inwy = po + dos + €o (4.8)

Inwy; = p1 + 615+ €1 (4.9)

Here 6y and §; represent the return to schooling (or skill premium) at the origin and the destination

respectively. Thus under a revised version of equation (4.7]) above, individuals will migrate when

Inw; —In(wg +C) >0 (4.10)
C
(,U1 - /140) + ((51 — 50)8 + (61 - 60) > ’wio (411)

4.2.3 Structural Gravity Model

The microeconomic model above considers the decision to migrate at the individual level. This
essay will consider migration flows between origin states and destination municipalities. To bridge
the gap between the individual and the aggregate, I use the the structural gravity model. Beine
et al. (2016]) provides a recent presentation of a structural gravity model developed from micro
foundations and applied to migration.

The classical gravity model originated with Ravenstein’s work studying migrant flows in the 19th
century (Ramos, 2016)). It has been applied successfully since then in many different contexts to the
flow of goods and factors between countries (Anderson, 2011)). Its empirical robustness owes to its
parsimonious specification: the size of the origin, the size of the destination, and the inverse square
of the distance between them. Recently available bilateral international migrant flow data has led
to a renewed interest in the gravity model in studying migration. Nevertheless, until recently it was
an ”"unconnected orphan” in the economics literature because of its lack of theoretical foundations.
The structural gravity model addresses this deficiency by deriving an aggregate gravity model from
an individual’s decision to migrate in a framework in the microeconomic model above.

I begin with similar equations to (4.8)) and from the previous section. They consider the
utility of an individual of type h staying in country i as u;(h) and the same individual moving to

country j as u;;(h). Cy;(.) below is the cost of moving from country ¢ to country j. I assume that
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it is constant for all individuals along the same migration corridor. This includes both the cost of

moving as well as adapting to the destination.

’U,”(h) = ’U)Z(h> + A; + ¢ (4.12)

uij(h) = w;(h) + A; — Ci; () + € (4.13)

The A; and A; terms are origin and destination characteristics that affect the desirability of living
there. The error terms ¢; and ¢; are iid and follow an extreme value distribution.
Following a Mincer framework, an individual’s schooling and experience will define his type h.

I suppress the experience term to write the origin and destination wage equations as follows:

w;(h) =6;h+ pj +¢ (4.15)

Now I use a multinomial logit model to extend this model from a single origin and destination
to multiple destinations (indexed by k) and write the probability that a type h resident of country

1 will move to country j.

N expl0;h + A; + p; — Ci; ()]
Pr|U;;(h) = Up(h)| = =L = J I ! J 4.16
| Uiah) = max Usk(h) Ni Y opexpldph + Ag + . — Cir (V)] (4.16)

In the same way, I can write the ratio of emigrants from country ¢ to country j (movers) to residents

of country i (stayers) as
Nij _ expldjh + Aj + pj — Cij ()] (4.17)
Nii exploih + A; + ju] .

Using logs, I next solve for the migration flow N;; from location i to j by individuals of type h to
obtain:

In Nj(h) = (6; — di)h + (A; — Ai) + (5 — pi) — Cij(-) + In Ny (h) (4.18)

Next I will model the cost function Cj;(.). Recalling the monetary and non-monetary costs outlined
in the previous section, I include the distance between location i and j, both as a proxy for the

initial monetary cost of travel and the psychic non-monetary cost of being away from one’s friends
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and family.

An important element of the model I employ in this essay is is the inclusion of the social network
in the cost function.

For this reason, I also include the stock of existing migrants M;; from location ¢ presently
residing in j. Carrington et al. (1996) provides an early example of the this approach, which the
authors term taking into account endogenous moving costs. They incorporate the stock of existing
migrants in a given Northern destination state from a given Southern origin state into the cost
function of a dynamic model of migration. In the international context, Beine et al. (2011)) follows
a similar approach and names the this stock of existing migrants in a given destination country
from a given origin country the diaspora.

Both social networks and labor market conditions change over time, so I add a time dimension
to the model. T assume that individuals who migrate in time period [t — 1, ¢] make a decision based
on conditions at the beginning of the time period at moment ¢t — 1. With this addition, I arrive at

the reduced form I will empirically estimate.

In Nije = (650—1 — Oit—1)h 4 (je—1 — prae—1) + M;j—1 — distance;; (4.19)
+ (Aji—1 — Ajp—1) +In Nyjy_q + €5

Munshi (2020)) also adds destination networks to a Roy-Borjas migration model and proposes

that this addition generates two testable predictions for the augmented model.

1. Because the diaspora adds to the wage differential and subtracts from the cost of migration,

potential migrants will reject higher wage differentials to follow the diaspora.

2. As the diaspora size increases over time, individuals from farther down the ability distribution

choose to migrate.

In this essay, I will test both of these predictions.
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4.3 Data

The principal data source for this essay is the Mexican population census conducted by the IN-
EGI (National Institute of Statistics and Geography) and harmonized by IPUMS. In this section,
I give background on Mexican internal migration, describe the three five year periods of interest,
the subsample of interest (Working Age Men), the outcome of interest (migrant flow), an impor-
tant additional variable (stock of internal migrants in 1960), and additional origin and destination

characteristics that I use in the empirical model in (4.19)).

4.3.1 Mexican Internal Migration

Despite a long history, internal migration within Mexico has received much less attention than
US-Mexico migration. Mexican internal migration began to increase in the second half of the 20th
century. The first wave in the 1960s coincided with the return of many agricultural workers from the
US after the ending of the Bracero program. Martin (2020)) gives more background on this program,
which gave nearly 5 million temporary visas in a lottery to Mexican farm workers from 1942-64.
During this period, many more Mexicans moved closer to the border in the hope of receiving
visas in the lottery. Moreover, the international migration networks that this program established
affected subsequent migration even after its termination. To create jobs for these return migrants,
the Mexican government gave tax benefits to export manufacturing plants (maquiladoras) on the
Mexican side of the border. Since the creation of this program, factories in ten border cities have
emerged as prominent destinations for internal migrants (Hanson, 2001)). The export manufacturing
sector continued to grow as Mexico opened to foreign trade: its entry into the General Agreement
on Tariffs and Trade in 1986 and the passage of the North American Free Trade Agreement in
1994. Chiquiar (2005) and Arends-Kuenning et al. (2019) show that Mexico’s entry into GATT
caused different regions to grow more quickly or slowly owing to preexisting physical and human
capital endowments; the passage of NAFTA continued these trends. As a result of both events,
export manufacturing benefited and internal migration increased toward more quickly growing

areas, especially those with export manufacturing.
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4.3.2 Periods of Interest

IPUMS harmonizes the decennial Mexican population census from 1960 to 2010, with the exception
of the 1980 census, the records of which were destroyed by the 1985 Mexico City earthquake.
Beginning in 1995, the INEGI began to conduct a quinquennial census as well, and IPUMS also
has harmonized this census for the years 1995, 2005, and 2015. Thus I have five candidate five
year intervals: 1990-1995, 1995-2000, 2000-2005, 2005-2010, and 2010-2015. T exclude two of these
intervals.

1990-1995 As the subsequent tables and maps indicate, the 1995 census had a much smaller
sample than subsequent decennial or quingennial censuses so I cannot use it to construct flowiggs_2000 =
stockagop — stockyggs. In addition, the devaluation of the peso, the Zapatista uprising in Chiapas,
and the passage of the North American Free Trade Agreement creates an idiosyncratic shock in
this period.

2005-2010 I omit the 2005-2010 interval because the 2005 census did not include the employ-
ment module that I use to generate counterfactual wage predictions that I describe in the subsequent
section.

Thus I conduct the analysis over three intervals: 1995-2000, 2000-2005, 2010-2015. Like many
other censuses, the Mexican census uses stratified sampling along several demographic characteris-
tics. Individual entries have individual population weights and household population weights. In
accordance with the guidelines in Solon et al. (2015), I use the individual population weights for

the descriptive statistics below and for the Mincer regressions I estimate in section [4.4.1

4.3.3 Sample of Working Age Men

This essay estimates the effects of social networks on a particular sample of internal migrants: men
from age 25 to 55, a group we call Working Age Men. In this subsection, I explain the choice of
this sample using the 2000 census.

As I discuss in section this essay’s theoretical model considers migration as an investment
decision in a human capital framework in which the potential migrant seeks to maximize lifetime

earnings. Not all migrants move to maximize earnings, however. Some move to attend school or to
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follow family members.

In order to estimate the additional explanatory power of social networks over wage differences
in determining migration destinations, I would like to choose a sample that would be particularly
prone to migrate for work and thus sensitive to wage differences. Using this subset would put a
upper bound on the effect of wage differences and a lower bound on the effect of social networks.
I will use the 2000 census to justify the sample because of its completeness and a unique question
was only asked in this year: the reason for migration. Table summarizes their results by share

of internal migrants.
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First, though an almost identical number of men and women migrate, men are almost twice as
likely to migrate for work than women (the reasons ”seeking work” and ”job relocation”). Thus I
will restrict the sample to men.

Again using the 2000 census, I examine the share of male internal migrants by age in figure
This graph gives an empirical estimate of the probability of migration conditional on age.
At each end of this interval, the decision to migrate for work is one of a set of options working
locally (through the interval), additional education (at the lower bound), and retiring (at the upper
bound). I would like to choose a interval that minimizes the probability of these two other decisions.

To choose the the lower bound of this interval, I consider the probability of education conditional
on age in Figure At age 20, 25% of men are still in school; by age 25, this share has dropped
to 9%.

To choose the upper bound of the interval, I consider the probability of retirement conditional
on age in Figure At age 65, 13% of men have decided to retired; at age 55, this share has
dropped to 3%.

Thus I restrict the sample to men to minimize the impact of the decision to migrate for non-work
reasons and from 25 to 55 years old to minimize the impact of the decision to pursue additional
education or retire.

I consider one final selection issue in the sample: the decision to select into labor. Figure [4:4]
shows the share of unemployed men by age. This share is at most 2% for a given age cohort. These
results suggest that most men who want can find employment, in either the formal or informal
sector.

The rightmost column in Table[4.T|shows the migration reasons of our Working Age Men sample.
44% report migration for work reasons.

I conclude my description of the Working Age Men sample with two final comments. First, the
migration cause question has many limitations. Only the 2000 census asks the question and almost
40% of the responses are ” Other reason” or "Unknown”. It serves at best as only a rough guide to
choosing the appropriate sample for this analysis, even when we supplement it with employment,
retirement, and schooling profiles by age.

On the other hand, the analysis of this essay does not depend entirely on finding a sample
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of individuals whose choice set consists only of working locally or migrating for work reasons. It
merely examines the extent to which social networks add additional explanatory power to other
reasons why individuals migrate, especially wage differences. For this reason, I use a subsample

particularly sensitive to wage differences.

4.3.4 Summary Statistics of Working Age Men

Table shows summary statistics for the population of Working Age Men in each census: income,
age and schooling. I compute experience in the typical way (age - schooling - 6) to use in the
Mincer regressions we will describe in section Labor Force Participation (LFP) is above 90%
in all intervals. The key variables of schooling and income are present for the vast majority of the
sample.

Unlike other censuses, the Mexican census asks several questions about income: earned income,
income from pensions, income from government support programs. I use ”earned income”, which
is defined as monthly income in pesos. In addition, the table shows the percentage who are internal
migrants.

Through the five censuses, mean income, age, and schooling increase. Income and schooling
increase as a result of Mexico’s economic development. The age increase shows the demographic
changes of an aging population.

Table shows a decomposition by cohort of the Working Age Population with the population
shares of each cohort as well as the LFP and the internal migration shares. The age distribution
shifts slightly older from 1995 to 2015. LFP peaks in the 35-39 cohort but is above 90% in almost all
cells except in the final five year interval. Internal migration is highest for the youngest cohort and
steadily decreases. This empirical fact is typical of rural-urban migration in developing countries

(Lucas, [2021)).
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4.3.5 Outcome of Interest: Migrant Flow

Mexico is divided into 32 federal entities (31 states and the federal district of Mexico City). For
simplicity I refer to the entities below as states. Each state is divided further into municipalities.

The census asks about migration in two different ways. In 1960, it asks if individuals presently
residing in a given municipality have moved from another state during their lifetime. In the 1990
and subsequent Mexican censuses, individuals presently residing in a particular municipality report
their state of residence five years ago.

By totaling the number of residents of a municipality who were born in another state (in the
case of 1960) or who lived in a different state five years ago (in the case of the other time periods),
I can construct a measure of a possible internal migration corridor originating in one state and
terminating in a municipality in another state. This method omits both temporary migrants as
well as migrants who lived in a third location, either within Mexico or abroad, in the intervening
five years.

With this definition, the three intervals of interest, I compute the migrant flow in the period
[t — 1,t] from origin state s to destination municipality m and denote it as flowgnm,:. As a point of
comparison, I also compute the internal migrant stock in 1960, flow;ggo-

Table [£.4] provides information about the internal migrant flows in each of the three periods
of interest as well as the internal migrant stock in 1960. The Destinations column indicates the
number of municipalities surveyed in the census. The Possible Flows column multiplies Destinations
by 31 to indicate the number of potential migration corridors that could be captured. The Active
Flows indicates the number of migration corridors that were actually captured.

The number of possible flows is increasing across time periods for two reasons. First, the number
of municipalities is increasing. As of 2021, there are 2471 municipalities. Second, the coverage of
the Mexican census is improving.

Computing the flows this way allows me to detect 322471 = 79072 origin-destination combina-
tions. Since I do not consider migrations within the same federal entity, I can remove 2471 of these
combinations, placing an upper bound of 76601 detectable migrant flows. The number of flows in
the last time period approaches this upper bound.

A central empirical question of this essay is whether migration from a particular origin state to a
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destination is associated with further migration along the same corridor in subsequent time periods.
Thus the first set of columns compares migration corridors from the three periods of interest to to
the corridors open in 1960 and the two subsequent sets of columns compare the second and third
period of interest to the first and the third to the second, respectively. In all cases, the Stay and
Closed columns in these comparison columns adds up to the Active Flows column for the reference

period; the Stay and Opened columns adds up to the Active Flows column from the current period.
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Figures and [£.7] show the logged flow of internal migrants by destination municipality

for each of the three intervals in question.

4.3.6 Origin and Destination Characteristics

The theoretical model that I developed in the previous section also includes origin and destination
characteristics that could affect the desirability of migration. For each of the three time periods of
interest, I use the value of the characteristic from the start of the time period.

Population I compute the population of a state or municipality by using the total number of
people in the most recent decennial census. Figure [1.§ shows the logged municipal population at
year 2000.

Indigenous Share I compute the indigenous share for a state or municipality using the number
of people in the most recent decennial census who report being indigenous. I divide this number by
the population. The 1990 census does not ask this question, so I do not include this characteristic
for that time period. Figure [£.9] shows this share.

Urban Share I compute the urban share for a state or municipality using the number of people
in the most recent decennial census who report living in an urban area. I divide this number by
the total population. Figure shows this share for the year 2000.

Border Potential migrants could migrate to the border as a destination as a first step toward
migration to the US. In a similar way, migrants recently deported from the US could originate at
the border. I assign a dummy variable to all origin and destinations on the US/Mexico border.
Figure [£.10] shows border municipalities.

Distance. IPUMS provides shapefiles for all Mexican states and municipalities. I compute the

distances,, as the distance between the centroid of s and the centroid of m.

4.4 Empirical Framework

Here I describe in detail the empirical method I use to estimate the structural gravity model that
I develop in the previous section, concluding with equation (4.19). First, I describe the auxiliary

Mincer regressions that I use to estimate the labor market difference parameters. Second, I describe
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Figure 4.7: Internal Migration Flow from 2010-2015

Municipio Pop (Log)
4t06
6108

8to 10
10t0 12
12t0 14
14to 16

Figure 4.8: Municipality Population (2000)

135



136

Municipio Indig Share

0.0t00.2
02t00.4

041t00.6
. geis:
L o w ,
. 9*75 w
e
» N Y

Figure 4.9: Municipality Indigenous Household Share (2000)

Border

FALSE
W TRUE

Figure 4.10: Border Municipalities



137

how I estimate the main model, the effect of social networks on the migrant flow flowg,; from a
state to a municipality at a given time period. I use OLS to estimate separately the extensive and
intensive margin to account for the possibility of left censoring in flowgm,:. Third, I describe a
potential threat to identification, the presence of time-invariant factors that could affect migrant
flows across multiple time periods. I propose the use of the presence of a migrant flow along the
same corridor in the year 1960 to control for this possibility, which I call a ”taste of migration.”

Finally, I discuss inference issues and the use of clustering at the destination state level.

4.4.1 Labor Market Differences

I do not use population weights for the main regressions here. and for the Mincer regressions I
describe in section .41

Both Falaris (1987) and Beine et al. (2011)) use average wage at the destination to capture the
effect of wage differential on migration. Using only the mean wage, however, omits the heterogeneous
effects of varying levels of schooling and experience on an individual’s decision to migrate. As table
indicates, average education level changes across the time periods of interest. Moreover, the
effect of the difference in return to skill could vary depending on the presence of positive or negative
selection, as I describe in section [4.2.1

In order to capture the expected wage differential in a flexible way that accounts for this het-
erogeneity, I suppress the h from the theoretical model and instead incorporate p; — u; and 6; — d;
directly into the empirical model. I denote these differences as & and B respectively. Note that
in the case of internal migration origin country ¢ becomes origin state s and destination country j

becomes destination municipality m.

Mt — Mit = Qg — Qlgg = Qist (4.20)

5it - 5z‘t = 5mt - 5st = Bmst (4-21)

Now I must estimate &,,s and Bmst. To do this, I use Mincer equations for the Working Age

Men in each state s and municipality m at the beginning of each time period ¢ € {1995, 2000, 2010}.
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As I describe in the previous section, I use ”earned income in the past month” as the income variable
and exclude elements of the sample with unknown education levels and income.
I estimate the parameters of a Mincer regression separately on each state and municipality in

Mexico for the three time periods of interest and store the o and 5 coefficients.

log(incomey,;) = pm + BemedUCimi + YemeXPpm; + 5tmexpfmi + €tmi (4.22)

log(incomey;) = ays + BrsedUCss; + V15€XPyg; + OrsCXPi; + Etsi (4.23)

For these parameters, m indexes the municipality, s indexes the state, and ¢ indexes the individual
within the municipality or state. The ay,, and ;s parameters represent the base salary of the
origin state and destination municipality. The (;,, and B;s parameters represent the return to skill

at origin state and destination municipality.

Figures [4.12] [4.13] and [4.14] show the logged base salary at the beginning of the three time

periods in question. Figures [4.15] [4.16] and [4.17] show the skill premium at the beginning of the

three time periods in question.

I find little cross-sectional variation in the 7 and ¢ parameters related to the return to experience,
so I do not include them in the model.

As table [£.2] indicates, the small sample size of the 1995 census results in the inability estimate
labor market parameters for some municipalities, which appear in grey in the associated maps.

Using these estimates, I compute the parameter differences for each combination of origin state
and destination municipality in each of the three time periods. I use these values in the estimation

of the main model below.

Qgmt = Qg — Qs (424)

Bsmt = ﬂtm - Bts (425)
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Figure 4.12: Logged Base Salary by Municipality (1995)
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Figure 4.13: Logged Base Salary by Municipality (2000)
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Figure 4.14: Logged Base Salary by Municipality (2010)



141

Municipio Return to Skill

-0.8t0-0.3
-0.3t0-0.2
-0.2t0-0.1
-0.1t0 0.0
0.0t0 0.1

0.1100.2
02100.3
03100.8

Missing

Figure 4.15: Return to Skill by Municipality (1995)
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4.4.2 Estimation

Recall that I consider aggregate migrant flows flowgsn,: from a Mexican state s to a Mexican
municipality m in five year intervals [t — 1,¢]. Section gives more detail on this definition of
internal migration and section gives more information about these particular migrant flows.

I begin with equation (4.19) as follows:

log (ﬂOWsmt> = 50 + 61&smt71 + 62Bsmt71
(4.26)

+ dsflow g1 + dadistances,, + yAs + PAn + €sme

Here I use flowgmt as Nyj¢, the number who migrate from country 4 to country j at time period
t. I use flowsme—1 as M;j¢, the size of the diaspora from country 7 already present in country j at
time t.

Recall that Ag and A,, are vectors of other origin state and destination municipality character-
istics that could influence migrant flow. I populate them with three characteristics: urban share at
t — 1, indigenous share at ¢ — 1, and presence on the US/Mexico border. In addition, to match the

log(Nj;—1) term in the model, I include the population of the origin state in As.

Extensive and Intensive Margins

As table indicates, an econometric challenge to estimating equation is the presence of
zero flow values: 66%, 84%, and 76% respectively in the three time periods of interest.

This issue is not unfamiliar in the gravity model literature. Beine et al. (2011) uses two-stage
Heckman estimators as a robustness check on OLS estimates of a model very similar to ours. The
intuition behind the Heckman estimator is that two separate processes are operating: the first
selects into or activates a migration corridor and the second determines the magnitude of the flow
through it. Treating these processes as one risks biasing the estimated effect of the treatment, in
this case the social network.

The Heckman estimator corrects for selection bias: the same factors that affect the presence of

a migration corridor could also affect the flow through that some corridor. Here I am interested
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in examining the presence of a migration corridor as a process in its own right. For this reason, I
estimate separately the extensive and intensive margin of the effect of social network on migration
flows.

The extensive margin refers to the effect of the social network on whether a corridor opens or re-
mains open during a time period. I define a new dependent variable flowpresentgm,: = 1[flowsms >
0] as an indicator that takes the value of 1 if there are internal migrants from state s residing in
municipality m at time ¢ and 0 otherwise. I will estimate a version of equation above with
this new indicator variable.

To perform this estimation, I use an Linear Probability Model for two reasons. First, very few
of the predicted values are out of the [0, 1] range, so I see no advantage to a logit or probit model.
Second, I can directly interpret the coefficients of the LPM in the subsequent results section. The

coefficient of interest is 3, the effect of the social network on the presence of a flow.

flowpresent,,,; = 0o + 01 @smt—1 + 02 Bsmi—1
(4.27)

+ d3flow gy —1 + dgdistances,, + yAs + PAn + €sme

I estimate equation on the entire sample. For the subsample for which flowpresentg,: =1
at each time period, I estimate equation to obtain the intensive margin.

The estimation technique in this essay differs from other literature that uses gravity models to
estimate migration flows. First, many authors use the Pseudo-Poisson Maximum Likelihood Model
developed by Silva and Tenreyro (2006) to account for potential bias in the effect of determinants
of migration because of the censoring on the dependent variable. Because I estimate these margins
separately, we do not use this estimator. Neither does Beine et al. (2011)).

Second, even though I could construct a panel data set of our state-municipality migrant flows
across the time periods of interest, I do not, because we expect the effects of the determinants of
migration to vary over time. As section[4.3.1]describes, I would like to see the effect of the structural
changes of the Mexican economy and the changing value of the outside option of migrating to the

US on the estimated effects of the various determinants of migration in our model in our time
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periods of interest. In particular, I would like to see if the effect of social networks changes over

time.

4.4.3 Identification

Identifying network effects poses statistical challenges. In this section, I group these challenges in
two categories: across space (the way that the relative desirability of one destination influences
another in the same time period) and time (the way that the patterns of migration in one time
period affect migration in a subsequent time period through the channel of social networks). Both
types of challenges relate to SUTVA (the Stable Unit Value Treatment Assumption) described in
Morgan and Winship (n.d.) and elsewhere.

First, I consider the challenges across space. In the multinomial logit model that I develop in
section 2, potential migrants do not simply choose to stay or leave; instead, they choose among
a variety of destinations. In the aggregate setup here, each unit is a potential migration corridor
from an origin state to a destination municipality. The treatment is the magnitude of the migration
flow along the same corridor from the previous time period. For SUTVA to hold, the treatment
received by one unit must have no relationship to the treatment received by another unit across
space or time In other words, the migrant flows along a given corridor in the previous time period
flowgm:—1 must be unaffected by the migrant flow along other corridors flow_s_,,_1 in the same
previous time period.

This statement is not true. In a given time period, the migration decisions of the population of
Working Age Men in a given state satisfies a population balancing equation: the number of men
who do not migrate plus the number of men who migrate to each destination must sum to the
total population of the state. Intuitively, the sums are related in this way: increasing the social
network in one potential destination municipality decreases the size of the social network in another
potential destination municipality. Thus the strong form of SUTVA does not hold in this case.

In fact, changing the distribution of the destination municipalities of migrants from the same
origin state in a previous period affects the relative desirability of those destinations in the current

time period. The relevant question is the relative magnitude of these effects. I argue that these
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effects are so small as to not warrant consideration because they are so diffuse. From a given state,
a potential migrant considers nearly 2000 destinations. In a given time period, 10% to 20% of these
destination corridors are open: 200 to 400 destinations. The decision of one migrant would seem
not to affect the decision of another migrant very much.

Recent literature in biostatistics has developed techniques to address this particular relaxation
of SUTVA, a situation of allocation of a common resource where the treatment status of each unit
affects the treatment status of every other unit (Miles et al., |2019). Further analysis could apply
these techniques to the present situation to empirically verify this intuitive argument.

Next, I consider challenges across time. As Manski (1993) and Munshi (2020) point out, iden-
tifying network effects poses statistical challenges. In this case, since I am estimating the effect of
flowgmi—1 on flowgmy, a serially correlated shock across two time periods could generate a spurious
correlation between the flows.

One approach would use an instrumental variable to estimate the effect of flowgsmi—1. In the
Mexico-US context, two authors use exogenous shocks at the origin: rainfall (Munshi, 2003) and
the presence of railroad networks (Woodruff & Zenteno, [2007). In the European context, Beine
et al. (2011) use three different instrumental variables: diplomatic representation of one country
in another, the presence of a guest worker program, and conflicts in the origin country. Munshi
(2020) also discusses the possibility of exploiting variation in network quality or conditions at
the destination. By using an instrument correlated with origin conditions but not destination
conditions, all of these approaches hope to correct for any serially correlated shock.

This essay proposes a different approach: a simple model of a taste for migration. A taste for
migration between an origin and a destination is a factor such as a common climate or cultural
connection that the model here does not account for. The simplest version of such a taste would be
a time-invariant dummy variable between an origin-destination pair. A more sophisticated version
could (1) vary continuously depending on the origin or destination and (2) vary depending on the
combination of time period.

As a proxy for this taste for migration, I use the presence of a stock of migrants from the same

origin state at the destination municipality in 1960. Section [4.3.5] gives more details about this
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variable. Note that I use the presence of a stock of all internal migrants, not simply working age
men. The reason is that I want to measure the effect of time-invariant factors that would drive
migration along a particular corridor and affect all potential migrants equally.

The reason I use the stock of migrants in 1960 is practical as well as historical. The earliest
available Mexican census is in 1960. In addition, 1960 comes before the end of the Bracero program
and the beginning of the export manufacturing program that we described in section If these
social networks represent long-run processes, using 1960 stocks as a control allows us to account
for the unobservable initial conditions that started these processes and separate their effect from
the effect of interest, the ongoing role of social networks in keeping migrant corridors open and
inducing migration flow through these corridors. In the next section, we will present estimates of
our model with and without this control. To my knowledge, this essay is the first one to model a

taste for migration in this way.

4.4.4 Inference

In addition to identification issues that could bias the estimation of the effect of social networks,
inference issues could interfere with the estimation of the significance of these effects. In particular,
within-state correlation of unobservable factors related to migration destinations could affect the
estimation of the significance of the effects of social networks on migration to these destinations.
These factors include state-level policy decisions or industry-specific economic factors that could
affect the labor demand and thus the migration flow across a particular state, for example. To
address these inference issues, I cluster the standard errors by destination state using the standard

cluster-robust variance-covariance matrix estimator.

4.5 Results and Discussion

In this section I will present the three main results of the empirical analysis, which estimates the
extensive and intensive margin of internal migration separately. First, a structural gravity model

with social networks provides additional explanatory power over a standard structural gravity model
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and a Roy-Borjas model with only differences in base wage and skill premium in estimating both
margins across three time periods. Second, the effect of social networks monotonically increases at
both margins across all three time periods; the effect of the other factors varies according to the
migration climate. Third, the results hold up under a robustness check: a time-invariant migration

taste factor.
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Figure 4.17: Return to Skill by Municipality (2010)
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4.5.1 Internal Migration at the Extensive Margin

Recall that table [£4] provides a summary of the extensive margin across time: the presence of
migration corridors. The models I present here estimate the factors that cause a corridor to open
from one time period to the next or the factors that cause a corridor to stay open. For simplicity
I will examine the extensive margin in one of the three time periods, but the analysis applies as
well to the other two time periods. I choose the 2000-2005 time period because of better data
availability at the start of the period in 2000.

Tables and shows three specifications of the extensive and intensive margins of migration
to a destination municipality in the time period (2000-2005). Since I use a linear probability model
for the extensive margin, I can directly interpret the coefficients as percentage increases in the

probability of a migrant flow.

Specification 1: Wage Differentials

In specification (1) with only wage differentials, a one point increase in the base salary gap is
associated with an 6.3% increase in the probability of a flow. An 0.1 increase in the return to skill
difference is associated with a 8.6% increase in the probability of a flow. Because the dependent
variables are calculated as coefficient differences from Mincer regressions, it is difficult to interpret
these magnitudes directly. The sign and relative increase match the predictions of models that rely
on wage differentials, however. Figures and show the base salary and return to skill by
municipality for 2000. The relatively low R? value of 0.025 indicates the poor predictive power of

this model.

Specification 2: Structural Gravity Factors

Specification (2) adds other structural gravity factors: distance, destination population, presence
on the border for origin and destination; urban share for origin and destination; and indigenous
share for origin and destination. I discuss the impact of these factors in turn.

First, large cities drive migration; a one percent increase in destination population increases the

probability of a migrant flow by 10%. Distance works against migration by increasing migration
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cost. Increasing the distance by a factor of 2.7 decreases the probability of a migrant flow by 12%.

An origin on the border could indicate an individual who has already migrated once or who
has been deported. These individuals are predisposed to migration. It increases the probability
of migration by 8%. A destination on the border increases the probability of migration by 23%.
These municipalities attract migrants, either because of better jobs or the possibility of subsequent
migration to the United States.

In this time period, the presence of a higher share of indigenous at both the origin and destination
is associated with migration At the origin, the indigenous are likely to live in communities where
there are little other economic opportunities than subsistence agriculture. At the destination: the
indigenous, more than other groups, migrate where other indigenous are present. Figure [4.9] seems
to confirm this trend. Visually it suggests that indigenous are migrating from their traditional
communities in southern Mexico to work in the tourism industry around Cancun on the Yucatan
Peninsula. An increase in 10% of the share at the origin increases the likelihood of a migrant
corridor by 0.7%; an increase in 10% of the share at the destination increases the likelihood of a
migrant corridor by 0.6%.

In this model, the wage difference factors do not matter as much. The impact of a one point
base salary difference drops to 1.3% and remains significant. The impact of the return to skill
difference loses significance. I can hypothesize that large, urban cities, especially on the border,
offer the sort of labor markets that would have higher base salaries and reward education. Thus
the structural gravity factors absorb the impact of the differences in labor models.

Overall, specification 2 has much more predictive power than specification 1, with an R? of

0.262.

Specification 3: Social Networks

The third specification reveals the core result of this essay. Here I augment the previous specification
with the logged size of the social network, the migrant stock from the given origin state in the
destination municipality at the beginning of the time period.

An increase of one log point in the size of the social network increases the probability of a
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migrant flow by 12%. Overall, specification 3 has even more predictive power than specification 2,
with an R20£0.393.

When I compare specification 3 to specification 2, the impact of the other factors in the model
decreases by half: a one point impact in base salary, the presence of the origin or destination on
the border, or the impact of the urban share at the origin or destination. These factors remain
significant.

In the case of indigenous share, the impact at the origin loses significance, while the impact at
the destination decreases by half. This result suggests that social networks especially play a role in

the migration of the indigenous.

4.5.2 Internal Migration at the Intensive Margin

Next I use the same three specifications to analyze migration at the intensive margin: the magnitude
of the internal migrant flow for the subset of possible migration corridors which are activated in a
given time period.

Specifications (1) and (2) function in the same way their counterparts in specifications (1) and (2)
in the extensive margin case. Initially, differences in the base salary and return to skill seem to drive
migration but the introduction of structural gravity factors dramatically reduces the explanatory
power of these factors. The same structural factors that drove the presence of a migrant flow also
drive the magnitude of the flow.

Examining the role of social networks in specification (3) confirms the core result of this essay.
In this log-log model, I can interpret this coefficient as a social network elasticity. An increase in
1% of the size of the social network in one time period causes an increase in 0.3% of the magnitude
of the migrant flow in the subsequent time period. The addition of social networks to the model
decreases the magnitude of the effects of other factors by half or more. In particular, it eliminates
the effect of indigenous share at the origin or urban share at the destination, suggesting the size of
the social network accounts for the variation previously explained by these factors. The predictive

power of this model is quite high at 0.582.
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4.5.3 Migration Climate

For the potential migrant, internal migration and international migration are related. In practice,
the decision to internally migrate takes into consideration both the expected value of staying as well
as the expected value of international migration. An extension of this model would incorporate all
three options—staying, internal migration, and internal migration—into one integrated model.
For the three periods in question, I note certain contextual factors through which the outside
option of US-Mexico migration varies in the three periods that we study. Villarreal (2014) and

Durand and Massey (2019) provide more background on these trends.

1. From 1995-2000, migration from Mexico to the US was increasing, owing to the recent passage

of NAFTA and a relatively porous border.

2. From 2000-2005, border security increased as a result of the September 11 attacks. The Mex-
ican economy continued to recover from the 1994 ”tequila crisis” and associated devaluation

of the peso.

3. From 2010-2015, the global economic recession of 2008 caused the return of an estimated
500,000 temporary migrants from the US to Mexico. US-Mexico migration peaked and begun

to decline.

Examining the determinants of internal migration in these three time periods will allow us to
indirectly examine the overall "migration climate” of individuals and the relative ease or difficulty
of these outside options.

In addition to the value of the outside option, changing conditions in the Mexican economy have
also affected internal migration. As part of an overall shift in Mexico’s economy from rural agricul-
ture to urban industry, the labor market of the rural agricultural sector has changed. Residents of
rural areas have sorted into productive farmers, who continue to make a profit despite challenging
market environments, and non-productive farmers, who have abandoned subsistence farming in
search of other opportunities. These other opportunities include local non-agricultural work and

migration within Mexico in addition to international migration (Charlton & Taylor, |2016]). Our use
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of migration flows from Mexican population census data complements the household-level migration
histories from the National Rural Mexican Household Survey panel that these authors use. We do
not examine international migration flows from the origin states directly. Nevertheless, the changes
we observe in the determinants of migration over the three time periods of interest match these
authors’ conclusions about the increasing availability of high-skilled non-farm job opportunities in

Mexico.
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4.5.4 Social Networks Across Time

Next I use our structural gravity and social networks model across the three time periods of interest
at the extensive and intensive margin. I present the results in Table and

The effect of the social network is monotonically increasing across time periods. A one log point
increase in the size of the social network causes a 4.1%, 11.6%, or 12.7% increase in the probability
of a migrant flow, respectively. Conditional on the presence of a migrant flow, a 1% increase in the
size of the network increases the flow by 17.3%, 28.6%, or 30.6%.

Changes in the effect and significance of the other factors in the model reflect changing economic
conditions in Mexico.

Base salary difference matters slightly in all three time periods, while return to skill only matters
in the third time period. This result matches other literature like Charlton and Taylor (2016)) which
suggests that Mexico is in the late stages of a structural transition where education and non-farm
opportunities have increased together.

Distance matters less over time. I imagine the increasing presence of communications technology
like cell phones and the Internet as well as the ease of travel within Mexico reducing the effect of
physical and psychic costs that distance models.

I see urban-urban migration across all three time periods at both margins. The presence of
this migration instead of purely rural-urban migration contributes to the evidence for a structural
transformation in Mexico.

In contrast, the effect of a destination on the border drops across three time periods. This
result matches US-Mexico migration trends, which peaked in 2007. It suggests decreasing transit
migration from the first to the second time period and an absence of this type of migration in the
third time period.

In the two time periods for which I have data, indigenous migration above and beyond general
trends plays a role in the first but not the second. In 2005, the indigenous tended to migrate where

other indigenous were present, but not in 2015 ten years later.
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4.5.5 Migration Taste Factor

As T mention in the section 43| one threat to the identification of the effect of social networks
is the presence of serial correlation: some unobserved factor that affects a migration flow in one
period and in the next.

I use a simple model of such a factor that we call a taste for a particular migration corridor.
Tables[d.5.4) and [£.5.4]show revised estimations with the inclusion of this taste factor. It is significant
across b of the 6 estimated equations, which indicates the role of taste in migration. On the other
hand, it does not change appreciably the magnitude, sign, or significance of our results at the
extensive margin. At the intensive margin, it brings down the magnitude of the social network
coefficient by approximately 10%. These results suggest that the effects of social networks that I
have estimated are not caused by a mere taste for certain migration corridors. Further work could
examine the role of this taste for migration in the initial conditions that jumpstarted these social

networks.

4.6 Conclusion

This essay has used a structural gravity model to estimate the effect of social networks on the exten-
sive margins and intensive margins of migrant flows from origin states to destination municipalities
in Mexico over the time periods 1995-2000, 2000-2005, and 2010-2015. The extensive margin refers
to the presence of a migration corridor; the intensive margin refers to the magnitude of migrant
flow through this corridor. It uses a sample of working age men from 25-55 who would most likely
migrate for economic instead of non-economic reasons to compare the explanatory power of a Roy
model, a structural gravity model without social networks, and a structural gravity model with
social networks. In the third model, it aims to identify the effect of the social networks.

I find two main results.

First, in all three time periods, the model reveals a rich set of factors other than wage differences
and return to skill that are associated with the presence of migration corridors and the magnitude

of migrant flow through them. These factors include urbanization share, indigenous share, and
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presence on the US/Mexico border. I am interested in particular in identifying the effect of the
presence and size of a social network of migrants from the same origin state who migrated in the
previous time period. To identify this effect, I use the presence of a migrant flow from 1960 along
the same corridor to control for serially-correlated unobservables that could influence the size of
the social network across time periods. I call this control a "taste for migration” along a particular
corridor.

In a representative time period (2000-2005), a model that includes only differences in base
salary and return to skill explains 2.5% of the variation in the presence of migration corridors;
additional structural gravity factors 26%; and the social network 39% The corresponding models
of the magnitude of the migrant flow explain 5%, 39%, and 58% of the variation, respectively.
Thus social networks add explanatory power to structural gravity models at the extensive and
intensive margins. Both models vastly outperform standard Roy migration models that focus only
on individual utility maximization.

Moreover, across all three time periods, the effect of social networks is monotonically increasing.
At the extensive margin, a 1% increase in the size of the social network increases by 5%, 12%, and
13% the likelihood of a migration corridor. At the intensive margin, the equivalent social network
elasticities are 19%, 30%, and 32%.

Estimating these models separately for each time period reveals changes in the Mexican economy
that affect internal migration: including increased educational opportunities and the decreasing
appeal of migration to the US.

These results contribute to a strand of literature in the economics of migration that argues not
only for the importance of considering social networks or diaspora effects but that these effects
dominate economic effects as drivers of migration. Moreover, they do so in a novel context of
internal migration instead of international migration.

One novelty of our approach, the use of Mexican census data, is also its limitation. Since we
use the nationally representative Mexican census collected every five years instead of smaller scale
panel data surveys that ask for more detailed migration histories, we can only account for long-term
permanent migration that occurs at most one time per time period. Moreover, we consider here

the weak ties of migrants from the same state instead of using a more granular measure of migrants
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from the same municipality.

Moreover, though we restrict the sample to men aged 25-55 who would tend to migrate for work,
we still observe that many of the individuals in this sample migrate for reasons other than employ-
ment. Other data sources, such as the quarterly Mexican Survey of Occupation and Employment
(ENOE), would provide a targeted look at internal migrants who obtain formal employment at a
much higher temporal frequency. These data sources would provide the ability to understand more
deeply the mechanism by which new migrants help existing migrants find jobs.

Finally, further research in the origin of migrant networks in specific contexts such as Mexico
is needed to provide a better understanding for what causes corridors to develop in the first place.
Ideally, this research would reveal an instrument that could be used to credibly identify the effect
of these social networks.

Nevertheless, the results here provide useful tools for several sets of actors as they seek to predict
and respond to internal migration trends: local and state governments in receiving communities
that must accommodate new populations; export manufacturing factories and other sources of em-

ployment for new migrants; and NGOs that facilitate their integration into receiving communities.
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Appendix A

Appendix Materials for Essay 1

A.1 General Instructions for Participants

This is an experiment about individual decision making under price uncertainty. We are trying to
understand how people allocate their sales to different buyers when they are unsure of the sales
price. We have designed simple decision-making games in which we will ask you to make choices in
a series of situations. In this experiment you have to imagine you are producing a certain amount
of coffee and that, like in real life, the sale price is uncertain.

You will spend about two hours in this study playing games, for which you will be compensated
with at least one food voucher coupon for your participation. In addition, you may earn between
one and six additional coupons based on luck and how you play the game. Finally, you may receive
an additional coupon in a lottery game. The amount will be paid to you in money vouchers that

can be redeemed for food items at the end of the experiment.

1. You will play three sets of games and a lottery. Each one has its own instructions.

2. You should make your own decisions. Do not discuss your decisions with other participants

or other members of the family.

3. Please turn off your cell phone, radio, or television.
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4. You need to have a good understanding of how your decisions affect your game payoff. Please

ask at any time during the session if you have any questions.

A.2 Instructions for Enumerators

1. Ask the following screening questions and enter in tablet (regardless of their answers):

(a) Have you ever sold coffee you or your family has produced? Yes/No

(b) Do you know how to read and write? Yes/No

2. Next say “Now, I will ask you some math questions to make sure you will understand the

games we will play”. Ask the following questions:

(a) What is 40% of MXN 1007
(b) If you produced 17 bags of coffee and sold 9, how many do you have left to sell?

(¢) Imagine there is bag with 3 blue balls and 7 red balls. You draw one ball. Is it more
likely that it is a red or a blue ball?

3. The participant rolls the die and the tablet automatically assigns the order in which each
participant will play the three games and the lottery. The lottery is played either before or
after the three games. The three games are played in a random order. Make sure to read the

instructions of the corresponding section.

4. Give the farmer the information sheet about the experiment, explain the experiment, and
answer any questions he/she would have. Remind the farmer that he/she must complete the
whole experiment to receive compensation. Make sure all the fields are filled and that the

form is signed. Give a copy of the consent to the farmer.

5. The tablet will automatically determine if the participants get all of their income from coffee
or if they receive another source of income. If the participants receive another source of

income, give them the MXN 3,000 coupon.
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Lottery | Choice | Probability (%) | Payout (MXN)
A 50% 10,000
! B 50% 10,000
) A 50% 15,000
B 50% 7,500
A 50% 20,000
3 B 50% 5,000

Figure A1l: Lottery Table shown to Participants

6. The tablet will automatically assign the order in which each participant will play the three
games and the lottery. The lottery will be played either before or after all three games of
sales allocation. The three games of sales allocation will be played in random order. Make

sure you read the instructions for each corresponding section.

7. Once you finish with the three games (1, 2, and 3) and the lottery, you will ask the questions

in the final questionnaire. Finally, determine the farmer’s total compensation.

A.3 Instructions for Participants: Lottery

In the following table, you have five possible lotteries. Each one has two possibilities: A and B.
Each possibility has a 50% chance of occurring and has its own payment. Choose which lottery you

prefer (only one).
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A.4 Instructions for Enumerators: Lottery

Record the lottery chosen by the participant. Roll a die. If the number is from 1 to 6, add
compensation A to the participant’s compensation. If the number is from 7 to 12, add compensation

B to the participant’s compensation.

A.5 Instructions for Participants: Game 1

A.5.1 Tasks

1. In this game you have to imagine that you are producing coffee and that you can sell it to

two different buyers.
2. Extra Income.

(a) If the participant has extra income, give them the extra income coupon. In addition
to the income from the coffee sale, you received MXN 3,000 from another source this

month.

(b) If the participant does not have extra income. The income from this coffee sale

is the only income you will receive this year.

3. Buyer 1 offers a fixed price always equal to MXN 50 per quintal, and Buyer 2 offers a vari-
able price that goes from MXN 35 to MXN 65, depending on the case, that follows a given

distribution, and which will be realized at the end of the harvest.

4. In each round, that resembles an agricultural season, we will let you know what is the quantity
that you will harvest: 2 quintals, 4 quintals, 6 quintals, or 8 quintals. In each round, you
will have to allocate all of your harvest between Buyer 1 and Buyer 2. You will allocate your
harvest between both buyers in 1 quintal increments, and there is no possibility of storage.

Your goal is to allocate your harvest in a way that maximizes your profit.

5. Buyer 2 offers a variable price that follows a given distribution. You will roll a 12-sided die

to know under which price scenario (of 3 scenarios) you will be playing.
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If the dice gives 1,2,3.4: Scenario 1. Buyer 1 (fixed price=50MXN) Buyer 2 (offers variable

price in MXN)

If the die gives 5, 6, 7, or 8: Scenario 2 Buyer 1 (fixed price=50MXN) Buyer 2 (offers variable
price in MXN)

If the die gives 9, 10, 11, or 12: Scenario 3 Buyer 1 (fixed price=50MXN) Buyer 2 (offers

variable price in MXN)

. After you allocate all your harvest between Buyer 1 (that offers a fixed price equal to MXN

50 per quintal of coffee) and Buyer 2 (that offers a variable price), the price of Buyer 2 will be

realized, and we will let you know the profit (quantity times price) you earned in each round.

In all rounds, the resulting harvest is a result of chance and not your effort. In every round,
your profit from selling coffee will be between MXN 4,200 and MXN 31,200 MXN. The more

the harvest, the more your profit will be.

. You will get a minimum profit of MXN 4,200 if the harvest is 2 quintals, you allocate 2 quintals

to Buyer 2, and Buyer 2’s realized price (in Scenario 3) is MXN 35 per quintal. You will get
a maximum profit of MXN 31,200 if the harvest is 8 quintals, you allocate all 8 quintals to
Buyer 2, and the Buyer 2’s realized price is MXN 65 (in Scenario 2) (See Profit Tables 1-12).

. You will first play ten rounds of practice games. After the practice games, you will play twenty

rounds of the real game. In the real games, your profits will increase your game payoff, but

not your compensation for participating in the experiment.

A.5.2 Keep in mind

1.

The coffee you produce is all of the same quality and of an average quality, so you can only

sell your coffee at the one price offered by each buyer.

. The quantity of coffee harvested depends on chance and not on your own effort.

. You cannot store the commodity produced or profits between rounds. Each round of the game

has its own profit.
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4. (If the participant has extra income) In addition to the income from the coffee sale, you

received MXN 3,000 from another source this year.

5. (If the participant has no extra income) The income from this coffee sale is the only income

you will receive this year.

A.5.3 Payoffs

1. Your payoff from the game will be based on your performance on the real (not the practice)

rounds of the game.

2. At the end of the experiment, we will total your profit from all of the real rounds of the game

and divide it by 250000.

3. Then we will pay you the total quantity in our experimental bills, which you will be able to

exchange for non-perishable goods.

A.6 Instructions for Participants: Game 2

The instructions are the same as for Game 1 in Section The only difference is in point 3.
Buyer 1 offers a fixed price always equal to MXN 50 per quintal, and Buyer 2 offers a variable

price that goes from MXN 35 to MXN 65, depending on the case, that follows a given distribution,

and which will be realized at the end of the harvest. Buyer 1 offered you a microcredit last

year.

A.7 Instructions for Participants: Game 3

The instructions are the same as for Game 1 in Section The only difference is in point 3.
Buyer 1 offers a fixed price always equal to MXN 50 per quintal, and Buyer 2 offers a variable

price that goes from MXN 35 to MXN 65, depending on the case, that follows a given distribution,

and which will be realized at the end of the harvest. Buyer 1 is a cooperative that offered

you a microcredit and technical assistance last year.
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A.8 Exit Survey

A.8.1 The Producer and His/Her Family

1. Village

2. Before coming here today, were you hungry?

3. On a scale of 1 to 10, how much do you like the weather today?
4. Gender

5. Age

6. Educational Level

7. How many members do your families have?

8. How many are above 65 years old?

9. How many are below 12 years old?

A.8.2 Income

1. How much money did you get from the sale of your crops last year?
2. Did you or another family member worked for money on the farm of another family last year?
3. How much did you get paid?

4. Did you or another member of your family work for pay in another city within Mexico last

year?
5. How much did you get paid?
6. Do you get Sembrando Vida?ﬂ

7. How much do you get every two months?

LA conditional cash transfer program initiated in 2018. More details can be found in Reglas de Operacién Del
Programa Sembrando Vida (2022)
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8. During the past year, in how many months did you not have enough food to feed yourself or
your family? You may select more than one.
(a) January
(b) February
(¢) March
(d) April
(e) May
(f) June
(g) July
(h) August
(i) September
(j) October
(k) November

(1) December

A.8.3 Farm
1. Which of the following animals do you have?

(a) Poultry

(b) Horses

(¢) Mules

(d) Donkeys

(e) Sheep or Goats
(f) Cattle

(g) Pigs

2. Which of the following crops do you have?



(a) Corn

(b) Beans

(¢) Coffee

(d) Zucchini

(e) Chayote Squash

(f) Chile

(¢) Banana

(h) Sugar cane

(i) Oranges or Mandarines

(j) Yuca

(k) Sweet potato

(1) Papaya
(m) Mango
. How many plots of land do you have?
. How many total hectares do you have?
. What percentage of your farm is for your own consumption?

. If you had enough money, what would you prefer to do?

(a) Plant more coffee

(b) Plant more staples

(¢) Produce honey (or produce more honey)
(d) Plant fruit trees

(e) Buy livestock (or more livestock)

(f) None of the above.
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A.8.4 Coffee

1. How long have you been growing coffee?

2. What varieties of coffee do you presently have in your parcel?

3. How much coffee did you grow last year?

4. How much coffee did you sell to an intermediary in the past year?

5. What is the highest price that you received from an intermediary last year?
6. How do you sell your coffee to the intermediary?

(a) The intermediary comes to my parcel.
(b) The intermediary comes to my village

(¢) The intermediary comes to the nearest population center.

7. How much coffee did you sell to a cooperative last year?

Typica (o criolla)

Bourbén
Maragogype
Geisha

Tabi

Caturra
Mundo Novo
Garnica
Catimor
Pacamara
Oro Azteca

Robusta
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8. What is the highest price that you received from a cooperative last year?
9. How do you sell your coffee to the cooperative?

(a) The cooperative comes to my parcel.
(b) The cooperative comes to my village.

(¢) The cooperative comes to the nearest population center.
10. What’s the best price you've received for your coffee?
11. What’s the worst price you’ve received for your coffee?
12. Why do you sell more coffee to the cooperative than the intermediary?

13. Why do you sell more coffee to the intermediary than the cooperative?

A.8.5 Honey

1. Do you produce honey?
2. How much honey did you produce last year?
3. What’s the best price that you have received for your honey?

4. On a scale of 1 (not interested) to 10 (very interested) how interested are you in producing

honey?

5. Do you know someone who produces honey?
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Figure A5: Profit Table for 2 quintal harvest, Buyer 2 Scenario 1
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Figure A6: Profit Table for 2 quintal harvest, Buyer 2 Scenario 2
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Figure AT7: Profit Table for 2 quintal harvest, Buyer 2 Scenario 3

Quintals Sold to Buyer 1 (60kg)

o

| 1 | 2

Quintals Sold to Buyer 2 (60kg)

2 | 1 | 0

Total Revenue from Sales to Both Buyers

Revenue from Sale to Buyer 1
(Quantity Sold to Buyer 1 x $50 MXN)

0 3000 6000

Price per kilogram
(MXN)

Revenue from Sale to Buyer 2
(Quantity Sold x Dice Result)

45

50

55

60

65

5400 2700 0
6000 3000 0
6600 3300 0
7200 3600 0
7800 3900 0

Figure A8: Profit Table for 4 quintal harvest, Buyer 2 Scenario 1

Quintals Sold to Buyer 1 (60kg)

o | 1 [ 2 [ 3 | a
Quintals Sold to Buyer 2 (60kg)
4 | 3 | 2 [ 1 | o
Total Revenue from Sales to Both Buyers
Revenue from Sale to Buyer 1
(Quantity Sold to Buyer 1 x $50 MXN)
0 3000 6000 9000 12000
Price per kilogram Revenue from Sale to Buyer 2
AN (Quantity Sold x Dice Result)
35 8400 6300 4200 2100 0
40 9600 7200 4800 2400 0
45 10800 8100 5400 2700 0
50 12000 9000 6000 3000 0
55 13200 9900 6600 3300 0
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Figure A9: Profit Table for 4 quintal harvest, Buyer 2 Scenario 2

Quintals Sold to Buyer 1 (60kg)

o [ 1 | 2 [ 3 | a
Quintals Sold to Buyer 2 (60kg)
a [ 3 [ 2 [ 1 [ o
Total Revenue from Sales to Both Buyers
Revenue from Sale to Buyer 1
(Quantity Sold to Buyer 1 x $50 MXN)
0 3000 6000 9000 12000
Price per kilogram Revenue from Sale to Buyer 2
(MXN) (Quantity Sold x Dice Result)
40 9600 7200 4800 2400 0
45 10800 8100 5400 2700 0
50 12000 9000 6000 3000 0
55 13200 9900 6600 3300 0
60 14400 10800 7200 3600 0

Figure A10: Profit Table for 4 quintal harvest, Buyer 2 Scenario 3

Quintals Sold to Buyer 1 (60kg)

o | 1 [ 2 [ 3 | a
Quintals Sold to Buyer 2 (60kg)
4 | 3 | 2 [ 1 | o
Total Revenue from Sales to Both Buyers
Revenue from Sale to Buyer 1
(Quantity Sold to Buyer 1 x $50 MXN)
0 3000 6000 9000 12000
Price per kilogram Revenue from Sale to Buyer 2
AN (Quantity Sold x Dice Result)
45 10800 8100 5400 2700 0
50 12000 9000 6000 3000 0
55 13200 9900 6600 3300 0
60 14400 10800 7200 3600 0
65 15600 11700 7800 3900 0
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Figure A11: Profit Table for 6 quintal harvest, Buyer 2 Scenario 1

Quintals Sold to Buyer 1 (60kg)

0 1 [ 2 | 3 | a [ s 6
Quintals Sold to Buyer 2 (60kg)
6 5 [ a4 | 3 [ 2 [ 1 0
Total Revenue from Sales to Both Buyers
Revenue from Sale to Buyer 1
(Quantity Sold to Buyer 1 x $50 MXN)
0 3000 6000 9000 12000 | 15000 | 18000
Price per kilogram Revenue from Sale to Buyer 2
(MXN) (Quantity Sold x Dice Result)
35 12600 | 10500 8400 6300 4200 2100 0
40 14400 | 12000 9600 7200 4800 2400 0
45 16200 13500 | 10800 8100 5400 2700 0
50 18000 | 15000 | 12000 9000 6000 3000 0
55 19800 16500 | 13200 9900 6600 3300 0

Figure A12: Profit Table for 6 quintal harvest, Buyer 2 Scenario 2

Quintals Sold to Buyer 1 (60kg)

0 1 | 2 | 3 | a [ s 6

Quintals Sold to Buyer 2 (60kg)
6 5 | a4 | 3 | 2 [ 1 0

Total Revenue from Sales to Both Buyers
Revenue from Sale to Buyer 1
(Quantity Sold to Buyer 1 x $50 MXN)
0 3000 6000 9000 12000 15000 18000
Price per kilogram Revenue from Sale to Buyer 2
AN (Quantity Sold x Dice Result)

40 14400 12000 9600 7200 4800 2400 0
45 16200 13500 10800 8100 5400 2700 0
50 18000 15000 12000 9000 6000 3000 0
55 19800 16500 13200 9900 6600 3300 0
60 21600 18000 14400 10800 7200 3600 0
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Figure A13: Profit Table for 6 quintal harvest, Buyer 2 Scenario 3

Quintals Sold to Buyer 1 (60kg)

o [ 1 [ 2 [ 3 [ a [ 5 [ &
Quintals Sold to Buyer 2 (60kg)
6 | 5 | a4 [ 3 | 2 [ 1 [ o
Total Revenue from Sales to Both Buyers
Revenue from Sale to Buyer 1
(Quantity Sold to Buyer 1 x $50 MXN)
0 3000 6000 9000 12000 | 15000 | 18000
Price per kilogram Revenue from Sale to Buyer 2
(MXN) (Quantity Sold x Dice Result)
45 16200 | 13500 | 10800 8100 5400 2700 0
50 18000 | 15000 | 12000 9000 6000 3000 0
55 19800 16500 | 13200 9900 6600 3300 0
60 21600 | 18000 | 14400 | 10800 7200 3600 0
65 23400 19500 | 15600 | 11700 7800 3900 0

Figure A14: Profit Table for 8 quintal harvest, Buyer 2 Scenario 1

Quintals Sold to Buyer 1 (60kg)

o | 1 [ 2 [ 3 [ a5 |6 | 7 | 8
Quintals Sold to Buyer 2 (60kg)
8 | 7 [ 6 [ 5 [ a4 | 3 ]2 |1 o
Total Revenue from Sales to Both Buyers
Revenue from Sale to Buyer 1
(Quantity Sold to Buyer 1 x $50 MXN)
0 3000 | 6000 | 9000 | 12000 | 15000 | 18000 | 21000 | 24000
Price per kilogram Revenue from Sale to Buyer 2
() (Quantity Sold x Dice Result)
35 16800 | 14700 | 12600 | 10500 | 8400 | 6300 | 4200 | 2100 0
40 19200 | 16800 | 14400 | 12000 | 9600 | 7200 | 4800 | 2400 0
45 21600 | 18900 | 16200 | 13500 | 10800 | 8100 | 5400 | 2700 0
50 24000 | 21000 | 18000 | 15000 | 12000 | 9000 | 6000 | 3000 0
55 26400 | 23100 | 19800 | 16500 | 13200 | 9900 | 6600 | 3300 0
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Figure A15: Profit Table for 8 quintal harvest, Buyer 2 Scenario 2

Quintals Sold to Buyer 1 (60kg)

o [ 1 [ 21 37 a5 [ e 78
Quintals Sold to Buyer 2 (60kg)
8 | 7 [ 6 [ 5 [ a ] 3] 2] 1]co
Total Revenue from Sales to Both Buyers
Revenue from Sale to Buyer 1
(Quantity Sold to Buyer 1 x $50 MXN)
0 3000 | 6000 | 9000 | 12000 | 15000 | 18000 | 21000 | 24000
Price per kilogram Revenue from Sale to Buyer 2
() (Quantity Sold x Dice Result)
40 19200 | 16800 | 14400 | 12000 | 9600 | 7200 | 4800 | 2400 0
45 21600 | 18900 | 16200 | 13500 | 10800 | 8100 | 5400 | 2700 0
50 24000 | 21000 | 18000 | 15000 | 12000 | 9000 | 6000 | 3000 0
55 26400 | 23100 | 19800 | 16500 | 13200 | 9900 | 6600 | 3300 0
60 28800 | 25200 | 21600 | 18000 | 14400 | 10800 | 7200 | 3600 0
Figure A16: Profit Table for 8 quintal harvest, Buyer 2 Scenario 3

Quintals Sold to Buyer 1 (60kg)

o | 12 [ 2 | 3] a5 ] 6 [ 7 ] 8
Quintals Sold to Buyer 2 (60kg)
8 | 7 [ 6 [ 5 [ a4 | 3 ]2 |1 o
Total Revenue from Sales to Both Buyers
Revenue from Sale to Buyer 1
(Quantity Sold to Buyer 1 x $50 MXN)
0 3000 | 6000 | 9000 | 12000 | 15000 | 18000 | 21000 | 24000
Price per kilogram Revenue from Sale to Buyer 2
() (Quantity Sold x Dice Result)
45 21600 | 18900 | 16200 | 13500 | 10800 | 8100 | 5400 | 2700 0
50 24000 | 21000 | 18000 | 15000 | 12000 | 9000 | 6000 | 3000 0
55 26400 | 23100 | 19800 | 16500 | 13200 | 9900 | 6600 | 3300 0
60 28800 | 25200 | 21600 | 18000 | 14400 | 10800 | 7200 | 3600 0
65 31200 | 27300 | 23400 | 19500 | 15600 | 11700 | 7800 | 3900 0
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Figure B1: Return to Experience by Municipality (1995)
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Municipio Return to Experience
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Figure B2: Return to Experience by Municipality (2000)
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Municipio Return to Experience

-0.8t0-0.3
N -0.3t0-0.2
-0.2t0-0.1
-0.1t00.0
0.0t0 0.1
0.1t00.2

LY 0.2t00.3
0.3t00.8

Figure B3: Return to Experience by Municipality (2010)
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