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ABSTRACT
Food security is a global challenge, especially in developing countries like Rwanda. With a growing popula‑

tion and limited agricultural land, Rwanda struggles to meet increasing food demands. Rice is a staple food crop
in Rwanda, playing a crucial role in the country’s food security. However, factors like climate variability, soil nutri‑
ent management, and limited access to high‑quality inputs hinder rice yield optimization. This paper investigates
the most effective machine learning model for predicting rice crop yield in Rwanda, using agricultural inputs and
practices. The study used secondary datasets from the National Institute of Statistics of Rwanda (NISR) for rice
yield prediction. Eight supervised machine learning algorithms were used, including Linear Regression, Random
Forest, Gradient Boosting, Support VectorMachine, Artiϐicial Neural Network, eXtreme Gradient Boosting Tree, and
AdaBoost. The models were evaluated based on their accuracy in predicting rice yields, with RMSE, MAE, and Rel‑
ative Error as primary metrics. The feature importance analysis was also conducted to identify signiϐicant factors
inϐluencing yield predictions. The study’s ϐindings revealed that the Adaptive Boosting Tree model outperformed
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the other machine learning models in predicting rice yield. This model achieved RMSE, MAE and Relative Error of
0.69, 0.46 and 12.4%, respectively, indicating a high level of predictive accuracy. The feature importance analysis
further highlighted the key factors that contributed to rice yield predictions, with the quantity of inorganic fertilizer,
degree of erosion, season, and seed type emerging as the most inϐluential variables. The study demonstrates the
effectiveness of machine learning models, particularly the Adaptive Boosting Tree, in improving rice yield predic‑
tions and highlighting the crucial role of agricultural inputs like fertilizer and seed type, in inϐluencing crop yields.
The output from this study will help the farmers and stakeholders to make data‑driven decisions about resource
use and crop management.
Keywords: Agricultural Inputs; Agricultural Practices; Machine Learning; Artiϐicial Intelligence; Precision Farming

1. Introduction
Agriculture is the cornerstone of human civiliza‑

tion, providing not only the food necessary for human
nutrition but also a vital source of income across the
globe. In developing countries, agriculture plays an
even more critical role, being a key driver of national in‑
come and employment. In Rwanda, agriculture forms
the backbone of the economy, engaging approximately
62% of the population, the majority of whom are small‑
holder farmers in rural areas. This sector is crucial for
both national development and poverty reduction. As
of 2023, the agricultural sector in Rwanda contributed
26% to the country’s GDP and accounted for 0.7% of
the nation’s economic growth, underscoring its signiϐi‑
cance [1]. Additionally, agriculture is a major source of
foreign exchange for Rwanda, contributing 37% to the
national export value in the 2021–2022 ϐiscal year [2].
These statistics highlight the vital role of agriculture in
Rwanda’s economy and the need for ongoing improve‑
ments to enhance productivity and sustainability. In‑
creasing agricultural output, therefore, is not just a ne‑
cessity for ensuring food security but also fordriving eco‑
nomic growth, improving livelihoods, and strengthening
the national economy.

The Government of Rwanda has made tremen‑
dous efforts to increase agricultural productivity toward
achieving food security and poverty reduction. It has
formulated a coherent strategy for agriculture such as
the Strategic Plan for the Transformation of Agriculture
(SPTA) in Rwanda. Phase III of the plan (SPTA3) issued
in 2013 covered the ϐive years (2013–2017), and phase

IV (PSTA4) issued in 2018 covered the ϐive years 2018–
2022 in response to the need for an updated strategy
for agriculture [3]. One of the goals of the National Strat‑
egy for Transformation (NST1), which was established
in 2017 to promote transformation throughout the coun‑
try, was to modernize and increase the productivity of
agriculture and livestock by maintaining the agriculture
sector’s relatively stable average annual growth rate of
5.7% between 2017 and 2024. The PSTA4 predicted
that average annual growth in agriculture would reach
10% through 2023 and that the percentage of families
facing food insecurity would decrease to 10% by 2023–
2024. This plan seeks to facilitate the development of
Rwanda’s agriculture, through an approach based on re‑
sourcemanagement, human capacity, and private sector‑
driven value chains. The agricultural policy in Rwanda
continues to promote agriculture intensiϐication to in‑
crease productivity, value addition, modernization, and
improved quality of livestock to achieve an average an‑
nual growth rate of 8.5%. It is in this scope that the gov‑
ernment of Rwanda has set up the Crop Intensiϐication
Program (CIP) andmore recently a Livestock Intensiϐica‑
tion Program (LIP). The CIP and the Land Use Consolida‑
tion Program among others were prioritized programs
focusing on specialized crops with a target of increas‑
ing agricultural production and food security in Rwanda.
However, the lack of enough arable land for agriculture
and the population’s increase pose a serious challenge to
the Government of Rwanda’s ability to ensure food secu‑
rity [4].

The 2021 Comprehensive Food Security and Vul‑
nerability Analysis (CFSVA) results indicated that 20.6
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percent of Rwandans were generally food insecure, with
1.8 percent being classiϐied as highly food insecure and
18.8 percent classiϐied as having moderate food insecu‑
rity. The proportion of stunted children under ϐive years
of age in Rwanda decreased signiϐicantly from 34.9 per‑
cent in 2018 to 32.4 percent in 2021. Of them, 8.4%
had severe stunting and 24.0% had moderate stunting.
Around 2.4% of children under ϐive suffer from acute
malnutrition, also known as wasting. Of these, 1.8% ex‑
perience moderate acute malnutrition, and 0.6% expe‑
rience severe acute malnutrition. Between 2018 and
2021, the prevalence of acute malnutrition increased by
0.4 percent to 2.0 percent [5]. The statistics above draw
attention to the issue of the lack of sufϐicient food, which
exacerbates ailments associated with malnutrition.

To tackle the pressing issue of food insecurity, en‑
hancing crop yield is of paramount importance. The ϐirst
critical step in this process is to identify and thoroughly
understand the factors that inϐluence crop productiv‑
ity. These factors are generally categorized into three
main groups: technological, biological, and environmen‑
tal. Technological factors encompass agricultural prac‑
tices andmanagerial decisions that directly impact farm‑
ing outcomes. Biological factors include challenges such
as diseases, insects, pests, and weeds that can severely
affect crop health. Environmental factors are broad and
encompass climatic conditions, soil fertility, topography,
and water quality, all of which contribute to the varia‑
tions in yield observed across different regions of the
world [6]. Understanding these multifaceted inϐluences
is key to improving crop yields.

In the context of Rwanda, there are different factors
thatmight inϐluence the crop productivity. These factors
include agricultural inputs and practices, such as the use
of pesticides, the use of inorganic fertilizer, the applica‑
tion of anti‑erosion practices, the choice of seed type to
be sown, the application of irrigation practices, the type
of farmers which affect the quantity and quality of in‑
puts and practices, and the agricultural season, which is
subject to change due to variability in climate conditions.
Positive or negative effects on agricultural output can re‑
sult from farmers applying these elements insufϐiciently
or not at all [7]. Helping farmers and other stakeholders
understand how to best utilize these inputs to increase

agricultural output is therefore essential.
In this context, Machine Learning (ML) has

emerged as a promising tool, providing the means to
analyze and model these complex interactions, thereby
enabling management strategies for enhancing agricul‑
tural productivity and better prediction of crop disease,
crop yield, weed, and crop health [8]. The following sec‑
tion explores the past research studies incorporating
machine learning techniques and reveals their potential
gaps and the needs for improvement.

In their study assessing rice yield prediction in
Nigeria, Jiya, Illiyasu and Akinyemi [9] examined the ef‑
fects of climate change on agricultural output by focus‑
ing on rice production in Katsina state from 1970 to
2017. The research employed many machine learning
models, including Naıv̈e Bayes, Random Forest, Artiϐi‑
cial Neural Networks, and Logistic Regression, using cli‑
mate data from the World Bank Climate Knowledge por‑
tal and rice yield data from the Nigeria Bureau of Statis‑
tics. The outcomes showed that Random Forest fared
better in terms of classiϐication accuracy than the other
models. Although the study offers insightful analysis
and practical models for yield prediction, it falls short in
addressing the impact of non‑climatic variables such as
soil nutrients and agricultural practices. To improve the
precision and usefulness of rice yield prediction models,
future studies may ϐind it advantageous to incorporate
these extra characteristics.

Li et al. [10] examined the impacts of temperature,
solar radiation, and precipitation on rice yields. The
study used local polynomial regression (Loess). For
quantitative analysis, a linear mixed‑effects model was
utilized. The results showed that higher average tem‑
peratures and precipitation decreases ofmore than 25%
had a negative impact on rice yield, although higher CO2

concentrations and good management techniques were
able to offset these negative effects. A 1 °C increase in
average temperature resulted in a 3.85% loss in rice out‑
put, but a 100 ppm increase in CO2 caused a 7.1% in‑
crease in yield. The study also showed that there is a
lot of variation in rice production projections because
of variations in climatemodels, study sites, and scenario
types. While providing extensive insights, the research
is constrained by errors in climate models and the omis‑
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sion of important agricultural elements like soil health
and farming practices. In order to close these gaps in
knowledge and inform the creation of sustainable agri‑
cultural policies, future study could include more vari‑
ables in order to enhance the precision of rice produc‑
tion forecasts.

Zhou, Xu and Chen [11] conducted a study in Hubei
Province of China, to compare three deep learning mod‑
els: CNN‑LSTM, CNN, and ConvLSTM for predicting the
yearly rice yield at the county level. In order to account
for regional variability, a dummy variable was included
in the training process along with ERA5 temperature
data and MODIS remote sensing variables such the Soil‑
Adapted Vegetation Index (SAVI), Gross Primary Produc‑
tivity (GPP), and Enhanced Vegetation Index (EVI). The
labels were rice yield data from 2000 to 2019. Deep
learningmodels were used to train and forecast utilizing
remote sensing photos converted into normalized his‑
tograms. The results showed that compared to models
that only used data from remote sensing, the inclusion
of the spatial heterogeneity variable increased predicted
accuracy. When it came to prediction performance, CNN‑
LSTM outperformed both CNN and ConvLSTM among
the models that were tested. The study successfully
predicted rice output using sophisticated models. How‑
ever, to improve model performance and robustness, fu‑
ture research might look at adding additional variables
such soil characteristics, agricultural inputs and prac‑
tices, and climate variability.

Satpathi et al. [12] used historical rice yield and me‑
teorological data from three districts namely Raipur,
Surguja and Bastar in Chhattisgarh, India, over a 21‑
year period, to compare ϐive models: Stepwise Multi‑
ple Linear Regression (SMLR), Artiϐicial Neural Network
(ANN), Least Absolute Shrinkage and Selection Opera‑
tor (LASSO), Elastic Net (ELNET), and Ridge Regression.
Twenty percent of the dataset were used to validate the
modelswhile 80%of the datawere used for training pro‑
cess. Additionally, ensemble models were built using
ELNET, Cubist, Random Forest, and Generalized Linear
Model (GLM) techniques. With nearly perfect prediction
accuracy (R² = 1 for Raipur and R² = 0.99 for Surguja),
the study results showed that ANN performed best in
these two districts. The Random Forest model produced

thebest results forBastar (R² =0.85 for training and0.81
for validation), with ensemblemodels performing better
than individualmodels. Even though the studyproduced
reliable predictions, it would be advantageous to incor‑
poratemore variables, such soil data, agricultural inputs
and practices to increase the accuracy of forecasts over
a range of agro‑climatic zones.

Elbasi et al. [13] explored the prospective advan‑
tages of incorporatingML algorithms into contemporary
agriculture. The algorithms primarily aim to enhance
crop production efϐiciency and minimize waste by facil‑
itating informed decisions related to crop planting, irri‑
gation, and harvesting. In their research, Nigam et al. [14]
focused on using variousmachine learning algorithms to
predict crop yield based on temperature, rainfall, season,
and area. It was discovered that the Random Forest Re‑
gressor outperformed other ML algorithms in terms of
mean absolute error.

P. S. and R. [15] proposed ML algorithms namely Ar‑
tiϐicial Neural Network, Support Vector Regression, K‑
Nearest Neighbor, and Random Forest (RF) to evaluate
the most needed features for accurate crop yield predic‑
tion. The mean square error was used to evaluate the
performance of these models. The authors discovered
that the Random Forest algorithm obtained the highest
accuracy while using the same training agricultural data
and a variety of feature subsets.

Kang et al. [16] used sixMLalgorithmsnamely Lasso,
Support Vector Regressor, Random Forest, XGBoost,
Long‑Short term memory (LSTM), and Convolutional
Neural Network (CNN), and an extensive set of envi‑
ronmental variables derived from satellite observations,
weather data, land surface model results, soil maps, and
crop progress reports for maize yield prediction in the
US Midwest. They found out that the XGBoost algorithm
outperforms other algorithms both in accuracy and Sta‑
bility, while deep neural networks such as LSTM and
CNN were not advantageous.

In their study, Kuradusenge et al. [17] used three ML
models (Random forest, polynomial regression, and sup‑
port vector regression) to predict the Irish potato and
maize harvests in Rwanda based on rainfall and temper‑
ature. The best model was shown to be Random Forest,
with root mean square errors for Irish potato and Maize
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datasets of 510.8 and 129.9, respectively, and R‑square
values of 0.875 and 0.817.

In their study, Kumar et al. [18] recommended a tech‑
nique based on the K‑Nearest Neighbors (KNN) algo‑
rithm to assess the soil’s quality and predict the ideal
crop to grow. Temperature and soil quality were con‑
sidered as inputs to their algorithm. The proposed
method suggested the fertilizer based on the crop pre‑
dicted. The test results showed that the technique ac‑
curately predicts crop selection and production. Pani‑
grahi, Kathala and Sujatha [19] ϐitted anMLmodel to fore‑
cast farm productivity. Through the utilization of su‑
pervised learning, they gathered and trained data us‑
ing six diverse regression models, including Linear Re‑
gression, Gradient Boosting Regression, Random Forest
Regression, XGboost Regression, and Voting Regression.
Notably, the Random Forest Regression demonstrated
superior performance, achieving a cross‑validation test
score of 0.6087 and exhibiting a Mean Absolute Error
(MAE)of 468.16, outshining theothermodels in the com‑
parison. As technology advances, it is expected that ML
will play a critical role in solvingproblems related to agri‑
cultural productivity.

Although different machine learning algorithms
have been investigated in past studies for predicting
crop yield, most of these studies have primarily focused
on soil and weather parameters as the main predic‑
tors [9–12]. While these factors are indeed crucial, they
are often beyond the immediate control of farmers. In
contrast, agricultural inputs and practices, such as the
use of fertilizers, irrigation techniques, pest manage‑
ment, and crop rotation, are aspects that farmers can di‑
rectly inϐluence. Despite their signiϐicance, few studies
have incorporated these inputs and practices as key pre‑
dictors in crop yield models. Farming inputs and prac‑
tices play a pivotal role in optimizing agricultural pro‑
ductivity, and their impact can be as signiϐicant, if not
more so, than soil and weather conditions. Ignoring
these factors in predictivemodels can lead to incomplete
or less accurate predictions, whichmay not fully capture
the potential for yield optimization. Therefore, it is es‑
sential to conduct further research to evaluate the con‑

This research aligns with the ongoing efforts to
identify the most effective machine learning model for
predicting rice crop yield, particularly by emphasizing
the importance of agricultural inputs and practices. By
integrating these factors into the model, this study aims
to provide a more comprehensive understanding of the
elements that most signiϐicantly inϐluence crop yield.
The research focuses on rice, a priority crop within
Rwanda’s Crop Intensiϐication Program (CIP). The ma‑
chine learning approachwas selected due to its high pre‑
cision in agricultural cropyieldpredictionusing informa‑
tion gained from historical huge amount of data [9–11].

The ϐindings from this study could offer valuable in‑
sights into the improvement of rice yield predictions. En‑
hancing rice yield prediction can have a big impact on
resource management and agricultural productivity be‑
cause it provides accurate estimates that help decision‑
makers. The following are some possible effects: (1)
Farmers may maximize their usage of inputs like wa‑
ter, fertilizer, and insecticides by using accurate fore‑
casts. They can prevent needless misuse or underuse of
resources with a better understanding of future yields,
which will save money and promote more ecologically
responsible practices. (2) Farmers canmodify cropman‑
agement plans in response to expected variations in
weather or soil conditions by using enhanced yield pre‑
dictions. This allows for timely interventions and mod‑
iϐications during the growing season, which can result
in healthier crops and higher yields. (3) Accurate pro‑
jections offer vital data for organizing food supply net‑
works, assisting in the avoidance of food shortages and
price ϐluctuations. Anticipating output levels helps gov‑
ernments and organizations better manage food distri‑
bution and storage, especially in areaswhere climatic un‑
certainty is a concern. (4) Precise yield forecasts can as‑
sist policymakers in making strategic choices about the
distribution of funds and investments in agricultural in‑
frastructure. This also inϐluences agricultural policies by
boosting output and assisting farmers in regions where
crop yields are anticipated to be difϐicult.
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2. Materials and Methods
2.1. Data Collection

In this study, secondary data on rice crops were ob‑
tained from theNational Institute of Statistics of Rwanda
(NISR) through ofϐicial datasets from the Seasonal Agri‑
cultural Surveys (SAS) conducted from 2020 Season A
to 2022 Season B. These surveys provided valuable in‑
sights into the yield distribution of rice across different
seasons, as illustrated in Figure 1, which displays the
season‑wise rice yield distribution. Rice was selected as
the crop of interest due to its signiϐicant role in Rwanda’s
Crop Intensiϐication Program (CIP), which aims to in‑
crease agricultural productivity. Rice is one of the most
commonly consumed staple foods in Rwanda, contribut‑
ing signiϐicantly to the national food security and econ‑
omy.

TheSAS is a comprehensive agricultural survey con‑
ducted regularly in each agricultural season. The pri‑
mary objective of the survey is to produce reliable, area‑
based agricultural indicators, including crop area, crop
production, and the application of inputs and agricul‑
tural practices. The survey covers the entire country and
is conducted on sampled plots distributed across all 30
districts of Rwanda, ensuring a representative dataset
for agricultural analysis. In this particular study, rice
data were collected from 842 sampled plots, providing
a robust dataset for analysis.

Figure 1. Yield Distribution Per Season.

2.2. Data Cleaning

After collection, the data underwent a meticulous
examination and cleansing process to ensure its qual‑
ity and reliability. This involved a comprehensive re‑
view to identify and remove irrelevant entries that did

not contribute to themodel’s objectives. Erroneous data
points, which could skew the results, were also carefully
identiϐied and corrected or removed. Missing data were
addressed using appropriate imputation methods or ex‑
clusion, depending on the context and impact on the
analysis. Additionally, outliers were detected using the
Z‑score method, allowing for the identiϐication of data
points signiϐicantly deviating from thenorm,whichwere
then removed to optimize the accuracy and efϐiciency of
the model training process.

2.3. Data Processing

Categorical variables that comprised no more than
two categories were straightforwardly encoded into bi‑
nary values. For categorical variables with more than
two categories, these were transformed into a series
of binary dummy variables, each representing a unique
category. To avoid potential complications with multi‑
collinearity, which occurs when one independent vari‑
able in a model is linearly predictable from the others,
dummyvariables associatedwith the ϐinal categorywere
intentionally omitted from themodel. This exclusion is a
common technique to prevent the introduction of redun‑
dant information, which can skew model performance
and lead to unreliable coefϐicient estimates [20].

2.4. Data Scaling

Data scaling is a crucial preprocessing method in
data preparation that ensures numerical features are
brought within a similar range, thereby improving the
performance and reliability of machine learning mod‑
els. In this study, data normalization was speciϐically
applied to the quantity of the inorganic variable. This
step was necessary because the range of the inorganic
variable was signiϐicantly larger compared to other vari‑
ables. By normalizing this variable, we ensured that it
did not disproportionately inϐluence themodel, allowing
for more accurate and balanced predictions. Addition‑
ally, this scaling process helped in reducing the impact
of potential outliers, leading to a more robust predictive
model.
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2.5. Feature Selection

As depicted in Table 1, a carefully curated selec‑
tion of 10 key features was identiϐied, each providing
substantial information critical for accurate rice crop
yield prediction. These features were chosen based on
their strong correlations with yield outcomes, ensuring
that the model is both robust and reliable in predict‑
ing variations in rice production. This selection process
involved analyzing numerous potential factors and nar‑
rowing them down to those most impactful on the yield.

Table 1. Selected Features.
S/N Feature

1 Quantity of inorganic fertilizer
2 Severe erosion
3 Season
4 Use of pesticides
5 Type of seed
6 Farmer type
7 Irrigation
8 Anti‑erosion
9 Moderate erosion
10 Very low erosion

The following section discusses the theoretical ra‑
tional behind the choice of features and how they inϐlu‑
ence crop yield prediction.

2.6. Justiϐication of Feature Selection

2.6.1. The Quantity of Inorganic Fertilizer

It is the continuous variablemeasured in kilograms
and it has a large impact on the rice productivity im‑
provement. Inadequate use of fertilizers by farmers is
among the challenges that were highlighted by the re‑
port of 2021 of the Ministry of Agriculture and Animal
Resources (MINAGRI) of Rwanda. Other issues identi‑
ϐied in the report include soil fertility degradation and
farmers not applying sufϐicient organic fertilizers due to
the lack of enterprises capable of sustainably supplying
organic manure in marshland areas. In response, the
Rwandan government prioritizes enhancing the avail‑
ability and accessibility of inorganic fertilizers for farm‑
ers and subsidizes the cost of inorganic fertilizers for
the cultivation of priority crops including rice. However,
sufϐicient knowledge about howmuch fertilizer to apply

and how it varies depending on the unique properties of
the soil is lacking. Some farmers’ crop yield is negatively
impacted by improper fertilizer recommendations and
inadequate use [7].
2.6.2. Degree of Erosion

It is the ordinal variable, which indicates the level
of soil degradation in the plots, and its potential im‑
pact on crop productivity. Soil erosion is caused by inef‑
fective catchment management, poor hillside land prac‑
tices, ϐlash ϐlooding, and sediment accumulation, particu‑
larly during extremeweather events, which in turn dam‑
age rice crops and irrigation systems [7].
2.6.3. Agricultural Season

The agricultural season, which is a categorical vari‑
able, consists of two rice cultivation periods: Agricul‑
tural season A, from July to December, and agricultural
season B, from January to June of the same year. The
two seasons are affected by climatic conditions, particu‑
larly rainfall. Variations in rainfall distribution, temper‑
ature, and water availability in marshlands impact rice
growth and harvest. Even though both seasons include
the rainy periods, their effects can differ. Unpredictable
rainfall can reduce yields; while consistent rainfall at cru‑
cial growth stages can enhance productivity [7].

2.6.4. Use of Pesticides
Rwandan rice farmers heavily use pesticides to pre‑

vent pest‑related yield losses. However, the unchecked
application of these agro‑chemicals has raised concerns
about potential health risks to humans, animals, and
ecosystems due to water pollution. This issue arises
from the lack of strict regulation in pesticide distribution
and use [7].

2.6.5. Type of Seed Sown

The type of seeds, which indicates whether a
farmer uses improved seeds or not, is a categorical vari‑
able. Research conducted in Sub‑Saharan Africa, includ‑
ing Rwanda, has focused on improving seed genetics. As
a result, different rice varieties were released in 10 ma‑
jor rice‑producing countries in sub‑Saharan Africa by
2020. These improved varieties can be compared with
non‑improved seeds to assess their effectiveness [21].
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2.6.6. Farmer Type
The type of farmers, which includes small‑scale

and large‑scale farmers, is a categorical variable. These
two types of farmers differ ϐinancially and economically,
which may affect their use of farming inputs and prac‑
tices, potentially inϐluencing crop productivity.
2.6.7. Irrigation

Irrigation, which indicates whether or not the farm
was irrigated, is a categorical variable. Competing de‑
mands for water resources, such as household use, live‑
stock, and hillside irrigation, limit the availability of wa‑
ter for rice cultivation in marshlands. To address this
challenge, some farmers use irrigation, as rice crops re‑
quire signiϐicant amounts of water. The use of irrigation
can therefore enhance productivity [7].
2.6.8. Anti‑Erosion

This is a categorical variable that indicateswhether
anti‑erosion activities were implemented or not. Ero‑
sion control is essential for effective soil nutrient man‑
agement, which, in turn, contributes to increased crop
yield.

2.7. Machine LearningModels Implementa‑
tion

The study investigated eight supervised machine
learning algorithms to develop models for predicting
rice crop yield. The algorithms examined include Linear
Regression, which serves as a baseline model for com‑
parison; Linear Regression with Interaction, which in‑
corporates interaction terms to capture more complex
relationships; Support VectorMachine (SVM), known for
its effectiveness in high‑dimensional spaces; and Gradi‑
ent Boosting, which builds an ensemble of trees in a se‑
quential manner to improve prediction accuracy. Ad‑
ditionally, Extreme Gradient Boosting Tree (XGBOOST)
was evaluated for its robust performance in handling
large datasets and its ability to prevent overϐitting. Adap‑
tive Boosting Tree (AdaBoost) was also included for its
capability to combine weak classiϐiers to create a strong
predictive model. Random Forest, an ensemble learning
method that aggregates multiple decision trees, and Ar‑
tiϐicial Neural Network (ANN), which mimics the human

brain’s structure to learn fromdata, were also part of the
study. These models were selected because their pop‑
ularity and performance in crop yield prediction in the
past studies [9, 10, 22–34].

Table 2 provides a comprehensive summary of the
Pythonmodules or libraries used for implementing each
model, along with the speciϐic hyper parameters tuned
during the experimentation. This detailed comparison
aims to identify the most effective algorithm for accu‑
rately predicting rice yield based on various cultivation
resources and methods.
2.7.1. Multiple Linear Regression

A model that uses several predictor variables is
known as a Multiple Regression Model. Multiple Linear
Regression (MLR) is a statistical approach that helps de‑
scribe the linear relationship between a dependent vari‑
able and one ormore independent variables. The depen‑
dent variable, often called the target or response vari‑
able, is inϐluenced by independent variables, also known
as predictors. MLR is based on the least squares method
and is commonly applied in ϐields like agriculture to de‑
velop predictive models [23, 35]. In this rice yield predic‑
tion study, MLR is employed where the rice yield is the
dependent variable, and variables such as quantity of in‑
organic fertilizer, degree of erosion, season, use of pesti‑
cides serve as predictors. In this study the algorithmwas
implemented by considering the model default param‑
eters including 10‑fold cross‑validation to avoid model
overϐitting.
2.7.2. Random Forest

One popular ensemble learning technique for pre‑
dicting agricultural crop yields is Random Forest. To in‑
crease prediction accuracy, it builds many decision trees
andaggregates their results. A randomsubset of thedata
is used to train each tree in the forest, and the outputs
of all the trees are averaged or voted upon to get the
model’s ϐinal forecast. Large datasets including intricate
correlations and interactions between variables, such as
thosepertaining toweatherpatterns, agricultural inputs,
and soil conditions, lend themselves particularly well to
this method [9, 24–26]. Because Random Forest can han‑
dle both classiϐication and regression problems and is re‑
sistant to overϐitting, it is a good choice for agricultural
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Table 2. Models Implementation Summary.
S/N Model Type Python Package Used Hyperparameters

1 Multiple Linear Regression Sklearn, Linear Regression Default parameters of the library, 10‑fold cross validation
2 Random Forest Sklearn, Random Forest

Regressor
Default parameters of the library, 10‑fold cross validation

3 Gradient Boosting Sklearn, Gradient Boosting
Regressor

Default parameters of the library, 10‑fold cross validation

4 Support Vector Machine Sklearn, SVR Kernel = rbf, 10‑fold cross validation
5 Artiϐicial Neural Network Tensorϐlow, Keras Input layer: dense layer with 64 neurons, ϐirst Hidden layer: dense

layer with 64 neurons, second Hidden layer: dense layer with 64
neurons, output layer: dense layer with 1 neuron

Activation function: ReLu, Numberof epochs=80, Optimizer: Adam,
Learning Rate: 0.01, Metric = mean_squared_error, Mean Absolute
Error, Batchsize: 32, cross validation: 10‑fold

6 Extreme Gradient Boosting
Tree

XGBOOST, XGB Regressor Max depth = 12, Learning Rate=0.4, number of estimators = 60 and
10‑fold cross validation

7 Adaptive Boosting Tree Sklearn, AdaBoost Regres‑
sor, Decision Tree Regres‑
sor

AdaBoost parameters:

• n_estimators = 80
• learning_rate = 0.3

Decision Tree Parameters:

•max_depth = 11

10‑fold cross validation
8 Linear + Interaction Sklearn, Linear Regression,

Polynomial Features
LinearRegression parameters:

• Default parameters

Polynomial Features Parameters:

• Degree = 2
• Interaction_only = True

10‑fold cross validation

yield prediction. To prevent model overϐitting, 10‑fold
cross‑validation was included in the algorithm’s imple‑
mentation in this study, along with consideration for the
model’s default parameters.
2.7.3. Gradient Boosting

A potent machine learning technique for forecast‑
ing agricultural crop yield is called gradient boosting.
Similar to other boosting strategies, Gradient Boosting
builds decision trees one after the other, with each new
tree concentrating on ϐixing the mistakes caused by the
preceding ones. The model becomes better over time by
minimizing a loss function, which makes it very good at
capturing intricate relationships between variables like
soil, climate, and crop management techniques. Gradi‑
ent Boosting is a widely used model for yield outcomes
modeling in agriculture due to its versatility in process‑

ing different types of data and its ability to generate
forecasts with high accuracy. To mitigate overϐitting, a
10‑fold cross‑validation was applied in the algorithm’s
implementation in this study, while also taking into ac‑
count the default parameters of the model [27].
2.7.4. Extreme Gradient Boosting (XG‑

Boost)
XGBoost is ahigh‑performancemachine learning al‑

gorithm that excels in agricultural crop yield prediction
due to its ability to model complex, non‑linear relation‑
ships [28–31]. It sequentially builds decision trees, with
each tree correcting the errors of the previous one, mak‑
ing it highly effective for minimizing prediction errors.
As shown in Table 2, in this study, XGBoost is conϐig‑
ured with a maximum tree depth of 12, a learning rate
of 0.4, and 60 estimators to balance accuracy and com‑
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putational efϐiciency. A 10‑fold cross‑validation is also
employed to ensure the model’s generalization and ro‑
bustness.
2.7.5. Adaptive Boosting Tree (AdaBoost)

Another ensemble learning method that improves
crop production prediction models by concentrating on
strengthening weak learners is called adaptive boosting,
or AdaBoost. Decision stumps, or decision trees with
a single split, are constructed sequentially in AdaBoost.
Every tree is trained by giving more weight to the ob‑
servations that were previously incorrectly categorized,
which enables the model to perform better and better
over time. AdaBoost is helpful in capturing the intricate
interactions betweenpredictor variables for agricultural
output prediction. It is a useful technique for increasing
the precision of yield estimates because of its capacity to
strengthen weak predictors through reweighting [27, 32].

As illustrated in Table 2, key parameters for the
AdaBoost algorithm in this study included a learning
rate of 0.3 (learning_rate = 0.3) and 80 estimators
(n_estimators = 80). To balance complexity and avoid
overϐitting, the decision trees employed in AdaBoost
were limited to a maximum depth of 11 (max_depth =
11). AdaBoost constructs decision stumps in a stepwise
manner, with each new model concentrating on ϐixing
the mistakes caused by the preceding one. Furthermore,
10‑fold cross‑validation was utilized to guarantee the
model’s resilience and applicability. By capturing the
correlations between agricultural inputs including tem‑
perature, precipitation, and fertilizers, this technique
helps to improve the accuracy of production forecast.
2.7.6. Support Vector Machine

A supervised learning approach called Support Vec‑
tor Machine (SVM) is frequently used for regression and
classiϐication problems in crop yield prediction. SVM
operates by identifying the hyperplane that most effec‑
tively divides data into distinct groups or ϐits a regres‑
sion function. SVM is helpful in determining how differ‑
ent agricultural factors, such as soil properties, weather,
and farming practices, affect crop output when it comes
to forecasting crop yield. It is appropriate for model‑
ing complicated agricultural systems because of its ca‑
pacity to handle high‑dimensional data and non‑linear

interactions through kernel functions. It provides pre‑
cise forecasts based on a variety of crop‑related ele‑
ments [30, 34, 36].
2.7.7. Artiϐicial Neural Network

An Artiϐicial Neural Network (ANN) is a compu‑
tational model designed to simulate the way human
brains process information, making it effective for cap‑
turing complex, non‑linear relationships between vari‑
ables. ANN is mostly used in agricultural for different
crops yield predictions including rice crop due to its high
performance in prediction accuracy [10, 22, 33, 36].

An Artiϐicial Neural Network (ANN) is used in this
study to predict relationships between different agricul‑
tural inputs and rice yield. Four layersmakeup the archi‑
tecture of the artiϐicial neural network (ANN): an input
layer with 64 neurons, two hidden layers with 64 neu‑
rons each, and a single neuron in the output layer. To add
non‑linearity, theReLUactivation function is used across
the network. The model is trained over 80 epochs with
a batch size of 32 using the Adam optimizer at a learn‑
ing rate of 0.01. Mean squared error (MSE) and mean
absolute error (MAE) are the metrics used to assess the
performance, and a 10‑fold cross‑validation is used to
guarantee robustness. This ANN method improves agri‑
cultural yield forecast accuracy and offers ϐlexibility in
collecting intricate patterns.

2.8. Model Parameters Tuning

The Grid Search approach was employed to op‑
timize the model hyperparameters. This exhaustive
search technique is designed to identify the best hyper‑
parameters for a machine learning model. The param‑
eters (max_depth, random_state, learning_rate, number
of estimators, for XGBOOST and AdaBoost, Kernel for
SVM, activation function, and number of layers and neu‑
rons in hidden layers for neural networks) that control
the training procedure and model design are known as
hyperparameters. To do this, a variety of values for each
hyperparameter were tested, and the values that pro‑
vided the best model prediction accuracy were kept. For
the remaining parameters the default parameter values
were considered during the model training process.
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3. Results and Discussion

3.1. Evaluation Metrics

In the context of yield prediction, evaluating the
performance of predictive models is crucial for assess‑
ing their accuracy and reliability. This evaluation en‑
sures that themodels provide credible forecasts that can
guide agricultural decisions. Among the various metrics
used for performance assessment, three commonly uti‑
lized ones are Root Mean Square Error (RMSE), Mean
Absolute Error (MAE), and Relative Error. RMSE mea‑
sures the square root of the average squared differences
between predicted and observed values, emphasizing
larger errors due to its squaring effect. MAE calculates
the average magnitude of errors without considering
their direction, providing a straightforward measure of
average prediction accuracy. Relative Error, expressed
as a percentage of the observed values, allows for a pro‑
portional assessment of prediction accuracy in relation
to the size of the data. Together, these metrics offer a
comprehensive evaluation of model performance, help‑
ing researchers and practitioners reϐine their predictive
approaches and improve the reliability of yield forecasts.
3.1.1. Root Mean Square Error Computa‑

tion
In this paper, the Root Mean Square Error (RMSE)

evaluation metric was utilized to assess the accuracy
of rice crop yield predictions. RMSE provides a quan‑
titative measure of the average deviation between pre‑
dicted and actual yield values, reϐlecting the model’s
predictive performance. This metric was computed by
ϐirst determining the squared differences between each
predicted value and its corresponding actual observed
value. These squared differences are then averaged to
obtain the mean squared error. Finally, the square root
of this average is taken to obtain the RMSE. This method
ensures that larger errors have a proportionally greater
impact on the metric, making RMSE a robust measure
of prediction accuracy. Mathematically, RMSE is repre‑
sented as:

RMSE =

√
1
n
∑n

i=1
(yi − ŷi)2 (1)

With

• n is the total number of observations or samples;
• yi represents actual yield for observation i;
• ŷi represents the predicted yield for sample i.

Upon completion of the training phase for each
machine learning model, the Root Mean Square Error
(RMSE) was meticulously calculated for both the train‑
ing and testing subsets to comprehensively evaluate the
performance of each model. Figure 2 illustrates the
RMSE values obtained for rice yield prediction across
different models. The outcomes derived from the test‑
ing phase of the models, utilizing the testing subset, re‑
vealed that the Extreme Gradient Boosting Tree model
produced an RMSE value of 0.71. This indicates the
model’s performance in predicting rice yields with a cer‑
tain degree of error. In comparison, the Adaptive Boost‑
ing Tree model demonstrated a slightly lower RMSE
value of 0.69, suggesting a marginally better accuracy in
rice yield prediction. The comparative analysis of these
RMSE values highlights the effectiveness of each model,
with the Adaptive Boosting Tree model showing a more
reϐined capability in reducing prediction errors. Fur‑
thermore, this evaluationunderscores the importance of
selecting the most accurate model for practical applica‑
tions in agricultural forecasting, ultimately aiding in the
optimization of rice production practices.

Figure 2. Models RMSE for Rice Yield Prediction.

The ϐindings indicate that both the Extreme Gradi‑
ent Boosting Tree (XGBoost) andAdaptive Boosting Tree
(AdaBoost) models exhibit superior performance com‑
pared to other models evaluated in this study. This su‑
periority is evident not only in their accuracy on the test‑
ing subset but also in their effectiveness during the train‑
ing phase. The robustness of thesemodels is highlighted
by their ability to generalize well to new, unseen data
while maintaining strong predictive power on the train‑
ing dataset. The consistent performance across both
subsets underscores the reliability and efϐicacy of XG‑
Boost and AdaBoost in predicting rice crop yields, mak‑
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ing them valuable tools for enhancing agricultural fore‑
casting efforts.
3.1.2. Mean Absolute Error Computation

TheMeanAbsolute Error (MAE) is awidely utilized
metric for evaluating the accuracy of predictive models,
as it provides a clear representation of the average pre‑
diction error by focusing on the absolute differences be‑
tween predicted and actual values. MAE is advantageous
because it directly measures the average magnitude of
errorswithout taking into account their direction, which
simpliϐies the interpretation ofmodel performance. This
metric becomes particularly valuable in scenarioswhere
outliersmight skew the results, asMAE does not amplify
the impact of large errors through squaring, unlike the
Root Mean Squared Error (RMSE).

In this paper, the MAE metric was employed to as‑
sess the average deviation of predicted rice yield values
from actual observed values. By avoiding the squaring
of errors, MAE provides a more robust measure when
dealing with datasets that may contain outliers or ex‑
treme values. This characteristic makes MAE a pre‑
ferred choice for evaluating models where an accurate
and straightforward measure of prediction error is cru‑
cial. The calculation of MAE in this study followed the
formula:

MAE =
1
n
∑n

i=1
|yi − ŷi| (2)

Where :

• n is the total number of observations or samples;
• yi represents actual yield for observation i;
• ŷirepresents the predicted yield for sample i.

Throughout the evaluation of predictive models,
both the Extreme Gradient Boosting Tree (XGBoost) and
Adaptive Boosting Tree (AdaBoost) models consistently
demonstrate minimal Mean Absolute Error (MAE) val‑
ues. This performance is evident not only within the
training dataset but also across the testing dataset, in‑
dicating robust predictive accuracy and generalizabil‑
ity. These results underscore the models’ effectiveness
in capturing the complex relationships between agricul‑
tural inputs and practices, and rice yield. The accuracy
and reliability of these models are visually represented
in Figure 3, showcasing their strong performance in var‑
ious testing scenarios. This reinforces themodels’ poten‑

tial utility in optimizing rice yield predictions indifferent
agricultural contexts.

Figure 3. Models MAE for Rice Yield Prediction.

As indicated by Figure 3, the Adaptive Boosting
(AdaBoost) tree achieved a Mean Absolute Error (MAE)
value of 0.46, while the Extreme Gradient Boosting Tree
(XGBoost) produced a slightly higher MAE value of 0.47
for rice yield prediction. This result highlights the su‑
perior performance of the AdaBoost model over the XG‑
Boost model for predicting rice yield in Rwanda. The
lowerMAE value of AdaBoost suggests that it is more ac‑
curate in minimizing prediction errors, which is crucial
for effective agricultural planning and decision‑making.

Upon comparing the Root Mean Square Error
(RMSE) andMAE values, as illustrated in Figure 4, a con‑
sistent narrative emerges regarding the optimal selec‑
tion ofmachine learningmodels for rice yield prediction
in Rwanda. The validation of these metrics underscores
the reliability and effectiveness of both XGBoost and Ad‑
aBoost models. The results corroborate the initial ϐind‑
ings, conϐirming that both models exhibit strong perfor‑
mance. However, themarginal advantage of AdaBoost in
terms of MAE suggests that it may offer a slight edge in
predicting rice yield more accurately, making it a prefer‑
able choice for future applications in precision agricul‑
ture. This comprehensive analysis highlights the impor‑
tance of choosing the right model to enhance prediction
accuracy and improve yield forecasting in the context of
Rwanda’s agricultural practices.

Figure4. Rice Yield PredictionRMSEversusMAEComparison.

3.1.3. Relative Error Analysis
The relative error is a crucial metric for assessing

the accuracyof predictivemodels, particularly in the con‑
text of agricultural yield forecasting. In this ϐield, pre‑
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cise predictions are essential for making well‑informed
decisions about resource allocation, crop management,
and economic planning. Relative error measures the
proportionate difference between the predicted and ac‑
tual values, offering a normalized view of the predic‑
tion accuracy. This metric is especially valuable as it
allows for easy comparison across different scales and
datasets, providing a clear understanding of the model’s
performance. By quantifying how far off the predictions
are relative to the actual outcomes, relative error helps
in identifying the effectiveness of various modeling ap‑
proaches and guides improvements. Consequently, it
plays a signiϐicant role in enhancing the reliability of fore‑
casts, which is vital for optimizing farming practices and
achieving better yield outcomes [37].

In this study, we analyzed the relative error for var‑
ious models trained and tested on rice yield data. The
relative error was computed for both training and test‑
ing datasets to assess model performance across differ‑
ent conditions. The results are summarized in Table 3.

Among themodels evaluated, both theXGBoost and
Adaptive Boosting (AdaBoost) models demonstrated
exceptional predictive performance, with the lowest
test relative errors of 12.70% and 12.40% respectively.
These ϐigures indicate a strong capability for general‑
izing well to unseen data, which is crucial for reliable
predictions in real‑world scenarios. Furthermore, the
AdaBoost model exhibited a notably low training error
of 1.30%, reϐlecting a well‑balanced ϐit to the training
data without overϐitting. This balance between bias
and variance enhances themodel’s robustness and accu‑
racy. In comparison to other models, these results un‑
derscore the effectiveness of XGBoost and AdaBoost in
capturing the underlying patterns of rice crop yield in‑
ϐluenced by various argricultural inputs and practices.
Thus, bothmodels represent promising tools for improv‑
ing yield prediction and informing decision‑making in
agricultural practices.

3.2. Agricultural Inputs Contribution on
Crop Yield

Evaluating the importance of features in yield pre‑
diction is crucial for guiding farmers and stakeholders
on which parameters or cultivation resources and prac‑

tices to prioritize for improving agricultural productiv‑
ity. Understanding these factors is vital as they can
have both positive and negative impacts on yield produc‑
tion. By identifying and focusing on the most inϐluential
variables, farmers can make informed decisions that en‑
hance their productivity and sustainability. For this pur‑
pose, the AdaBoost algorithm, implemented through the
scikit‑learn Python library, was employed to assess the
relative contribution of each agricultural input to yield
prediction.

Figure5 illustrates the results of this analysis, high‑
lighting the contribution of each speciϐic feature in per‑
centage in predicting the rice yield. Among these, the
quantity of inorganic fertilizer emerged as a key pre‑
dictor with contribution of 56% for rice yield predic‑
tion, reϐlecting its signiϐicant impact on yield improve‑
ment. This is justiϐied by the fact that the most of the
rice farmers in Rwanda apply inorganic fertilizers for
improving the rice production due to soil degradation.
Additionally, the degree of erosion, seasonal variations,
and seed types were identiϐied as crucial factors inϐlu‑
encing rice yield prediction with contributions of 7%,
6%, 6% respectively. Practices such as anti‑erosionmea‑
sures and organic farming, alongside the use of pesti‑
cides, also showed considerable importance in yield pre‑
diction. These ϐindings underscore the necessity for
farmers to optimize these features in their agricultural
practices to achieve better yields. By leveraging such in‑
sights, stakeholders can better tailor their strategies to
address themost impactful elements, thereby enhancing
overall agricultural productivity.

Figure 5. Features Importance in Rice Yield Prediction.

The agricultural inputs may have a beneϐicial pos‑
itive or negative impact on rice productivity. As il‑
lustrated in the Figure 6, quantity of inorganic fertil‑
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Table 3. Model Relative Error.
Model Train Relative Error Test Relative Error

Linear Regression 22.80% 24.90%
Linear + Interaction 21.30% 25.70%
Random Forest 5.60% 15.40%

XGBOOST 0.30% 12.70%
Gradient Boosting 15.60% 21.10%

Support Vector Machine 19.70% 23.80%
Adaptive Model 1.30% 12.40%
Neural Network 15.60% 18.90%

izer, use of pesticides, agricultural season B, use of anti‑
erosion techniques and apply irrigation practices affect
the rice production positively with corresponding cor‑
relations of 0.25, 0.25, 0.16, 0.08 and 0.07 respectively.
When compared to other study‑investigated predictors,
these ϐindings show that the amount of inorganic and
use of pesticides has a signiϐicant favorable impact on
rice output. However, traditional seeds type, small scale
farmer type and degree of erosion affect the rice crop
yield negatively in that order. With the aim of increasing
rice agricultural production, these insights may assist
farmers and other stakeholders in prioritizing the use
of pesticides, improved seed varieties, irrigation tech‑
niques, and anti‑erosionmeasures. The ϐindings also im‑
ply that rice yield production is more advantageous dur‑
ing agricultural season B than that during agricultural
season A.

Figure 6. Correlation between Features and Rice Production.

4. Conclusions
In this study, our primary objective was to explore

the best machine‑learning model for predicting crop
yields based on farming inputs and practices. We investi‑
gated eight supervised machine learning algorithms, in‑

cluding Linear Regression, Linear Regression with Inter‑
action, Support vector Machine (SVM), Gradient Boost‑
ing, Extreme Gradient Boosting Tree (XGBoost), Adap‑
tive Boosting Tree (AdaBoost), Random Forest, and Arti‑
ϐicialNeuralNetwork (ANN). The focuswas tobuildmod‑
els that effectively predict yields for Irish Rice crop.

Secondary data obtained from seasonal agricul‑
tural surveys were utilized, speciϐically 842 plots for
rice. Before model construction, feature engineering
techniques were applied to enhance the quality of the
data. The dataset was then split into training and test‑
ing sets for model evaluation.

During the testing phase, utilizing the testing sub‑
set, the Extreme Gradient Boosting Tree model demon‑
strated promising performance, yielding RMSE values of
0.71 for Rice yield prediction. Similarly, the Adaptive
Boosting Tree model exhibits competitive results with
RMSE 0.69 for Rice yield prediction. The mean absolute
error (MAE) depicted also the superiority of Adaptive
Boosting tree on Rice yield prediction in Rwanda.

To understand the key factors affecting crop pro‑
duction, the Adaptive Boosting Tree algorithm and cor‑
relation matrix were used to investigate feature impact
on rice yield production. The analysis highlighted the
quantity of inorganic fertilizer and use of pesticides as
the most critical factors that have more positive impact
on Rice production with correlation of 0.25. However,
the use of traditional seeds, erosion and type of farmer
(small scale farmers) impact negatively the rice yield
productivity. These ϐindings offer valuable guidance for
farmers and policymakers on which agricultural prac‑
tices to prioritize for improving crop productivity.

The current study focused solely on agricultural in‑
puts for predicting rice yield. However, numerous other
factors, such as weather and soil conditions, also signiϐi‑
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cantly impact rice yield. Therefore, we recommend that
future studies evaluate the combined effects of weather
and soil parameters on rice yield prediction. Addition‑
ally, we suggest incorporating classiϐication models in
future research to help farmers assess whether upcom‑
ing yield production will be favorable or unfavorable,
thereby guiding them in selecting crops that would max‑
imize productivity.

Because Rwandan setting was the main focus of
the research, the prediction model outcomes are unique
to Rwandan context. However, by retraining the model
with the national speciϐic regional parameters that inϐlu‑
ence the rice yield prediction, the approach can be ap‑
plied to other nations as well.
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