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1. Introduction1 

By aligning the European Common Agricultural Policy (CAP) with the objectives of the Green 

Deal and the Farm to Fork Strategy, the European Union aims to create a more sustainable 

and resilient agricultural sector that can effectively address the challenges of climate change, 

biodiversity loss, and food security while ensuring the livelihoods of farmers and the well-being 

of rural communities (European Commission. Directorate General for Agriculture and Rural 

Development 2024c). 

To ensure the CAP achieves its intended objectives effectively, it is essential to conduct 

thorough evaluations and revisions (European Commission - Directorate-General for 

Agriculture and Rural Development 2024b). In 2015, the European Commission formulated a 

Common Monitoring and Evaluation framework serving as a roadmap for assessing the 

performance of the CAP and identifying areas for improvement (European Commission. 

Directorate General for Agriculture and Rural Development 2015). The monitoring process 

employs various policy indicators to gauge the progression of agricultural markets, rural 

development, and the use of finances (European Commission. Directorate General for 

Agriculture and Rural Development 2015). Through statistical analyses, the outcomes of the 

CAP are then evaluated.  

The CAP monitoring framework includes a wide range of policy indicators, covering output, 

results, context, and impact. Output indicators reflect the activities directly implemented 

through interventions, while context indicators measure overarching contextual trends 

(European Commission. Directorate General for Agriculture and Rural Development 2015). 

Impact indicators cover the outcomes of the policy apart from the direct outcomes of the 

interventions, while result indicators measure the immediate impacts of specific CAP actions 

(European Commission. Directorate General for Agriculture and Rural Development 2015). 

Each indicator category covers several indicators. The result indicators, for instance, entail 44 

indicators alone (European Commission. Directorate General for Agriculture and Rural 

Development 2015). With so many indicators, the dataset becomes complex and analyses 

become intensive. 

In environmental policy sciences, the complexities of analysing policy instruments and 

indicators are known and described (Herman and Shenk 2021). Techniques like statistical 

pattern analysis and grouping indicators into "umbrella" or composite indicators are 

recommended to simplify analysis (Herman and Shenk 2021). In the following, both words are 

used as synonyms. These composite indicators are several single indicators (when grouped 

                                                
1 This Hohenheimer Arbeitsbericht is based on a master thesis submitted by Anne-Katrin Gorn. 
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together then called sub-indicators) grouped together to reduce the number of indicators 

(Saisana and Tarantola 2002). These methods, prevalent in biological conservation and 

ecological sciences, are less common in agricultural economics and political sciences.  

The first research question of this study explores which methods from multivariate statistics or 

data mining are suitable for grouping policy indicators together (e.g. calculation of different 

types of correlation coefficients, factor analysis with eigenvalue decomposition). In keeping up 

with scientific method development, the aim is to develop a pre-analysis plan for constructing 

umbrella indicators and evaluate, if this is a useful tool for this type of analysis. 

Given the potential overlap of information in CAP indicators as suggested by their descriptions 

in the monitoring framework (European Commission. Directorate General for Agriculture and 

Rural Development 2015, see Appendix), investigates whether similar composite indicator 

methods could be applied to CAP indicators. Specifically, the goal is to identify overarching 

umbrella indicators within the CAP framework by empirically applying the statistical methods 

identified in the earlier step. 

Composite indicators have gained more importance over the last decades for e.g. comparing 

country performances regarding competitiveness or assessing sustainability (Freudenberg 

2003; Rogge 2012; Nardo et al. 2008; Fusco 2015). Several studies detail constructing 

composite policy indicators. Zhou and Zhang (2018) outlined steps for creating a composite 

indicator for sustainability in China. Freudenberg (2003) with the Organisation for Economic 

Cooperation and Development (OECD) discussed building composite indicators for global 

country performance comparisons. Additionally, Nardo et al. (2008) with the OECD published 

a comprehensive handbook, Saisana and Tarantola (2002) created a state-of-the-art guideline 

on constructing composite indicators, and Sébastien and Bauler (2013) explored composite 

indicators’ significance within EU institutions. Despite the breadth of these methodologies, their 

application to CAP indicators remains unexplored.  

This master's thesis addresses this gap and contributes to existing research by applying these 

methods to CAP indicators. The methodology for this study is outlined in chapter 2, which 

presents a comprehensive review of current literature on statistical methods for constructing 

composite indicators. Chapter 3 summarizes the key findings from this literature review and 

presents a roadmap for constructing composite indicators. Chapter 4 details the statistical 

application of these methods to CAP result indicator data, focusing on the identification and 

creation of specific umbrella indicators to simplify the dataset while preserving essential 

information. Chapter 5 contextualizes this statistical application by examining trade-offs, 

potential biases, and information loss, providing practical guidelines for future research and 
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policy analysis. Finally, chapter 6 offers a brief summary of the study's contributions and an 

outlook for further research.  



 
L i t e r a t u r e  r e v i e w    P a g e  | 4 

2. Literature review 

To gain a comprehensive overview of the current literature on the construction and analysis of 

policy indicators, an extensive systematic literature review was conducted using Scopus and 

Google Scholar. Boolean search operators were employed, specifically (("policy indicators") 

AND ("multivariate statistics" OR "correlation" OR "factor analysis" OR "regression trees" OR 

"statistical pattern analysis" OR "umbrella indicators" OR "composite indicators" OR 

"multivariate techniques")), to refine and focus the search results. The review was done with 

the first 77 most relevant results. The systematic literature search and selection process is 

illustrated in figure 1. In addition to the initial search results, references from identified papers 

were reviewed using the snowball approach to ensure a comprehensive examination of the 

topic. This literature review helped identify suitable methods for constructing umbrella 

indicators, summarized in the following section.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: PRISMA flow diagramme of systematic literature search and selection process 
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3. Roadmap for constructing umbrella indicators 

The literature review revealed a relatively consistent structure in the development of umbrella 

indicators, with the essential elements remaining largely the same across the viewed literature. 

The findings are summarized and organized in table 1 below, answering this work’s first 

research question. The primary references that informed the creation of the roadmap table 

include the works of Nardo et al. (2005), Nardo et al. (2008), Freudenberg (2003), Saisana and 

Tarantola (2002) and Zhou and Zhang (2018). 

Table 1: Roadmap for constructing a composite indicator as result of the literature review (based on Nardo et al. 
(2005), Nardo et al. (2008), Freudenberg (2003), Saisana and Tarantola (2002) and Zhou and Zhang (2018)) 

Step Explanation/goal References for method 

1. Selection2 Which indicators are relevant/ 
Which indicators cover similar 
aspects? 

(Saisana and Tarantola 2002; 
Botta and Koźluk 2014) 

2. Identification What structure has my data? 
What is the relation between my 
sub-indicators? 

(Saisana 2004; Saisana and 
Tarantola 2002; Nardo et al. 
2008) 

3. Normalization Ensuring comparability of 
indicators  

(Zhou and Zhang 2018; 
Freudenberg 2003) 

4. Imputing 
missing data 

Filling in missing data (Nardo et al. 2008) 

5. Weighting Examining the weight of each 
sub-indicator for the composite 
indicator 

(Saisana and Tarantola 2002; 
Zhou and Zhang 2018; Nardo 
et al. 2005) 

6. Aggregation Aggregating several sub-
indicators according to their 
weights to one composite 
indicator 

(Nardo et al. 2005; Saisana 
and Tarantola 2002; Nardo et 
al. 2008; Zhou and Zhang 
2018; Munda 2012) 

7. Uncertainty/ 
Sensitivity 
analysis 

How much bias or uncertainty is 
established through creation of 
one composite 

(Nardo et al. 2008; Saisana et 
al. 2005) 

 

3.1. Selection  

In constructing a composite indicator, several sub-indicators are combined to form an umbrella 

indicator (Saisana and Tarantola 2002). The critical question is which sub-indicators should be 

grouped together, a decision that depends on the specific aspect being measured and the 

relevant framework (Saisana and Tarantola 2002; Nardo et al. 2008). Saisana and Tarantola 

(2002) argue that there is no entirely objective method for selecting sub-indicators. The primary 

challenge lies in the potential for uncertainty or bias, given that this step is not fully objective 

(Nardo et al. 2008).  
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3.2. Identification 

After selecting the relevant indicators to describe the phenomenon, it is crucial to identify the 

data structure, statistical dimensions, and relationships among these indicators (Saisana and 

Tarantola 2002; Nardo et al. 2008). According to Saisana and Tarantola (2002), this step is 

fundamental for the subsequent stages of analysis. Multivariate statistics play a key role in this 

phase, offering a comprehensive understanding of the dataset, its structure, and the 

interrelationships among the sub-indicators (Nardo et al. 2008; Nardo et al. 2005; Saisana and 

Tarantola 2002; Hausner et al. 2017).  

Nardo et al. (2008) identified two primary dimensions within the dataset: the indicators and the 

countries. Different analytical methods are employed to explore the structure of each 

dimension (Nardo et al. 2008).  

For the analysis of sub-indicators, multivariate statistical methods such as Principal 

Component Analysis (PCA) and Factor Analysis (FA) are employed (Nardo et al. 2008). These 

methods facilitate the identification of dimensions within the data, uncovering similarities and 

assessing the weights of the indicators (Saisana and Tarantola 2002).  

Principal Component Analysis: PCA is a multivariate statistical method used to reduce the 

complexity of a dataset while preserving as much of the original variance as possible (Saisana 

and Tarantola 2002; Nardo et al. 2008; Manly 1994). It achieves this by transforming correlated 

indicators into new, uncorrelated variables known as principal components (Nardo et al. 2008) 

Each principal component is a linear combination of the original indicators, determined by 

eigenvectors, which represent the direction of the indicators in the new component, and 

eigenvalues, which quantify the amount of variance each eigenvector captures (Saisana and 

Tarantola 2002; Keita 2018).  

PCA utilizes a covariance or correlation matrix to identify these linear combinations, which 

convey the same information as the original indicators but without the redundancy introduced 

by their correlation (Nardo et al. 2005; Manly 1994). The more correlated the indicators are, 

the fewer dimensions are needed to capture the variance, resulting in a smaller number of 

principal components being retained (Nardo et al. 2005; Manly 1994) This reduction in 

dimensions helps to uncover the underlying structure of the data and provides valuable insights 

into the interactions and correlations between indicators (Nardo et al. 2008).  

Factor Analysis: FA achieves a similar result through a different approach (Saisana and 

Tarantola 2002). Instead of a correlation matrix, FA uses a statistical model (Nardo et al. 2008; 

Saisana and Tarantola 2002).  
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Cronbach's coefficient alpha (C-α): Another method mentioned in the literature is C-α, which 

estimates the degree of correlation among indicators and assesses the extent to which the 

indicators cover the same information (Nardo et al. 2008; Saisana and Tarantola 2002). This 

coefficient α ranges from zero to one, with a low α indicating multiple dimensions in the dataset, 

and a high α suggesting that the indicators measure the same information (Saisana and 

Tarantola 2002).  

For the second dimension, the countries, cluster analysis is frequently used in the construction 

of composite indicators (Nardo et al. 2005).  

Cluster analysis: This analysis provides an overview of similarities of the different countries 

between the indicators (Nardo et al. 2005). By identifying patterns and clusters among 

countries, cluster analysis informs the weighting and aggregation methods for subsequent 

steps (Nardo et al. 2008). Various clustering methods, including hierarchical and non-

hierarchical approaches such as k-means clustering, are available (Nardo et al. 2005).   

3.3. Normalization  

Given that different indicators measure various aspects, they are often expressed in different 

units (Zhou and Zhang 2018; Nardo et al. 2008). To combine these indicators, it is essential to 

bring them to a common unit or scale, which is accomplished through normalization methods 

(Nardo et al. 2008; Zhou and Zhang 2018). According to Hausner et al. (2017) normalization 

serves the same purpose as PCA, which is to reduce the complexity of the data. Zhou and 

Zhang (2018) mention the three most common types: 

Z-Score: This method normalizes values through z-standardization (Zhou and Zhang 2018). 

By subtracting the mean and dividing by the standard deviation, values are converted to a 

common standardized scale (Zhou and Zhang 2018). This is the most widely used method, as 

it assumes a normal distribution with a mean of zero (Freudenberg 2003). 

Distance to reference: This method normalizes values by comparing them to a reference 

point, which could be a historical value or another benchmark (Zhou and Zhang 2018; Nardo 

et al. 2008). In the context of panel data, according to Zhou and Zhang (2018) and Cherchye 

et al. (2007) suggest that using the first year as a reference point enables consistent 

comparisons over time.  

Re-scaling: This method re-scales values to a dimensionless scale ranging from zero to one, 

based on the global maximum and minimum (Zhou and Zhang 2018). The formula involves 

subtracting the minimum value from the actual value and dividing it by the range (the difference 

between the maximum and minimum values) (Zhou and Zhang 2018).  
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3.4. Imputing of missing data 

For constructing reliable composite indicators, reliable data is essential (Saisana and Tarantola 

2002; Nardo et al. 2008). Missing data presents a significant challenge in this context (Nardo 

et al. 2008; Freudenberg 2003). There are three primary methods for addressing missing data: 

the deletion of the entire observation, single imputation, and the multiple imputation (Nardo et 

al. 2008). All three methods may introduce some degree of uncertainty into the dataset, which 

must be accounted for in the subsequent analysis (Nardo et al. 2008; Nardo et al. 2005). 

Deletion of the case: Deleting cases with missing values is typically done only when the 

amount of missing data is relatively small (Pigott 2001). Deleting cases, as well as imputing 

values using mean or median, can alter the structure and variance of the data (Nardo et al. 

2005).  

Single imputation: As noted by Nardo et al. (2008), single imputation can be performed using 

techniques such as regression or mean substitution. When dealing with data from different 

time periods, time series analysis can be employed to impute missing data, providing precise 

estimates based on the existing data (Saisana and Tarantola 2002). 

Multiple Imputation: In preserving the original structure and variance of the dataset, multiple 

imputation is the most accurate method, as single imputation often underestimates variance 

(Nardo et al. 2008). This approach can be implemented using techniques such as Markov 

chains (Nardo et al. 2005; Nardo et al. 2008). Several complete datasets are estimated and 

generated, and a combination of these is used to impute the missing values (Pigott 2001; 

Nardo et al. 2005).  

Saisana and Tarantola (2002) and Nardo et al. (2008) suggest performing this step after the 

selection of indicators. However, other studies, such as Nardo et al. (2005) recommend 

conducting this step following the examination of the data structure and the normalization of 

indicators. 

3.5. Weighting 

When combining sub-indicators into a composite indicator, a key question arises: how much 

each sub-indicator should contribute to the overall indicator. This contribution is determined by 

assigning weights to each sub-indicator, and there are several methods for doing so (Nardo et 

al. 2005).  

Equal weighting: The simplest and most common method is equal weighting, where each 

sub-indicator is assigned the same weight (Nardo et al. 2008). However, Nardo et al. (2008) 

cautioned that this technique risks double counting when collinear indicators are included in 

the composite indicator, as both indicators may influence the composite while representing the 
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same dimension of information. Despite this, Nardo et al. (2005) argued that equal weighting 

can be advantageous when sub-indicators are in the same units and are scaled. Additionally, 

equal weighting of correlated sub-indicators allows for different aspects of a dimension to be 

represented in the composite indicator (Nardo et al. 2005). 

PCA/FA: Multivariate statistical methods such as PCA or FA not only examine the relationships 

between sub-indicators but can also be used to define their weights (Saisana and Tarantola 

2002; Hausner et al. 2017). According to Nardo et al. (2008), a correlation between sub-

indicators is necessary for using these methods for weight estimation. 

The literature also mentions several other weighting methods, such as expert opinion, benefit 

of the doubt, and multiple regression models (Nardo et al. 2005; Saisana and Tarantola 2002). 

Numerous options are available, and it is crucial to select the most appropriate method for 

each specific construction process (Nardo et al. 2008).  

3.6. Aggregation  

The process of selecting an appropriate function to combine the chosen sub-indicators and 

their respective weights into a composite indicator is known as aggregation (Zhou and Zhang 

2018). Several methods are discussed in the literature: 

Linear aggregation: Also referred to as simple additive weighting, this method involves 

creating a linear combination of the sub-indicators and their respective weights (Zhou and 

Zhang 2018). The sum of these linear combinations constitutes the composite indicator (Zhou 

and Zhang 2018). When all sub-indicators are measured in the same unit and standardized, 

this method is both straightforward and effective (Nardo et al. 2005).  

Geometric Aggregation: Also known as the weighted product, this method involves 

multiplying the sub-indicators, with their weights raised to the power of the respective indicators 

(Zhou and Zhang 2018). Geometric aggregation is only used when sub-indicators are strictly 

positive and on different scales (Nardo et al. 2005). While not commonly employed in 

constructing composite indicators, it presents significant opportunities according to Zhou and 

Zhang (2018).  

Multi-criteria method: When numerous diverse aspects are combined to create a composite 

indicator, such as in environmental indices, neither linear nor geometric aggregation may 

effectively capture all dimensions (Nardo et al. 2005). In such cases, the multi-criteria approach 

is more suitable, ensuring that each aspect is adequately represented in the composite 

indicator (Nardo et al. 2005).  



 
R o a d m a p  f o r  c o n s t r u c t i n g  u m b r e l l a  i n d i c a t o r s  P a g e  | 10 

3.7. Uncertainty and Sensitivity Analysis 

When combining multiple sub-indicators into a single composite indicator, assessing the 

robustness of this composite is crucial (Saisana and Tarantola 2002; Saisana et al. 2005). 

Several studies have explored uncertainty and sensitivity analysis for composite indicators 

(Saisana et al. 2005; Nardo et al. 2008).  

Uncertainty Analysis: Uncertainty analysis evaluates how variations in inputs affect the 

output (Saisana et al. 2005). For composite indicators, inputs include the methods used in their 

construction, while outputs refer to the composite indicator values, country rankings, and/or 

rank differences (Saisana et al. 2005; Nardo et al. 2005). According to Saisana et al. (2005), 

sources of uncertainty may arise from the selection of sub-indicators, data selection, data 

editing, normalization, weighting, and aggregation.  

Sensitivity Analysis: Sensitivity analysis aims to assess the contribution of each input to the 

overall variance of the output (Saisana et al. 2005; Nardo et al. 2005). This involves altering 

inputs to observe the resulting changes in the output (Saisana et al. 2005). Numerous 

variance-based techniques are discussed in the literature, including the Monte Carlo approach 

and the Sobol method (Nardo et al. 2005). Nardo et al. (2008) suggest one approach is to 

conduct a sensitivity analysis to identify which sources of uncertainty have the greatest 

influence on for example determining the relative ranking of two entities.  

The proposed roadmap for constructing umbrella indicators using statistical methods will be 

tested in the next chapter to assess its suitability for this analysis and to answer the second 

research question: whether these methods can be applied to the CAP framework to identify 

umbrella indicators.  
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4. Statistical Application 

4.1. CAP result indicator dataset 

The European Commission’s data portal for the Common Agricultural Policy offers several 

datasets related to indicator data (European Commission - Directorate-General for Agriculture 

and Rural Development 2024a). In this master's thesis, two available datasets - one covering 

indicator data from 2010 to 2023 and another from the current CAP period of 2023 to 2029 - 

were examined to determine which is most suitable for applying the methods for constructing 

composite indicators found in the literature review. 

For the 2023-2029 dataset, because the current CAP period only began in 2023, real empirical 

data is available only for 2023, while the data for the subsequent years up to 2029 consists of 

target values. To ensure the use of actual empirical data, the dataset containing annual 

empirical data of CAP indicators from 2010 to 2023 has been selected for this study. 

The dataset from 2010 to 2023 includes data on various monitoring indicators, including 

impact, result, output, and context indicators (European Commission. Directorate General for 

Agriculture and Rural Development 2015). In this work, the primary focus is on result indicators, 

which measure the immediate impacts of specific CAP actions (European Commission. 

Directorate General for Agriculture and Rural Development 2015). The result indicators were 

extracted from the data portal into an Excel file, and the statistical analysis was conducted 

using the statistical software RStudio version 4.2.1 (Posit team 2024). Packages used within 

this software were dplyr, tidyverse, tidyr, corr, ggcorrplot, FactoMiner, factoextra, mice, zoo, 

ggplot2, reshape2, nlme, cluster, psych, dendextend and ggdendro.  

Since the CAP framework divides actions into Pillar 1 and Pillar 2, the result indicators are 

categorized accordingly. The dataset includes data corresponding to both pillars for the period 

from 2010 to 2023, with this study focusing specifically on the result indicators of Pillar 2. 

According to the European Commission’s monitoring framework, there are 25 result indicators 

for Pillar 2 (European Commission. Directorate General for Agriculture and Rural Development 

2015). The labels of these result indicators follow the structure R.X_PII, where X represents 

the specific number of the indicator as described in the monitoring framework (European 

Commission. Directorate General for Agriculture and Rural Development 2015). Detailed 

definitions of each result indicator are provided in the appendix.  

The dataset comprises panel data for each result indicator from the 27 member states of the 

European Union (EU), covering the years 2010 to 2023. Additionally, it includes data for the 

EU as a whole for each indicator. The dataset consists of 23 columns in total, including a 

column for the indicator, sub-indicators (if applicable), a code identifying each indicator and its 
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sub-indicators, the data source, the measurement unit, the member states, and columns for 

each year from 2010 to 2023. Upon examining the dataset, it becomes evident that the 

indicators were measured over different time periods. For the result indicators in Pillar 2, data 

is available for the years 2015 to 2022, with complete data provided for all indicators for each 

year.  

However, the dataset obtained from the EU Data Explorer was incomplete for several 

indicators. The missing indicators include R.02_PII, R.13_PII, R.14_PII, R.15_PII, R.18_PII, 

and R.19_PII. According to the European Commission. Directorate General for Agriculture and 

Rural Development (2015), R.02_PII measures the change in agricultural output on supported 

farms per annual work unit. R.13_PII reflects the increase in water use efficiency in agriculture 

within Rural Development Programmes (RDP) supported projects, while R.14_PII measures 

the increase in energy use efficiency in agriculture and food processing within these projects 

(European Commission. Directorate General for Agriculture and Rural Development 2015). 

R.15_PII captures the renewable energy produced from supported projects, R.18_PII 

measures the reduction in methane and nitrous oxide emissions, and R.19_PII measures the 

reduction in ammonia emissions (European Commission. Directorate General for Agriculture 

and Rural Development 2015). Consequently, the dataset contains data for 19 result 

indicators. 

Except for R.21_PII and R.24_PII, which measure jobs created in supported projects and jobs 

created in supported LEADER projects respectively, all indicators in the dataset are measured 

as percentages (European Commission. Directorate General for Agriculture and Rural 

Development 2015; European Commission NaN). 

For data manipulation, the original dataset was filtered to include only member states, years, 

and the relevant indicators. The data pivot was adjusted so that the year became a column, 

with separate columns for each indicator. The member state column was retained, while the 

value for the European Union as a whole was removed since it represents the sum of the 

individual member states' values. Thus, the dataset now contains 21 columns, including 

member states, years, and indicators, with 216 observations per variable, corresponding to 

values for each of the 27 member states across the eight years. 

The first step in the statistical application involved conducting descriptive statistics on the 

dataset and its variables. Table 2 provides an overview of all result indicators. The minimum 

value for all indicators is either zero or very close to zero, with 0.003 for indicator R.03_PII. 

The maximum values, however, vary significantly. For thirteen of the indicators, the maximum 

values are below 100 (table 2). The other six indicators have maximum values exceeding 100. 

For indicators R.21_PII and R.24_PII, this is logical as their units are numerical counts. 
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However, for the other indicators, which are measured as percentages, values exceeding 100 

are inconsistent with their intended definition. A percentage value above 100, however, could 

be interpreted as an increase beyond the initial value. 

In analyzing the dataset, the prevalence of zero values was notable (see Appendix). Indicators 

R.01_PII, R.07_PII, R.08_PII, R.19_PII, and R.22_PII each had between 10 and 20 zeros 

among the 216 observations. Indicators R.06_PII, R.09_PII, R.11_PII, R.17_PII, R.20_PII, and 

R.21_PII had between 80 and 156 zeros, with R.09_PII having the highest count at 156. The 

remaining indicators with zero counts could be identified as those with missing values. 

Table 2 shows that six of the 19 indicators have more than 20,000 % missing values. In this 

context, zeros were considered as actual values, while missing values were represented as 

NAs, indicating the absence of data. Notably, indicators R.12_PII and R.25_PII had more than 

half of their values missing. Additionally, table 2 reveals that the means for each indicator are 

relatively low compared to their maximum values. This discrepancy is further highlighted by 

the fact that the standard deviations are generally higher than the means. This divergence can 

be attributed to the high number of zero values and the significant amount of missing data in 

the dataset.  

Table 2: Summary statistics of the 19 CAP result indicators 

Indicator Statistics across 27 member states and 2015-2022 
  Min Max Mean Std % of NAs 
R.01_PII 0.000 53.000 4.738 8.677 0.000 
R.03_PII 0.003 11.825 2.199 2.356 22.222 
R.04_PII 0.000 58.458 2.092 6.969 12.040 
R.05_PII 0.000 125.029 6.523 22.604 39.350 
R.06_PII 0.000 12.141 0.763 1.533 0.000 
R.07_PII 0.000 98.437 21.933 24.066 0.000 
R.08_PII 0.000 88.473 18.113 23.568 0.000 
R.09_PII 0.000 2.229 0.160 0.377 0.000 
R.10_PII 0.000 91.471 18.351 22.616 0.000 
R.11_PII 0.000 2.306 0.201 0.446 0.000 
R.12_PII 0.000 6.607 0.829 1.406 56.021 
R.16_PII 0.000 22.125 2.318 4.586 32.410 
R.17_PII 0.000 50.555 3.081 8.976 0.000 
R.20_PII 0.000 14.155 1.065 2.720 0.000 
R.21_PII 0.000 7070.000 514.769 1233.846 0.000 
R.22_PII 0.000 105.750 60.206 28.778 0.000 
R.23_PII 0.000 120.743 20.076 27.207 27.781 
R.24_PII 0.000 14640.000 812.546 1854.448 0.000 
R.25_PII 0.000 32.165 2.919 6.740 56.480 
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Figure 2 illustrates the trends of the indicators over time and across member states. Overall, 

each indicator demonstrates a positive trend, reflecting an upward trajectory in their respective 

measurements. This trend is consistent across the years, indicating a general improvement or 

increase in the values of these CAP indicators. 

Examining the data by year, 2015 had the highest number of missing values, with 81 (see 

Appendix), followed by 2016 with 73 missing values. The subsequent years generally had 

fewer missing values, averaging around 60 per year. The year with the lowest number of 

missing values was 2022, with 58. The distribution of zeros across the years is similar (see 

Appendix). 

Examining the data across member states, Bulgaria and Cyprus show the highest total 

numbers of zeros, with 70 and 66, respectively (see Appendix). In contrast, Italy and Germany 

have the lowest totals, with 16 and 17 zeros, respectively. Regarding missing values (Not 

Available, NAs), Italy, Spain, and nine other member states have either no NAs or very few, 

while the remaining states have up to 41 missing values, with Czechia having the highest count 

(see Appendix).  

  

Figure 2: Trend visualization of the CAP result indicators between 2015-2022 
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4.2. Building a CAP umbrella indicator  

4.2.1. Selection 

Following the roadmap for constructing a composite indicator in table 1, the first step involves 

identifying and selecting relevant indicators that accurately describe a specific phenomenon 

(Nardo et al. 2008). Unlike other contexts where composite indicators might be created from 

scratch, the CAP result indicators to select from are already provided in the dataset. Here, the 

objective is to identify indicators that represent and describe similar aspects of the CAP, 

enabling their combination into a unified indicator for further facilitated analysis as it was 

suggested by Galeotti et al. (2020). 

Unlike other approaches to constructing composite indicators that might involve subjective 

criteria, this method relies solely on statistical analysis to identify relevant indicators (Saisana 

and Tarantola 2002). In this case, the selection of indicators is based on the data structure 

rather than subjective judgment. 

The analysis following the steps of the pre-analysis plan in chapter 3 was initially complicated 

by the presence of missing values. Consequently, the roadmap for constructing the composite 

indicator, as outlined in the literature review (table 1), required adjustments to accommodate 

the statistical application. The first step in this adjusted process was the imputation of missing 

values. 

4.2.2. Imputing missing values 

Since the interest was in all member states and years and the amount of missing data for some 

indicators too high, the deletion of all cases with missing values, as proposed by Nardo et al. 

(2008) was not feasible. While mean imputation was considered and applied as recommended 

by several sources, the complexity and extent of missing data necessitated a more 

sophisticated approach (Nardo et al. 2008; Becker 2022).  

Therefore, the decision was made to use multivariate imputation by chained equations (MICE) 

(van Buuren and Oudshoorn 2000). This method is endorsed by the R package COINr, 

developed by the European Commission, as a suitable approach for multiple imputation 

(Becker 2022; Becker et al. 2022; van Buuren and Oudshoorn 2000; Kleinke et al. 2011). MICE 

is an iterative procedure that imputes missing values by using an imputation function for each 

indicator column with missing data, employing other indicators as inputs for the model, thus 

preserving the data structure (van Buuren and Oudshoorn 2000). The algorithm generates 

multiple datasets with imputed values through predictive mean matching (PMM), and these 

solutions are then combined to produce a final imputed value (van Buuren and Oudshoorn 

2000; Nardo et al. 2005; Pigott 2001).  
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As shown in the summary statistics in Table 2, imputation was performed only for the indicators 

R.03_PII, R.04_PII, R.05_PII, R.12_PII, R.16_PII, R.23_PII, and R.25_PII. 

Figure 3 illustrates the trends of these sub-indicators over the years following imputation by 

MICE. The graphs for the imputed sub-indicators generally exhibit a similar positive trend to 

that observed in the original dataset. However, the graphs for R.04_PII, R.05_PII, R.12_PII, 

and R.16_PII show slight deviations, and a less smooth trend compared to the original dataset. 

Despite these minor differences, the trends in the imputed data closely resemble those in the 

original dataset, and the summary statistics indicate only slight deviations (see Appendix). 

Therefore, the analysis proceeded with the dataset imputed using MICE. 

The most sophisticated approach for imputing missing data would have been to utilize time 

series analysis, which likely would have provided a more accurate estimation by accounting 

for temporal patterns and trends in the data (Kleinke et al. 2011; Bashir and Wei 2018; Suo et 

al. 2019). However, due to time constraints, this method was not implemented. 

4.2.3. Normalization  

According to the original roadmap outlined in table 1, the next step following the identification 

of relevant indicators would be the examination of the data structure. However, an examination 

of the dataset reveals that the value ranges of the indicators differ (see table 2). The imputation 

Figure 3: Trend visualization of the CAP result indicators between 2015-2022 after imputing missing values via 
multiple imputation by chained equations (MICE, van Buuren and Oudshoorn 2000) 
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of missing values using MICE and predictive mean matching did not alter these value ranges 

(see Appendix). Additionally, indicators R.21_PII and R.24_PII are measured in total numbers 

rather than percentages, unlike the other indicators (European Commission. Directorate 

General for Agriculture and Rural Development 2015). To ensure comparability among the 

indicators and to prevent high values of specific indicators from disproportionately influencing 

subsequent analyses, normalization is required (Freudenberg 2003). Consequently, instead of 

first performing the identification as suggested by Nardo et al. (2008), the original roadmap 

(table 1) was adjusted to include normalization immediately following the imputation of missing 

values. 

To address the varying scales and to facilitate accurate comparison among all indicators, z-
score standardization was applied. This method, recommended by Zhou and Zhang (2018) 

and others, is widely used for normalization (Freudenberg 2003). Z-score standardization 

transforms each indicator to a common scale with a mean of zero and a standard deviation of 

one by subtracting the mean value and dividing by the standard deviation (Nardo et al. 2008; 

Freudenberg 2003). This method is particularly suitable in cases with extreme values, as 

indicated by the large scale differences in Table 2. Compared to min-max normalization, z-

score standardization mitigates the impact of extreme values on the composite indicator 

(Nardo et al. 2005). Although ranking, as proposed by Nardo et al. (2008) would have been a 

simpler option and would also address outliers, it would result in a loss of information about 

variance between countries (Freudenberg 2003). Since variance and covariance are crucial 

for constructing the composite indicator in the subsequent steps, z-score standardization was 

deemed the more appropriate method (Nardo et al. 2008).  

Since the CAP result indicator data comprises panel data across member states and years, 

and given the interest in year-to-year differences, the indicator values were normalized using 

z-score standardization for each year separately. This approach facilitates year-wise 

comparison of the indicator values in subsequent analysis steps. 

A challenge encountered was that for indicators such as R.21_PII and R.24_PII, all values for 

the year 2015 were zero. In the year-wise normalization for these indicators, the mean, the 

deviation of values from the mean, and especially the standard deviation were all zero. This 

resulted in NaN (Not a Number) values due to the mathematical issue of dividing by zero. To 

address this, the columns with constant values for these specific years were treated as 

constant and retained as zero in the dataset.  

At the end of this step, the data was completed, with each indicator normalized separately for 

each year. 
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4.2.4. Identification 

In this step, unlike in the typical creation of composite indicators, the selection of sub-indicators 

from the dataset was based on the findings from the identification process. Essentially, the 

selection and identification steps were combined here. 

The initial approach involved conducting a correlation analysis of the indicators and 

performing PCA for all years to gain a comprehensive understanding of the dataset. This 

analysis was then repeated separately for each year to observe how the data structure evolved 

over time. The underlying assumption, as suggested by Saisana et al. (2005), was that highly 

correlated indicators are likely to convey similar information, making them suitable candidates 

for grouping together into a composite indicator. 

Figure 4 presents the correlation heatmap of the CAP result indicators. In this heatmap, a 

perfect positive correlation of one is represented by dark red, zero correlation by white, and a 

perfect negative correlation of minus one by dark blue. The heatmap reveals that most 

indicators tend to be positively correlated, with fewer instances of negative correlations (see 

Figure 4).  

 

 

 

 

 

 

 

 

 

 

  

 

Figure 4: Correlation Heatmap of the whole CAP result indicator dataset with strong positive correlation indicated 
by red and strong negative correlation indicated by blue squares 
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The diagonal elements in a correlation matrix represent the correlation of each indicator with 

itself, which is always equal to 1. Indicators highly correlated with a correlation larger than 0.9 

were indicators R.08_PII and R.10_PII. 

The next method used to further analyze the data structure was PCA, as recommended by 

Saisana and Tarantola (2002) and Nardo et al. (2008). The goal of PCA was to build upon the 

insights gained from the correlation analysis, allowing for a deeper understanding of the 

relationships between indicators and the extent to which they describe similar aspects of the 

CAP framework. However, the efficacy of using PCA had to be assessed beforehand through 

correlation analysis. If the indicators were not correlated, PCA would not provide additional 

valuable information (Saisana and Tarantola 2002). Therefore, ensuring that there were 

meaningful correlations between the indicators was a prerequisite for successfully applying 

PCA. 

The PCA results, as shown in Figure 5, confirm the multidimensional nature of the dataset, 

which is consistent with its status as panel data and the variety of distinct aspects captured by 

the indicators.  

The scree plot in Figure 5 graphically displays the eigenvalues, representing the proportion of 

variance explained by each principal component (Keita 2018). It reveals that the first seven 

principal components account for only 74.5 % of the variance, while ten dimensions are needed 

to explain 87.2 % of the total variance. This demonstrates the multidimensionality of the 

dataset, as ten dimensions are required to explain more than 80 % of the variance (Saisana 

et al. 2005).  

The biplot in figure 5 visually illustrates the direction and strength of each indicator's 

contribution to the first two principal components (Keita 2018). Each vector corresponds to an 

indicator, with its direction reflecting whether it has a positive or negative impact on the first 

two principal components (Keita 2018). The colour of the vectors, as shown in the legend, 

signifies the strength of their contributions to these components (Keita 2018). Close vectors 

suggest that the indicators they represent are highly correlated and likely cover similar 

information. For example, indicators R.10_PII and R.08_PII are positioned very closely, with 

similar direction and colour, indicating that they capture nearly the same underlying aspects. 
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Figure 5: PCA results of the whole CAP result indicator dataset including Scree Plot, Cos2 plot and Biplot (PCA of indicators) 
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The Cos2 plot in figure 5 shows the quality of the contribution of the result indicators to the first 

principal component (Keita 2018). Cos2, or squared cosine, measures how well each original 

variable is represented or projected onto the principal component (Keita 2018). High Cos2 

values indicate a strong contribution of the variable to the principal component, meaning the 

variable aligns well with that component (Keita 2018). From this plot, it is evident that indicators 

R.10_PII and R.08_PII exhibit the highest quality of contribution, signifying their strong 

alignment and influence on the first principal component. 

Given the high multidimensionality of the data revealed by the PCA on the entire dataset, 

further correlation analysis and PCA were conducted separately for each year. This approach 

was taken to examine how the data structure might change over time and to assess whether 

the dimensionality of the data could be reduced.  

The year-wise correlation analysis provided valuable insights into the relationships between 

indicators across different years. The correlation heatmaps for each year, found in the 

Appendix, demonstrate that the correlation structure of the indicators varies over time, as 

indicated by the changes in color on the heatmaps. Generally, the indicators tend to be more 

positively correlated with one another rather than negatively correlated. This positive 

correlation aligns with the trend analysis shown in figures 2 and 3, where all indicators exhibit 

a positive trend over time. This consistent upward trend across indicators likely contributes to 

their positive correlations, as they are all moving in the same direction. For instance, the 

correlation heatmap for 2021, shown in Figure 6, exemplifies this trend. 

  

Figure 6: Correlation heatmap for the CAP result indicators for the year 2021 (the correlation heatmaps for the 
rest of the years between 2015 and 2022 can be found in the Appendix) 
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However, it is important to note that for the year 2015, no correlation could be estimated for 

indicators R.21_PII and R.24_PII, due to the presence of only zero values for both indicators 

in that year.  

While the pairs of highly correlated indicators change from year to year, a consistent pattern 

was observed: indicators R.08_PII and R.10_PII are highly correlated in every year analyzed 

(as also highlighted in Figures 4 and 6). This consistent correlation suggests a strong 

relationship between these two indicators across all observed periods. 

The next step involved conducting PCA for each year individually to identify similar dimensions 

within the data. This year-by-year analysis sought to reveal shifts in the data structure over 

time and to detect consistent patterns or variations (see Appendix). The results showed that 

the scree plots for each year remained similar to the overall scree plot for all years (as shown 

in Figure 5). This indicates that the dataset’s multidimensionality persists across the years. 

The biplots for each year demonstrated that the indicators contributing to the first two principal 

components varied between years (see Appendix). However, indicators R.08_PII and R.10_PII 

consistently remained highly similar across all years, as seen in the overall plot in Figure 5. 

The biplot for 2015, presented in Figure 6, shows that this year had the highest number of 

indicators contributing significantly to the first two principal components. Not only did R.08_PII 

and R.10_PII demonstrate strong contributions to the first dimension, but also indicators 

R.09_PII, R.06_PII, and R.11_PII exhibited strong impacts, with similar vector directions 

indicating common information captured by these indicators.   

 

 

 

 

 

 

 

 

 

Figure 7: Biplot of CAP result indicator dataset for year 2015 with vectors representing each indicator and the 
colour as indicated by the legend on the right the indicators contribution to the respective principal components 
one on the x-axis and two on the y-axis 
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Looking at the Cos2 plots for each year, it becomes clear that only in 2015 do R.10_PII and 

R.08_PII not show the highest quality of contribution to the first principal component (see 

Appendix). This anomaly highlights that, across most years, these two indicators consistently 

capture the same information, reinforcing their strong relationship throughout the analysis. 

Given the presence of different dimensions and varying indicator contributions across years, a 

hierarchical cluster analysis was performed for each year to group highly correlated indicators. 

Indicators with correlations above 0.9 were clustered together. These clusters varied across 

different years, indicating the dynamic relationships within the dataset. Some indicators were 

strongly correlated in one year but not in another, reflecting evolving interactions over time 

within the CAP result indicators.  

Highly correlated indicator clusters are summarized in table 3. A correlation threshold of 0.9 

was chosen to define high correlation as done by Becker (2022). This threshold was selected 

to avoid an excessive number of indicators and to prevent overly crowded groupings, which 

would have been the case with a lower threshold, such as 0.7. Additionally, using a higher 

threshold of 0.9 helps ensure that the indicators within each group cover similar aspects, 

thereby minimizing information loss and reducing the uncertainty and variance associated with 

combining indicators. 

Table 3: Highly correlated indicator groups per year in CAP result indicator dataset 

 

 

 

 

 

 

 

 

 

As shown in table 3, indicators R.08_PII and R.10_PII, which were identified as highly 

correlated across all years in the PCA biplots, consistently demonstrate strong correlation. In 

2015, a notable group comprising more than two indicators was identified, including R.06_PII, 

R.09_PII, and R.11_PII. This finding aligns with the graphical analysis of the biplot for 2015, 

Year Indicator group Correlation  
   

2015 R.06_PII_R.09_PII_R.11_PII 0.91,0.91,1 
2015 R.08_PII_R.10_PII 0.98 
2016 R.08_PII_R.10_PII 0.98 
2017 R.08_PII_R.10_PII 0.98 
2017 R.09_PII_R.11_PII 0.97 
2017 R.17_PII_R.20_PII 0.95 
2018 R.08_PII_R.10_PII 0.99 
2019 R.08_PII_R.10_PII 0.98 
2019 R.17_PII_R.20_PII 0.9 
2020 R.08_PII_R.10_PII 0.98 
2021 R.08_PII_R.10_PII 0.97 
2022 R.08_PII_R.10_PII 0.97 
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depicted in Figure 6, which also shows these indicators exhibiting strong correlations and 

contributing significantly to the principal components for that year.  

These indicator groups will serve as the sub-indicators for the condensed indicators in the 

subsequent steps of the analysis.  

PCA is indeed based on correlation (Saisana and Tarantola 2002). However, it’s important to 

note that a high correlation between indicators doesn’t necessarily imply that they capture the 

same information or aspect of the phenomenon being measured (Saisana and Tarantola 

2002). Therefore, it is crucial to not rely solely on statistical correlation when deciding to 

combine indicators into a composite measure (Saisana and Tarantola 2002). A careful 

examination of the descriptions and definitions of these indicators is necessary to ensure that 

they actually cover similar aspects by definition, rather than just being statistically correlated. 

This step is essential to validate the meaningfulness of combining these indicators, ensuring 

that the resulting composite indicator is conceptually sound and accurately represents the 

intended aspects of the CAP framework.  

For example, the consistently high correlation between indicators R.08_PII and R.10_PII is 

supported by their descriptions taken form the monitoring framework (European Commission. 

Directorate General for Agriculture and Rural Development 2015). R.08_PII measures the 

percentage of agricultural land under management contracts to improve water management, 

while R.10_PII measures the percentage of agricultural land under management contracts to 

improve soil management and/or prevent soil erosion (European Commission. Directo2rate 

General for Agriculture and Rural Development 2015). Since both aspects, water management 

and soil management, are closely related, it is logical that these indicators show high 

correlation (Council et al. 1993). 

Similarly, indicators R.06_PII, R.09_PII, and R.11_PII, which all pertain to forestry land, are 

highly correlated in 2015 (European Commission. Directorate General for Agriculture and 

Rural Development 2015). R.06_PII measures the percentage of forest or other wooded areas 

under management contracts supporting biodiversity, R.09_PII covers the percentage of 

forestry land under management contracts to improve water management, and R.11_PII 

measures the percentage of forestry land under management contracts to improve soil 

management and/or prevent soil erosion (European Commission. Directorate General for 

Agriculture and Rural Development 2015). This correlation is expected as all these indicators 

relate to the management and conservation of forestry land. 

Indicators R.17_PII and R.20_PII also reflect related aspects: R.17_PII measures the 

percentage of agricultural land under management contracts targeting the reduction of GHG 

and/or ammonia emissions, while R.20_PII measures the percentage of agricultural and forest 
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land under management contracts contributing to carbon sequestration or conservation 

(European Commission. Directorate General for Agriculture and Rural Development 2015). 

Given their similar focus on emissions and carbon management, a high correlation would be 

expected. 

It remains unclear why some indicator pairs, such as R.17_PII and R.20_PII, do not exhibit 

consistent high correlations across all years. Similarly, the high correlation between R.09_PII 

and R.11_PII in 2017, but not with R.06_PII as seen in 2015, is also not fully understood.  

4.2.5. Weighting 

For each of these clusters, PCA was performed to determine their loadings for the first principal 

component (Nardo et al. 2008; Saisana and Tarantola 2002). In other contexts of composite 

indicator creation, these loadings could be used as weights (Saisana and Tarantola 2002). As 

Freudenberg (2003) states, weights should be assigned to each sub-indicator in a manner that 

aligns with the underlying framework. In this case, the goal was to combine indicators that 

represent similar aspects into a single composite indicator. Since the selected indicators are 

assumed to cover the same or similar information, each indicator should contribute equally to 

the final composite indicator. Consequently, the loadings were normalized to sum to 1, 

ensuring equal weighting for each sub-indicator.  

Using the loadings as weights would result in the composite indicator reflecting more 

information than the individual contributions of each sub-indicator, thereby making the 

composite indicator's values larger than the simple aggregation of the individual indicators. 

Table 4: Highly correlated indicator groups per year in CAP result indicator dataset with their loadings on first 
principal component (PC1) and their normalized loadings 

 

Year Sub-indicator group Loadings PC1 Normalized 
Loadings Correlation  

     

2015 R.06_PII_R.09_PII_R.11_PII 0.96,0.99,0.99 0.33,0.34,0.34 0.91,0.91,1 
2015 R.08_PII_R.10_PII 0.99,0.99 0.5,0.5 0.98 
2016 R.08_PII_R.10_PII 1,1 0.5,0.5 0.98 
2017 R.08_PII_R.10_PII 1,1 0.5,0.5 0.98 
2017 R.09_PII_R.11_PII 0.99,0.99 0.5,0.5 0.97 
2017 R.17_PII_R.20_PII 0.99,0.99 0.5,0.5 0.95 
2018 R.08_PII_R.10_PII 1,1 0.5,0.5 0.99 
2019 R.08_PII_R.10_PII 1,1 0.5,0.5 0.98 
2019 R.17_PII_R.20_PII 0.97,0.97 0.5,0.5 0.9 
2020 R.08_PII_R.10_PII 0.99,0.99 0.5,0.5 0.98 
2021 R.08_PII_R.10_PII 0.99,0.99 0.5,0.5 0.97 
2022 R.08_PII_R.10_PII 0.99,0.99 0.5,0.5 0.97 
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4.2.6. Aggregation 

To construct the composite indicator values, each indicator's value was multiplied by its 

normalized loading, and then these weighted values were summed to produce the composite 

indicator. This approach employs linear aggregation. Given that the indicators in each group 

cover similar information, the composite indicator represents a balanced combination of the 

respective indicators.  

Since different groups of indicators exhibit high correlations in different years, separate 

composite indicators were created for each year based on these correlations. Specifically, a 

composite indicator was developed for each group of indicators in the years they showed high 

correlation, as detailed in tables 3 and 4. For the indicators R.08_PII and R.10_PII, a composite 

indicator was created for each year, reflecting their consistently high correlation across years, 

as shown in tables 3 and 4. 

Since the composite indicator for R.08_PII and R.10_PII was created for all years, it is of 

particular interest. Figure 8 presents a comparison between the composite indicator and its 

sub-indicators. 

As shown in figure 8, the composite indicator values (blue line) consistently fall between the 

lines representing its sub-indicators, R.08_PII (red line) and R.10_PII (green line). This 

suggests that the construction of the composite indicator has been successful, as it reflects a 

balanced integration of the two sub-indicators. The blue line of the composite indicator 

consistently lies between the two sub-indicator lines (red and green), providing strong evidence 

of the effective application of statistical methods and the successful construction of the 

composite indicator. 
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Figure 8: Comparison of composite indicator composite_R.08_PII_R.10_PII (blue line) and its sub-indicators R.08_PII (red line) and R.10_PII (blue 
line) over the years for each member state  
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4.2.7. Uncertainty and Sensitivity Analysis 

When constructing composite indicators by combining multiple sub-indicators, it is essential to 

evaluate their robustness (Saisana and Tarantola 2002; Saisana et al. 2005). In this study, the 

uncertainty analysis focuses on the composite indicators involving sub-indicators R.08_PII and 

R.10_PII, as this is the most coherent composite indicator across years. Several studies have 

outlined methods for conducting uncertainty and sensitivity analyses for composite indicators 

(Saisana et al. 2005; Nardo et al. 2008; Nardo et al. 2005). The follwing is based on the 

procedures mentioned in there. These provide the foundation for this analysis. 

Uncertainty can arise from multiple sources in the process of constructing composite indicators 

Saisana et al. (2005). However, given the dataset and analysis performed here, two key 

sources of uncertainty, dataset provision and indicator selection, are not relevant. Instead, the 

focus is on data imputation, normalization, and aggregation. These steps are crucial in this 

application, as they directly affect the robustness of the composite indicator. The weighting 

step is not considered a source of uncertainty, as it is designed to align with the framework's 

assumptions. Aggregation, however, remains a potential source of uncertainty (Saisana et al. 

2005). 

The methods considered for addressing imputation, normalization, and aggregation are 

summarized in Table 5. These methods represent the primary sources of uncertainty and were 

adjusted for this particular application, based on the procedures outlined by Saisana et al. 

(2005).  

Table 5: Sources of uncertainty adjusted for this statistical application (based on Saisana et al. (2005)) 

 

 

 

 

 

Each method is assigned a number, and each combination of methods represents a different 

composite indicator construction. For example, the method combination "MICE, z-score, 

linear" is denoted as 1-1-1. 

For all 18 possible method combinations, the process of identification, equal weighting of sub-

indicators, and aggregation was repeated. The reference composite indicator is the one 

constructed using the combination "MICE, z-score, linear" (1-1-1). 

Number Possible sources of uncertainty 

  Imputation Normalization Aggregation 

1 MICE z-score linear 
2 Mean min-max geometric 
3 Median raw value - 
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For each method combination in table 5, the composite indicator values were computed for 

each year, and the member states were ranked accordingly. This ranking process follows the 

uncertainty analysis approach for composite indicators described by Saisana et al. (2005).  

To assess the robustness of the indicator method combinations, the average rank differences 

of composite indicators for R.08_PII and R.10_PII were compared across all method 

combinations relative to the reference indicator (method combination 1-1-1). This analysis 

includes the mean, along with the corresponding 5th and 95th percentiles for each member 

state, as shown in Figure 9. For most countries, the average rank shift hovers around zero. 

However, in some countries, such as Spain, Romania, Italy, and Finland, the mean average 

rank shift is slightly above one, indicating that the ranks tend to be higher in the method 

combinations compared to the reference indicator. Conversely, in countries like Belgium and 

Bulgaria, the ranks tend to shift to lower levels. The variation in average rank shifts differs 

significantly between countries. For instance, in Finland, ranks vary dramatically, spanning 

from very low to very high across the different method combinations. In contrast, in countries 

like Cyprus, the rank shifts are relatively minor. 

Figure 9: Uncertainty indicated by average rank differences of composite indicators of R.08_PII and R.10_PII 
constructed with all method combinations in comparison of the reference indicator with method combination 1-1-1 
including the mean, and the corresponding 5th and 95th percentiles for each member state 
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In the graphs depicting the average rank shifts of composite indicators for sub-indicators 

R.08_PII and R.10_PII, presented in the appendix, the average rank shifts of the sub-indicators 

relative to the 1-1-1 method combination are shown for each member state. These graphs 

reveal that the shifting patterns of the sub-indicators compared to 1-1-1 closely mirror the 

shifting patterns of their corresponding composite indicator. This suggests a strong relationship 

between the rank shifts of the sub-indicators and the overall structure of their composite 

indicator. 

Figure 10 illustrates the distribution of rank differences between the sub-indicators and the 

method combinations compared to the reference indicator, presented as box plots. The 

reference indicator, when compared to the sub-indicators, shows whiskers extending to a 

maximum rank difference of 27, indicating that member states display substantial rank 

variation across the reference indicator (1-1-1).  

 

 

 
Figure 10: Uncertainty indicated by boxplots of differences between composite indicators of the sub-indicators 
R.08_PII and R.10_PII constructed with all method combinations and the sub-indicators in comparison of the 
reference indicator with method combination 1-1-1  
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However, the interquartile range (the box representing the 25th to 75th percentiles) is relatively 

narrow and centered around zero for both sub-indicators, with most rank differences falling 

within approximately ±5 or 10. This suggests that the reference indicator effectively 

incorporates the sub-indicators and their respective rankings.  

In general, the mean rank shifts across all indicators are centered around zero. Method 

combinations such as 3-3-2, 3-3-1, 2-3-2, 2-3-1, 1-3-2, and 1-3-1 exhibit narrower boxes, 

indicating more consistent rank shifts when compared to the reference indicator. This suggests 

that these method combinations are more closely aligned with the reference indicator. 

Conversely, method combinations like 3-1-2, 2-1-2, and 1-1-2, which use z-score normalization 

and geometric aggregation, exhibit wider boxes and whiskers ranging from -17 to +17. This 

indicates larger differences from the reference indicator. However, their interquartile ranges 

are relatively small, typically between -4 and 5, suggesting that while the overall variation is 

greater, most of the rank differences still remain within this narrower range. Furthermore, the 

method combinations 2-1-1 and 3-1-1, which use mean and median normalization alongside 

z-score and linear aggregation, show no box or whiskers, only the mean of zero rank shift. This 

indicates that these combinations are identical to the reference indicators. This similarity 

between different imputation methods arises because the uncertainty analysis only considers 

the composite indicators constructed from sub-indicators R.08_PII and R.10_PII. Since these 

sub-indicators do not have missing values (see Table 2), no imputation was necessary, and 

thus the method combinations do not differ based on imputation. 

From figure 10, we can conclude that method combinations involving z-score normalization 

and geometric aggregation exhibit the greatest variation in rank differences compared to the 

reference indicator (1-1-1). This is expected, as geometric aggregation involves multiplying the 

weights by the power of each sub-indicator’s value. Method combinations that use raw value 

normalization (x-3-x) show only slight variations in rank differences relative to the reference 

indicator, as evidenced by the narrow boxes, typically ranging from -2 to +3. These indicators 

appear to be very similar to the reference indicator. 

For the sensitivity analysis, the approach suggested by Nardo et al. (2008) was employed to 

identify which sources of uncertainty exert the greatest influence on determining the relative 

rankings of entities. To illustrate this, two member states, Bulgaria and Estonia, were selected. 

The composite indicator values and rank differences for each method combination were 

compared to the reference indicator over the years, allowing us to assess the impact of the 

various sources of uncertainty on the relative positioning of these two countries. (see figures 

11 and 12).  
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Figure 11: Sensitivity Analysis of composite indicators of sub-indicators R.08_PII and R.10_PII with the help of composite indicator values for each method combination compared to 
refence indicator for Bulgaria (red line) and Estonia (blue line) over the years 2015-2022  
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Figure 12: Sensitivity Analysis of composite indicators of sub-indicators R.08_PII and R.10_PII with the help of rank differences for each method combination compared to refence 
indicator for Bulgaria (red line) and Estonia (blue line) over the years 2015-2022 
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As shown in figure 11, the composite indicator values are highest in most years for method 

combinations that involve raw values (x-3-x). This trend corresponds with the rank differences 

visualized in figure 12, which also demonstrate larger deviations from the reference indicator 

for these same method combinations. This phenomenon occurs because raw values tend to 

be higher compared to the z-score standardized values used in the reference indicator, leading 

to larger differences between these method combinations and the reference indicator. 

This trend exhibits some variation over the years. In certain years, the variation in composite 

values is more pronounced than in others, with the year 2021 standing out due to particularly 

significant fluctuations. In almost all years, Estonia’s values are consistently higher than those 

of Bulgaria. An exception occurs in 2020, where Bulgaria's values surpass Estonia's. 

Nevertheless, the method combinations using raw values continue to exhibit the highest values 

during this period as well. 

Examining the rank changes of Bulgaria and Estonia across the various method combinations, 

as shown in figure 12, reveals some notable patterns. Estonia's ranks remain relatively stable, 

particularly in the years 2015 and 2022. In contrast, Bulgaria shows significant rank variability 

across most years, except for 2020, where the rank differences are less pronounced. A striking 

observation is that geometric aggregation consistently introduces substantial rank differences, 

as compared to the linear aggregation method (see Appendix). This observation aligns with 

the results from the uncertainty analysis, which highlighted that the aggregation method, 

particularly geometric aggregation, plays a critical role in influencing the variability of results. 

Similarly, normalization methods, such as using raw values, also contribute to increased 

uncertainty (see Appendix). 

In conclusion, the greatest sources of uncertainty in the construction of the composite indicator 

stem from the aggregation and normalization methods. Specifically, using raw values 

combined with geometric aggregation introduces the highest levels of uncertainty, as 

evidenced by the rank fluctuations in the sensitivity analysis. 

However, it is important to note that this analysis was limited to the composite indicators 

constructed from the sub-indicators R.08_PII and R.10_PII, which had no missing values. As 

a result, there was no variation introduced by the imputation methods, potentially leading to 

some bias in the findings. It would be valuable to extend this analysis in future work to other 

sub-indicators where missing values have been imputed, as this could provide further insights 

into the impact of imputation on the robustness of the composite indicators. This would help in 

understanding how different methods of handling missing data influence the reliability and 

stability of the composite measures. 
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4.3. Adjusted roadmap for constructing umbrella indicators 

In response to the challenges encountered during the statistical application of methods to the 

CAP result indicator dataset, the initial roadmap outlined in table 1 has been adjusted. The 

revised roadmap, presented in table 6 below, reflects these modifications, which were made 

to address the specific statistical requirements of the dataset. 

Table 6: Adjusted roadmap for constructing a composite indicator as response to challenges encountered during 
the statistical application (based on Nardo et al. (2005), Nardo et al. (2008), Freudenberg (2003), Saisana and 
Tarantola (2002) and Zhou and Zhang (2018)) 

Step Explanation/goal References for method 

1. Imputing missing 
data 

Filling in missing data (Nardo et al. 2008) 

2. Normalization Ensuring comparability of 
indicators  

(Zhou and Zhang 2018; 
Freudenberg 2003) 

3. Identification /  
4. Selection 

What structure has my data? 
What is the relation between 
my sub-indicators? Which 
indicators are relevant/ Which 
indicators cover similar 
aspects? 

(Saisana 2004; Saisana and 
Tarantola 2002; Nardo et al. 
2008; Botta and Koźluk 2014) 

5. Weighting Examining the weight of each 
sub-indicator for the composite 
indicator 

(Saisana and Tarantola 2002; 
Zhou and Zhang 2018; Nardo 
et al. 2005) 

6. Aggregation Aggregating several sub-
indicators according to their 
weights to one composite 
indicator 

(Nardo et al. 2005; Saisana 
and Tarantola 2002; Nardo et 
al. 2008; Zhou and Zhang 
2018; Munda 2012) 

7. Uncertainty/ 
Sensitivity 
analysis 

How much bias or uncertainty is 
established through creation of 
one composite 

(Nardo et al. 2008; Saisana 
et al. 2005) 

 

Evaluating the pre-analysis roadmap in table 1 and its methods confirms their overall suitability. 

However, the structure required rearrangement, as shown in the revised roadmap, which 

addresses the first research question concerning the evaluation of the methods. 
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5. Discussion  

As mentioned in the introduction, composite indicators have been constructed in various 

scientific fields for diverse reasons and purposes, gaining increasing importance over recent 

decades for applications such as comparing country performances in competitiveness or 

assessing sustainability, often serving as a basis for political actions (Freudenberg 2003; 

Rogge 2012; Nardo et al. 2008; Fusco 2015).  

Composite indicators, as noted by Nardo et al. (2005), Nardo et al. (2008) and Saisana and 

Tarantola (2002) offer the advantage of summarizing complex and multifaceted issues, making 

them easily understandable and interpretable for both decision-makers and the public. By 

reducing large volumes of information to a specific, condensed form, composite indicators 

enhance comprehension, streamline econometric analysis, and provide decision-makers and 

the public with a clear overview (Nardo et al. 2005; Saisana and Tarantola 2002). Furthermore, 

by maintaining this condensed format, additional information can be incorporated without 

overwhelming the audience (Nardo et al. 2008). Additionally, graphical representations of 

composite indicators can effectively illustrate changes over time or the performance of specific 

countries on key issues (Saisana and Tarantola 2002; Nardo et al. 2005; Nardo et al. 2008).  

This master’s thesis investigates methods for constructing umbrella indicators and presents a 

literature-based roadmap for their application, addressing the first research question. It 

demonstrates that these methods can be successfully applied not only in other scientific fields 

but also to CAP indicators, which relates to the second research question. This has been 

validated through the statistical application of these methods to the result indicators of Pillar 2 

of the Common Agricultural Policy (CAP). Specifically, Figure 8 illustrates how composite 

indicator methods effectively combine information from multiple sub-indicators into a single, 

condensed indicator.  

However, the aggregation of sub-indicators into composite or umbrella indicators presents 

risks and challenges, which have been extensively discussed in the literature (Nardo et al. 

2005; Nardo et al. 2008; Saisana and Tarantola 2002). When used as a basis for policy 

recommendations, composite indicators can be misleading if the construction process is not 

rigorously executed (Nardo et al. 2008; Saisana and Tarantola 2002; Nardo et al. 2005). In this 

context, transparency is crucial (Nardo et al. 2008). 

The aim of this work was not to construct composite indicators for policy advice, but rather to 

test whether the methods found in the literature could be applied to the CAP dataset. Even in 

this context, as outlined in the uncertainty and sensitivity analysis chapter, combining sub-

indicators with the methods used to construct composite indicators introduces a range of 
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uncertainties and potential biases, as demonstrated in this statistical application (Saisana et 

al. 2005; Nardo et al. 2005).  

As Saisana et al. (2005) point out, bias is often introduced from the very first step - the selection 

of indicators. This bias typically arises from the use of subjective criteria as suggested by 

Saisana and Tarantola (2002) and and value judgments, as noted by Garnåsjordet et al. 

(2012). However, unlike many other approaches to constructing composite indicators, this 

statistical application relies solely on statistical analysis to identify relevant indicators. In this 

case, the selection is guided by the data structure rather than subjective judgment, making the 

process more objective and less prone to bias (Saisana and Tarantola 2002). Consequently, 

the need for a fitting framework for the sub-indicators, as discussed by Saisana and Tarantola 

(2002) and Nardo et al. (2005), is still relevant in terms of ensuring that the indicators genuinely 

measure similar aspects. While the statistical analysis may identify correlations, the 

descriptions of the indicators must be carefully examined to confirm that they indeed capture 

similar things. This validation step is crucial to ensure that the combined indicators are 

conceptually aligned and not just statistically correlated, as done above (Saisana and 

Tarantola 2002).  

In this approach, the selection of relevant indicators was based on correlation analysis, PCA, 

and hierarchical clustering. Indicators with correlations above 0.9 were identified as highly 

correlated, as indicated by Becker (2022), providing an initial basis for relevance. However, 

one could argue that alternative thresholds, such as 0.8 or 0.7, might also have been 

appropriate for identifying related indicators. Hierarchical clustering was then applied, and the 

dendrogram was cut at a height of 0.1 to form clusters of highly correlated indicators. A 

composite indicator was constructed from these clusters, though, as with the correlation 

threshold, different cutting heights might have been suitable, potentially resulting in different 

groupings and outcomes. However, it is necessary to verify the assumptions underlying the 

statistical procedures before applying them, which was not addressed in this instance and 

could be improved (Nardo et al. 2005). 

Missing data is a significant challenge in many statistical applications, particularly in the 

construction of composite indicators (Pigott 2001; Freudenberg 2003; Nardo et al. 2008). The 

choice of method for imputing missing values can introduce bias and uncertainty into the 

dataset, potentially affecting the robustness of the composite indicators (Nardo et al. 2008; 

Nardo et al. 2005). In this study, the Multiple Imputation by Chained Equations (MICE) method 

was used to impute missing data for the entire dataset, with the goal of preserving its 

underlying structure (van Buuren and Oudshoorn 2000). An alternative approach that could 

further maintain the structure of the dataset would be to apply the MICE method separately for 

each year, allowing for year-specific patterns and structures to be better preserved. 
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Furthermore, as Saisana and Tarantola (2002) suggest, time series analsis could be employed 

for a more accurate estimation of missing value. Suo et al. (2019), Bashir and Wei (2018) and 

Kleinke et al. (2011) present intriguing approaches that could be considered for this purpose.  

The absence of entire indicators in the dataset, specifically for R.02_PII, R.13_PII, R.14_PII, 

R.15_PII, R.18_PII, and R.19_PII, could introduce bias into the statistical analysis. As 

mentioned by Saisana and Tarantola (2002), the quality of the data forms the foundation for 

the construction of composite indicators. In this statistical application, missing indicators might 

have been part of relevant clusters, and additional composite indicators could have been 

constructed if data for these indicators were available. Therefore, the missing indicators 

potentially limit the depth and accuracy of this analysis, underscoring the importance of 

complete and high-quality data (Saisana and Tarantola 2002; Freudenberg 2003).  

In addition to addressing missing values and indicators, it is also important to determine how 

to handle zeros – as missing values or actual zeros (Martín-Fernández 2003). In this case, 

empty data cells were treated as missing values, while zeros were recorded as zeros.  

The large number of zeros in the dataset created challenges for the application of statistical 

procedures. As a result, during the identification step, constant or zero-valued columns were 

excluded to avoid errors in the statistical processes. However, this exclusion may have 

introduced bias into the analysis, ultimately leading to the inclusion of only 12 out of 19 possible 

method combination composite indicators in the uncertainty analysis. Addressing this issue 

would enhance the precision of the analysis, and could potentially lead to the identification of 

different indicators for constructing composite indicators. 

In the normalization step, for some indicators and years, the values were treated as constants 

to avoid the generation of NaN due to the issue of division by zero. For example, in this 

application, zero values were assigned to indicators R.21_PII and R.24_PII in the year 2015 

to address this problem. However, this method might introduce potential bias, as other 

constant values in a column could also be reduced to zero by the R code, which might distort 

the analysis. Adjustments should be made to account for these cases, ensuring that constant 

values are handled more carefully to preserve data integrity. 

Regarding weighting and aggregation methods, there are numerous approaches available 

(Zhou and Zhang 2018; Saisana and Tarantola 2002; Nardo et al. 2005; Nardo et al. 2008). 

Given the objective of constructing an umbrella indicator to simplify the dataset by reducing 

the number of indicators, as discussed by Saisana and Tarantola (2002), equal weighting is 

deemed appropriate (Nardo et al. 2005). To enhance this approach, incorporating expert 

opinions, as suggested in the literature, could provide a more refined weighting methodology 

(Saisana and Tarantola 2002). In this manner, the linear aggregation method was selected. 
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However, numerous studies outline various aggregation methods tailored to specific situations 

(Munda 2012; Zhou and Zhang 2018; Nardo et al. 2008).  

For the purposes of simplicity and illustration, the uncertainty and sensitivity analysis was 

constrained to three methods: imputation, normalization, and aggregation. There may be 

opportunities to explore additional method combinations. Additionally, due to the high 

frequency of zeros, only 12 out of 19 possible method combinations were applied to the sub-

indicators R.08_PII and R.10_PII. Consequently, not all method combinations could be 

compared with the reference indicator, which could have provided valuable insights. 

Furthermore, since these two sub-indicators initially had no missing values, no imputation was 

performed, making the comparison of imputation methods redundant. Expanding the 

uncertainty and sensitivity analysis to include additional composite indicators could yield 

further insights (Saisana et al. 2005). 

Overall, a more comprehensive analysis would provide additional insights and a deeper 

understanding of the robustness of the statistical application discussed. Based on the results 

above, the initial approach appears to have been successful, demonstrating that the 

condensation of indicators covering similar information into umbrella indicators is feasible 

without significant loss of information (Saisana and Tarantola 2002; Galeotti et al. 2020). As 

long as transparency is maintained, composite indicators serve as an effective tool to facilitate 

further analyses while preserving the data structure and relevant information (Nardo et al. 

2008).  

In the context of composite indicators, significant research has been conducted by the 

European Commission’s Joint Research Centre (Becker 2022; European Commission 2024a). 

This Centre even maintains a dedicated website for composite indicators (European 

Commission 2024b). One of their contributions is the development of the R package COINr 

(Becker et al. 2022). This was created by researchers, including authors such as Michaela 

Saisana, whose methods were utilized in this work. This tool consolidates all necessary steps 

and methods for composite indicator construction into a single package (Becker et al. 2022; 

Becker 2022). Becker (2022) provides a detailed explanation of these methods. Applying the 

statistical techniques discussed earlier using this package could offer valuable insights and 

reveal alternative approaches or findings. 
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6. Conclusion and outlook  

Overall, methods from other scientific fields, as found in the literature, can indeed be applied 

to CAP indicators within agricultural sciences. However, the roadmap for creating composite 

indicators, initially developed based on the literature, must be adapted to suit the specific 

statistical requirements of the dataset at hand. As long as transparency is maintained, 

composite indicators can serve as an effective tool for facilitating further analysis while 

preserving the data structure and relevant information (Nardo et al. 2008). Further research 

incorporating more extensive statistical applications on CAP indicators, including those beyond 

result indicators, would provide deeper insights into more complex construction processes and 

enable more thorough robustness testing. 
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Appendix 

A1. Result Indicator description of Pillar 2 taken from the Monitoring Framework 
(European Commission. Directorate General for Agriculture and Rural Development 2015) 

Indicator  Indicator description 
R.01_PII percentage of agricultural holdings with RDP support for investments in 

restructuring or modernisation (focus area 2A) 
R.02_PII  Change in Agricultural output on supported farms/AWU (Annual Work Unit) 

(focus area 2A) 
R.03_PII percentage of agricultural holdings with RDP supported business development 

plan/investments for young farmers (focus area 2B 
R.04_PII percentage of agricultural holdings receiving support for participating in quality 

schemes, local markets and short supply circuits, and producer  
groups/organisations (focus area 3A) 

R.05_PII percentage of farms participating in risk management schemes (focus area 3B) 
R.06_PII percentage forest or other wooded area under management contracts 

supporting biodiversity (focus area 4A) 
R.07_PII percentage agricultural land under management contracts supporting 

biodiversity and/or landscapes (focus area 4A) 
R.08_PII percentage of agricultural land under management contracts to improve water 

management (focus area 4B) 
R.09_PII percentage of forestry land under management contracts to improve water 

management (focus area 4B) 
R.10_PII percentage of agricultural land under management contracts to improve soil 

management and/or prevent soil erosion (focus area 4C) 
R.11_PII percentage of forestry land under management contracts to improve soil 

management and/or prevent soil erosion (focus area 4C) 
R.12_PII percentage of irrigated land switching to more efficient irrigation systems (focus 

area 5A) 
R.13_PII Increase in efficiency of water use in agriculture in RDP supported projects 

(focus area 5A) (*) 
R.14_PII Increase in efficiency of energy use in agriculture and food-processing in RDP 

supported projects (focus area 5B) (*) 
R.15_PII Renewable energy produced from supported projects (focus area 5C) (*) 
R.16_PII percentage of LU (Live-stock Unit) concerned by investments in live-stock 

management in view of reducing GHG (Green House Gas) and/or ammonia 
emissions (focus area 5D) 

R.17_PII percentage of agricultural land under management contracts targeting 
reduction of GHG and/or ammonia emissions (focus area 5D)  

R.18_PII Reduced emissions of methane and nitrous oxide (focus area 5D) (*) 
R.19_PII Reduced ammonia emissions (focus area 5D) (*) 
R.20_PII percentage of agricultural and forest land under management contracts 

contributing to carbon sequestration or conservation (focus area 5E) 
R.21_PII Jobs created in supported projects (focus area 6A) 
R.22_PII percentage of rural population covered by local development strategies (focus 

area 6B) 
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R.23_PII percentage of rural population benefiting from improved 
services/infrastructures (focus area 6B) 

R.24_PII Jobs created in supported projects (Leader) (focus area 6B) 
R.25_PII percentage of rural population benefiting from new or improved 

services/infrastructures (Information and Communication Technology - ICT) 
(focus area 6C) 

 

 

A2. Amount of zeros and NAs per member state over all years and indicators 

Number Member 
state Total amount of 

  zeros  NAs 
1 Austria  32 19 
2 Belgium 37 19 
3 Bulgaria 70 9 
4 Croatia 32 18 
5 Cyprus 66 9 
6 Czechia 37 42 
7 Denmark 28 40 
8 Estonia 27 36 
9 Finland 51 15 
10 France 27 8 
11 Germany 17 7 
12 Greece 60 1 
13 Hungary 41 9 
14 Ireland 44 35 
15 Italy 16 0 
16 Latvia 35 18 
17 Lithuania 38 17 
18 Luxembourg 64 40 
19 Malta 81 24 
20 Netherlands 63 48 
21 Poland 41 26 
22 Portugal 22 10 
23 Romania 35 9 
24 Slovakia 49 22 
25 Slovenia 57 33 
26 Spain 21 0 
27 Sweden 48 18 
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A3. Total amount of zeros and NAs per year 

 

 

 

 

 

 

 

 

A4. Summary statistics for imputed data via MICE 

Indicator Statistics across 27 member states and 
eight years 

 Min Max Mean SD 
     

R.01_PII 0 53.000 4.738 8.677 
R.03_PII 0.003 11.825 2.241 2.387 
R.04_PII 0.000 58.458 4.352 10.499 
R.05_PII 0.000 125.029 13.284 33.806 
R.06_PII 0.000 12.141 0.763 1.533 
R.07_PII 0.000 98.437 21.933 24.066 
R.08_PII 0.000 88.473 18.113 23.568 
R.09_PII 0.000 2.229 0.160 0.377 
R.10_PII 0.000 91.471 18.351 22.616 
R.11_PII 0.000 2.306 0.201 0.446 
R.12_PII 0.000 6.607 1.215 1.732 
R.16_PII 0.000 22.125 6.749 8.969 
R.17_PII 0.000 50.555 3.081 8.976 
R.20_PII 0.000 14.155 1.065 2.720 
R.21_PII 0.000 7070.000 514.769 1233.846 
R.22_PII 0.000 105.750 60.206 28.778 
R.23_PII 0.000 120.743 36.591 39.073 
R.24_PII 0.000 14640.000 812.546 1854.448 
R.25_PII 0 32.165 2.919 6.740 

     

 

 

Year Total amount of  
 zeros NAs 

2015 327 81 
2016 199 73 
2017 149 62 
2018 107 63 
2019 94 66 
2020 89 66 
2021 88 63 
2022 86 58 
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A5. Year-wise Correlation Heatmap of indicators 
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A6. PCA result plots for each year - Scree plots 
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A7. PCA results for each year - Biplots 
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A8. PCA results for each year – Cos2 plots 
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A9. Uncertainty and Sensitivity Analysis of comp_R.08_PII_R.10_PII 
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