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46POLICY BRIEF

Sustainable Development Goals (SDGs) are key milestones 
for economic and agricultural development across the globe. 

amenable to monitoring. This is more so for SDGs directly 
related to agriculture. The impending threat to agricultural 
sustainability and its broad dimensions have been well 

few. The empirical analysis of sustainable agriculture faces 

in terms of covering the dimensions of the sustainability 

widely used indicator for drawing the inferences about the 

says nothing about causes of weak or strong sustainability 

and computing a composite index. The development of 

identify the facets of agricultural sustainability that are of 
practical relevant and can be linked to the interventions for 

The construction of composite indice covering all the 
dimensions of sustainability mainly measures the relative 

i.e. deviations from a desirable level. While the measurement 

This study has therefore developed a framework for the 
measurement of agricultural sustainability in the Indian part 

economic.

Sustainability Indicator Framework

sustainable agriculture. These indicators were collected 

multidisciplinary team of experts aimed to reduce the extent 

opinions were used. In total 79 indicators relating to soil 

represent the state pressures on the 

the response indicators of interventions to promote the 
sustainability.

T

them into a common scale for developing a common 

relative sustainability. The most common example of this 

for capturing the sustainability dimension for research 
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Preface
Policy supported technology-led intensification of agriculture has led 
to significant increases in agricultural productivity and food supplies 
in India. However, of late its negative externalities to natural resources, 
especially groundwater in semi-arid north-western region comprising the 
states of Punjab, Haryana and Rajasthan have become visible. Recognizing 
this, Punjab and Haryana brought out almost an identical groundwater 
regulation in 2009 which aligned sowing of water-guzzling paddy crop 
towards onset of the monsoon to prevent falling groundwater level. 

This paper reveals reveal that overextraction of groundwater continued 
even the regulation being in force. This perverse outcome could be due 
policy offsets such as highly subsidized electric power for irrigation, 
excessive procurement of paddy at minimum support price, stagnation in 
investment in major and medium irrigation schemes, and lack of incentives 
for crop diversification and adoption of water-saving technologies. 

It suggests a holistic approach for groundwater management, encompassing 
policies, technologies, incentives, institutions, and regulations. I am sure 
that policymakers will take due cognizance of this while designing a 
framework for groundwater governance. 

P S Birthal
Director, ICAR-NIAP
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Executive Summary
In India, agriculture accounts for about 78% of total water demand, 
and close to two-third of it is met from aquifers beneath the earth’s 
surface. Nevertheless, in endeavour of increasing foodgrain production, 
groundwater has been overextracted, particularly in states of Punjab and 
Haryana, the sheet of the Green Revolution in India. 

Overextraction of groundwater is attributed to extensification of paddy 
crop, the water requirement of which is one of the highest among field 
crops. Paddy was never an important crop in Punjab and Haryana five 
decades ago. However, it surfaced as the most important crop, displacing 
low-water footprint crops like millets, pulses and oilseeds. Between 1985-
86 and 2019-20, paddy area increased 1.8 times in Punjab and 2.5 times in 
Haryana, leading to a significant fall in groundwater level. To arrest falling 
groundwater level, governments of Punjab and Haryana in 2009 brought 
out almost identical Acts, mandating delay in paddy sowing towards onset 
of the monsoon. Their non-compliance attracts penalty — destruction of 
nursery or transplanted crop at farmer’s expenses or disconnection of 
electricity supply, or cash payment, or all of these. 

This paper has addressed an important question: Whether these Acts could 
succeed in arresting falling groundwater level? And if not, then why?’ 

Findings reveal that despite Acts being in force, overextraction of 
groundwater continued, at an average 988 cubic meters per hectare, 
leading to a steep decline in its level — more than 0.5 meter a year. Rate of 
overextraction is three times more in Punjab than in Haryana. This perverse 
outcome could have been on account of policy engendered behavioural 
responses that not only offset effects of the Acts on groundwater use but 
also led to a significant increase in paddy area and tube-well density 
accompanied by replacement of centrifugal pumps with high-powered 
submersible pumps. 

State-sponsored free or subsidized electric power has been one of the factors 
rendering the Acts ineffective. Punjab has been providing free electricity to 
agriculture since 1997, and Haryana has been charging extremely low tariff 
on electric power. Another policy offset had been huge procurement of 
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paddy at pre-announced minimum support price (MSP), which provides 
as an insurance against price and market risks. Over 90% paddy output 
from Punjab and Haryana is purchased for public distribution system 
(PDS) and buffer stocking.

If the Acts could not prevent overextraction of groundwater, then what kind 
of policy and institutional reforms are needed to achieve their intended 
objective of preventing falling level of groundwater. 

Rationalize and target electricity subsidy: Instead of providing power 
subsidy to all, it may be restricted to smallholders who are capital-
constrained. Others may be charged for it based on volume of water 
extracted. Here too, a system of differentiated tariff may be thought of. 
Tariff rates may be decided based on volume of water extracted. Evidence 
suggest that differential tariff is more effective in reducing paddy acreage, 
and consequently groundwater draft (Chand et al., 2022). Nevertheless, 
political economy of agricultural incentives is complex, and these once 
provided for are difficult to withdraw. 

Re-purpose agricultural subsidies: Re-purposing existing agricultural 
incentives to the adoption of technologies and practices such as alternate 
wet and drying irrigation system, direct seeding of rice, sensor-based 
irrigation, micro-irrigation, which are compatible with principles of natural 
resource management is a politically feasible option. These practices 
besides saving water and electric power also reduce production cost and 
mitigate greenhouse gas emission. Groundwater regulations could have 
induced adoption of such measures but it did not happen due to farmers’ 
risk aversion and lack of incentives. The recently notified ‘Green Credit 
Scheme’ by the Government of India offers monetary incentives for the 
adoption of sustainable agricultural practices; hence is an opportunity to 
re-purpose agricultural subsidies.

Crop planning: Diversification of crop portfolio in favour of low-water 
footprint crops is one of the most important options to restore health 
of groundwater resources. Choice of a crop, however, is dictated by its 
economics relative to other crops.  In Punjab and Haryana, there is hardly 
any crop (except horticulture crops), which is as profitable as paddy. Maize, 
soybean, pigeon-pea, and groundnut are often-suggested alternatives, but 
their yields are too low to compensate farmers for revenue foregone from 
paddy. Moreover, substitute crops have their own production niches, and 
are unlikely to exhibit their full production potential in all types of agro-
ecologies. This implies need for crop planning at lower geographical scales 
— district and block levels — based on their resource endowments and 
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climatic conditions. However, resource-endowment based crop planning 
is a necessary but not a sufficient condition for crop diversification. It must 
be accompanied by a package of compensation for revenue foregone from 
paddy.  Further, agricultural research should focus on breeding crops 
alternative to paddy for higher yield and tolerance to abiotic and biotic 
stresses. 

Evolve value chains for perishable high-value crops: High-value crops, i.e., 
fruits and vegetables, generate much higher returns compared to paddy, 
and most of these, except a few plantation crops, can be cultivated in all 
types of agro-ecologies. However, their cultivation is labour-intensive, and 
Punjab and Haryana are acutely labour scarce. This suggests more research 
on mechanization of horticultural crops. Further, most high-value food 
crops are perishable and prone to high production and post-production 
loss. Post-harvest, these require immediate transportation to market 
centres or storage or processing into less perishable forms. Investment in 
cold storages, refrigerated vans and processing can encourage farmers to 
allocate more area to high-value crops. 

Follow cap-to-trade approach: Water rights are embedded in land rights; 
hence landowners can extract limitless water beneath the surface.  Farmers 
in Punjab and Haryana have heavily invested in irrigation. To restrict 
further exploitation of groundwater, it is important to follow a cap-to-trade 
approach to create shared space for community-based irrigation system 
for sharing and trading of groundwater (Chaudhuri et al., 2023). Individual 
ownership of new tube-wells should be discouraged by restricting their 
access to institutional credit and electric power. And if not, their provision 
should be made conditional upon adoption of water-saving technologies 
and agronomic practices. 

Engage grass-root institutions in participatory water management: 
Governments should increasingly involve grass-root institutions 
such as village panchayats and non-governmental organizations to 
sensitize farmers about negative externalities of excessive withdrawal of 
groundwater and their short-run and long-run consequences, and also 
for implementation, coordination and monitoring of land and water 
conservation programmes. 

Rehabilitate canal irrigation: Canals comprise an important source of 
irrigation and also of groundwater recharge. However, in both states 
canal-irrigated area has remained almost static for some time due to poor 
maintenance of canal system. In fact, investment in canal irrigation in 
Punjab has declined, while in Haryana it has remained almost stagnant. 
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Rehabilitation of canals is essential to reduce irrigation pressure on 
groundwater.     

Reform agricultural price policy: Cereal-centric MSP-based procurement 
acts as an insurance against price and market risks. Several crops are 
covered under MSP, but except paddy and wheat, other crops are rarely 
procured. In Punjab and Haryana, about 90% paddy output is procured 
at MSP. Such a huge procurement is a disincentive to crop diversification 
(Negi et al., 2020). Hence, it is important to limit procurement based on 
demand and supply situation in states. The rest of the paddy surplus can 
be covered under price deficiency scheme. Sekhar (2021) finds a mix of MSP 
and price deficiency scheme more effective in reducing fiscal burden. 

Regulate rice milling industry: Increasing procurement of paddy has been 
accompanied by a significant expansion of rice milling industry. Currently, 
there are around 4500 rice mills in Punjab and 1300 in Haryana. Henceforth, 
governments should restrict fresh licenses for establishment of new mills 
and also capacity expansion of existing mills.    

Reform public distribution system: Alongside reforms in price policy, there 
is also a need for reforms in food distribution policy. Paddy and wheat 
may partially be substituted with millets and pulses in public distribution 
system (PDS). Another option could be cash transfer in lieu of grains, 
which offers consumers a wider choice of foods while reducing cost of 
holding food stocks. Such reforms provide signals to farmers to produce 
crops conforming to consumers’ food preferences. 

In essence, there are several policies, in and outside agriculture, which can 
potentially offset effect of a direct policy instrument as the Preservation of 
Subsoil Water Act. Management of groundwater, thus, requires a holistic 
approach encompassing technologies, institutions, regulations and policies 
that directly or indirectly impinge on groundwater use.



1

Introduction 1
Worldwide, groundwater plays a crucial role in agri-food production 
systems. Bulk of the drinking and irrigation water requirement is met from 
aquifers beneath the earth’s surface. During the past five decades, there has 
been an unparalleled increase in groundwater use in agriculture, primarily 
to support spread of high-yielding seeds and fertilizers to produce enough 
food for all. No denying, groundwater has been a significant instrument 
in augmenting food supplies, serious concerns have now cropped up 
regarding its sustainability, especially in developing countries located in 
tropics and subtropics (Falamiglietti, 2014). According to Vanham et al. 
(2021), 32 to 46% of global population faces water stress at least for one 
month in a year, and 80% of it lives in Asia. 

If rate of groundwater withdrawal exceeds its recharge, overexploitation 
occurs (Wada et al., 2014). India, the most populous and largest user of 
groundwater (approximately 23% of global total), is one of the most water-
stressed countries (Siebert et al., 2013; World Bank, 2010; United Nations, 
2023). There are several hotspots of overextraction of groundwater in 
the country, for example, north-western states of Punjab, Haryana and 
Rajasthan (Rodell et al., 2009; United Nations, 2023). The NASA-National 
Aeronautics and Space Administration of the US has estimated that over 
past few decades, groundwater in these states has decreased by more than 
88 million acre-feet, which is eight times the amount that the Lake Mead, 
the largest reservoir in the US, holds (Sharghi, 2023).

The Constitution of India classifies agriculture as a state subject; hence, 
any policy, institutional or regulatory matter related to agriculture falls in 
states’ jurisdiction. A few states facing acute scarcity of water have pushed 
for some technological, institutional and policy measures to arrest declining 
groundwater level. 

This paper evaluates the impact of a stringent regulation on groundwater 
use in agriculture. The governments of Punjab and Haryana in 2009 brought 
out almost an identical regulation —  the ‘Punjab Preservation of Subsoil 
Water Act 2009’ (hereafter the PPSWA)’ and the ‘Haryana Preservation of 
Subsoil Water Act 2009’ (hereafter the HPSWA) — to prevent excessive 
and indiscriminate use of groundwater in paddy, the water-guzzling crop. 
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Generally, paddy is transplanted during peak summers, i.e., in May, which 
makes it excessively groundwater-dependent. Due to lack of rainfall or canal 
water at this time, groundwater is extensively extracted for preparing fields 
until onset of the monsoon in first week of July (Rosencranz et al., 2021). 
Further, there is a significant evapotranspiration loss due to hot and dry 
weather at this time. These regulations mandated paddy sowing towards 
onset of the monsoon. The PPSWA prohibits raising paddy nursery before 
May 10 and its transplantation not before June 10. Corresponding dates 
in the HPSWA are May 15 and June 15. And their non-compliance attracts 
a penalty of Rs. 10,000 per hectare of cropped area, or disconnection of 
electricity supply, or destruction of nursery and transplanted crop at 
farmer’s expense, or all of these. 

Punjab and Haryana lie in water-rich Indo-Gangetic River basin and have 
been at forefront of the Green Revolution. Together, they share less than 7% 
of the country’s total cropped area but are amongst the largest producers 
of paddy and wheat, contributing 14% and 27%, respectively to the total 
production. To produce more foodgrains, mainly paddy and wheat, for 
nation’s food security, since the late 1960s farmers have been incentivized 
through input subsidies and output price support. This cereal-centric policy 
helped achieve intended objective of self-sufficiency in foodgrains yet led 
to distortion in cropping pattern and degradation of natural resources. For 
example, before advent of the Green Revolution in mid-1960s paddy was 
not an important crop in these states but its share in the gross cropped area 
(GCA) in Punjab increased to 40% in 2019-20 from 7% in 1970-71, and in 
Haryana to 24% from 4%.   

The tremendous increase in production of staple food crops came at the cost 
to natural resources. Groundwater level in Punjab declined continuously 
to 18.06 m in 2018-19 from 12.10 m in 2009-10 and 9.25 m in 2000-01. In 
Haryana too, it declined to 17.31m in 2018-19 from 12.9 m in 2009-10 and 
9.06 m in 2000-01. Current level of groundwater development is estimated 
at 164% in Punjab and at 136% in Haryana (GoI, 2023). On the other hand, 
rainfall is low — 534 mm in Punjab and 680 mm in Haryana as compared 
to national average of 1236 mm. Overexploitation of groundwater can have 
devastating effects on natural stream flow, groundwater-fed wetlands and 
related ecosystems (Gleeson et al., 2010), and consequently sustainability 
of agriculture. As groundwater level plummets, deeper wells are dug, and 
more powerful pumps are deployed to extract water. 

Groundwater regulation has attracted attention in economic research but 
focusing on Punjab per se. Haryana also implemented an identical regulation 
at same time and is a good basis to understand the effects of design of 
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the Act itself, in terms of it being an indirect instrument and possible 
responses offsetting its effect. Singh (2009) using time-series experimental 
data on paddy acreage, crop water requirement, groundwater use, and 
precipitation, contemplated that the PPSWA can potentially prevent 
falling groundwater level by 30 cm. However, limitation of such an ex-
ante assessment is that it assumes full compliance of the Act and no offsets 
from behavioural responses such as changes in power sources and type 
of pumps, and acreage response of water-intensive crops that directly 
influence groundwater draft.  

Sekhri (2012) showed a decline in groundwater level in intensively paddy 
cultivated districts of Punjab after implementation of the Act. On the other 
hand, Tripathi et al. (2016) have shown an improvement in it during post-
Act period. Sharma et al. (2023) also have reported an improvement in it 
initially but a decline later on. 

One of the main limitations to these studies is that their assessments have 
utilized variation in paddy acreage across districts, while the Act applies 
equally to all districts in a state. Hence, paddy acreage itself could be 
endogenous. Thus, identification dependent on paddy acreage (i.e., high 
paddy-growing districts as treatment) may be problematic, if acreage 
changes across districts with respect to baseline. Constrained by shorter 
cultivation cycle, farmers could respond by expanding paddy acreage 
based on their subjective beliefs. Similarly, perceptions could engender 
more applications of irrigation and consequently excess withdrawal of 
groundwater if farmers perceive more benefit from intensification of 
irrigation system.1 These studies have conjectured, but not estimated, such 
possible behavioural responses. 

Second major limitation is the time effect of regulation. Except Sharma et al. 
(2023), all others have drawn inference based on short period data (for 2-3 
years) post-implementation of the Act. While several changes take place 
in long-run, which may interact with regulation and influence its outcome 
differently.  

Third, several factors like prior groundwater level, extent of paddy 
procurement at minimum support price, change in type and power of 
pumps (e.g., submersibles in lieu of centrifugal pumps), and adjustment 
in irrigation hours inter alia can influence groundwater draft. These studies 
have not accounted for such behavioural responses. Further, these studies 

1  At least seven districts, four in Punjab (i.e., Bhatinda, Mansa, Muktsar, and Rupnagar), 
and three in Haryana (i.e., Fatehabad, Jind and Sonipat) switched from control to 
treatment based on median cut-off.
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have not estimated the causal impact of the Act on groundwater draft, 
which we argue is an appropriate outcome to look at as it incorporates 
responses of agents to policy change. 

Fourth, several time-varying factors can influence draft and level of 
groundwater simultaneously across treated and untreated or control units. 
These studies have estimated the impact of the Act employing fixed effects 
and difference-in-difference methods that cannot account for such time-
varying factors and behavioural responses. This means that it is not only 
spatial units but also time periods that need to be weighted differentially 
in creating counterfactual of the Act. 

Employing the most recent impact evaluation technique ‘synthetic 
difference-in-difference’, this paper uniquely estimates the outcomes of the 
PPSWA and the HPSWA on groundwater draft and its level. And unlike 
other studies, it considers state(s) that enacted the Act as treated unit(s), 
and other states as untreated units. 

Information on groundwater draft is available discontinuously2 yet it 
represents a direct behavioural response to the Act. Our submission is that 
similarity of regulation in two states could have engendered behavioural 
responses in terms of crop choice and acreage, intensification of irrigation 
system (power and type of pumps, and irrigation hours), and both legit 
(i.e., planting water-intensive spring maize in Punjab, and sunflower in 
Haryana) and illegit (i.e., early sowing of paddy) non-compliances.3  Such 
responses not only offset effects of a regulation but probably may worsen 
its outcomes by aggravating groundwater draft. In this study, we have 
extended post-Act period upto 2018-19, which allows a comparison of 
short and long run effects that are expected to be different.

Averaged over a long period, groundwater level worsened in both states 
despite the Act being in force. What factors are responsible for this paradox?  
This paper finds out factors that can explain this perverse outcome. 
Specifically, it addresses the following questions. 

•	 Has the Preservation of Subsoil Water Act been effective in preventing 
overextraction of groundwater? 

2 We have interpolated groundwater draft for our analysis. 
3  Producing one kilogram of rice requires 3800-4000 litres of water, which is 6-7 times 

more than required to produce an equivalent quantity of summer maize. On the other 
hand, water requirement of spring maize is as high as of paddy (Kukal, 2022) because 
of its requirement of frequent irrigation, at an interval of 5-7 days (Sharma et al., 2014; 
Kaur and Arora, 2018).
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•	 What are the ways in which effectiveness (or lack of it) of the Act is 
determined by behavioural responses? 

•	 What are the impacts of the Act on groundwater extraction, 
encompassing behavioural responses to it?

As an indirect instrument to prevent overextraction of groundwater by 
regulating date of sowing/transplanting of crop rather groundwater draft 
itself (logistically difficult with a vast number of small farmers and non-
separable groundwater and land rights ‒ riparian rights) can lead to perverse 
responses, especially when supplementary policies like subsidized electric 
power and procurement of crop at minimum support price (MSP) have 
persisted as before. Legal framework in India does not define groundwater 
rights separate from land rights.4 Thus, groundwater’s legal status is based 
on a common law approach to land ownership doctrine, meaning that 
groundwater belongs to landowner as legally the term ‘land’ includes 
water below it (Rosencranz et al., 2021).

Rest of the paper is organized as follows. Chapter 2 presents sources 
of data used in this study. A brief description of method of quantifying 
impact of the Act on groundwater use is provided in Chapter 3.  Chapter 4 
discusses groundwater scenario in Punjab and Haryana, and summarizes 
key policies influencing groundwater use. Chapter 5 discusses factors 
that influence demand and supply of groundwater. Chapter 6 presents 
results, and discusses behavioural responses that can offset the potential 
impacts of the Acts. Chapter 7 discusses reasons that can lead to perverse 
outcomes of regulations. Conclusions and policy implications are 
provided in Chapter 8. 

4 The Indian Easement Act 1882 entitles a farmer to withdraw limitless water from 
beneath the land he/she owns.
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Data Sources2
This paper utilizes data compiled from several sources (Table 1). Data on 
groundwater depth has been obtained from the Central Ground Water 
Board (CGWB), Ministry of Jal Shakti, Government of India. Data on rainfall 
have been obtained from the Indian Metrological Department, Ministry of 
Earth Science, Government of India. Information on acreage under paddy 
and other crops has been compiled from the Directorate of Economics and 
Statistics, Ministry of Agriculture and Farmers’ Welfare, Government of 
India.

Table 1. Data sources

Type of data Source of data
Groundwater level India Water Resource Information System, Ministry of 

Jal Shakti, Government of India- https://indiawris.gov.in/
wris/#/groundWater 

Groundwater draft Groundwater Resource Assessment, CGWB, Ministry of Jal 
Shakti, Government of India- http://cgwb.gov.in/ground-
water-resource-assessment-0

Rainfall India Meteorological Department, Ministry of Earth Science, 
Government of India- https://mausam.imd.gov.in/ 

Electricity 
consumption 

Central Electricity Authority, Ministry of Power, 
Government of India- https://cea.nic.in/annual-generation-
report/?lang=en 

Cropped area and 
irrigation 

Land Use Statistics, Directorate of Economics and Statistics, 
Ministry of Agriculture and Farmers Welfare, Government 
of India- https://eands.dacnet.nic.in/ 

Tube-well 
numbers and 
electrification

Minor Irrigation Census, Ministry of Jal Shakti, Government 
of India- http://micensus.gov.in/ 
Economic and Statistical Organization, Department of 
Planning, Government of Punjab- https://www.esopb.gov.
in/static/Publications.html 
Department of Economic and Statistical Affairs, Government 
of Haryana- https://esaharyana.gov.in/statistical-wing/ 

Paddy irrigation 
hours

Cost of Cultivation, Directorate of Economics and Statistics, 
Ministry of Agriculture and Farmers Welfare, Government 
of India- https://eands.dacnet.nic.in/Cost_of_Cultivation.
htm 
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Data on electricity-operated tube-wells are taken from the Minor Irrigation 
Census (MIC) conducted by the Department of Water Resources, 
Ministry of Jal Shakti, Government of India; on electricity consumption in 
agriculture from the Central Electricity Authority (CEA), Ministry of Power, 
Government of India; and on irrigation hours from the Cost of Cultivation 
Scheme (CCS) implemented by the Commission on Agricultural Costs and 
Prices (CACP), Ministry of Agriculture and Farmers Welfare, Government 
of India. The dataset pertains to 2000-01 to 2018-19. 

The CGWB monitors groundwater level four times a year — during 
pre-monsoon (April/May), monsoon (August), post-monsoon kharif 
(November) and post-monsoon rabi (January) — in 22,730 observation 
wells spread across all states of India. Determinants of groundwater draft 
comprise rainfall, electricity consumption, cropping intensity, irrigation 
dependence on groundwater, paddy acreage, irrigation hours, tube-well 
density, and water extraction capacity of pumps. 

During 2000-01 to 2018-19, mean groundwater depth in Punjab and 
Haryana was 12.71 m and 13.97 m, respectively; significantly deeper 
than average for the donor pool states (Andhra Pradesh, Assam, Bihar, 
Chhattisgarh, Gujarat, Himachal Pradesh, Jharkhand, Karnataka, Kerala, 
Madhya Pradesh, Maharashtra, Odisha, Rajasthan, Tamil Nadu, Uttar 
Pradesh, Uttarakhand, and West Bengal). Groundwater level in both states 
has fallen significantly during past two decades. In Punjab it fell to 18.06 
m in 2018-19 from 12.10 m in 2009-10 and 9.25 m in 2000-01. Similarly, in 
Haryana, it fell to 17.31 m in 2018-19 from 12.9 m in 2009-10 and 9.06 m in 
2000-01. 

Current level of groundwater development is estimated at 164% for Punjab 
and at 134% for Haryana. In both states, rainfall is scarce — 534 mm in 
Punjab and 687 mm in Haryana, which is about half of that for donor pool 
states. Electricity consumption in agriculture in Punjab and Haryana is 
2195 kWh/ha and 2172 kWh/ha, respectively, which is almost three times 
of that for donor pool states. Over 90% tube-wells in these states are run on 
electric power. Significantly higher use of electric power is mainly because 
of heavy subsidy on it — Rs 17674 and Rs 14382 per hectare of net sown 
area in Punjab and Haryana, respectively. In Punjab and Haryana, near-
zero cost of electricity use in agriculture has existed for long. 
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Paddy acreage is larger in Punjab and Haryana compared to the average for 
donor pool states. Also, irrigation hours per hectare of paddy-cropped area 
are 2.3 and 1.7 times more in Punjab and Haryana, respectively. Continuous 
increase in paddy acreage has accelerated groundwater extraction. Since 
most pumps have been electrified, electricity policy regime is an important 
determinant of groundwater extraction.

Both states enacted the Preservation of Subsoil Water Acts almost at same 
time, i.e., in 2009, and these are almost similar in their content. Other states 
that did not implement any such Act serve as a control for generating a 
counterfactual groundwater level or draft in the absence of the Acts.
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Method for Estimating  
Impact of Regulation3

To assess the impact of the Preservation of Subsoil Water Act on 
groundwater use we have employed ‘synthetic difference-in-difference’ 
(SDiD) method, which combines synthetic control matching (SCM) and 
difference-in-difference (DiD) techniques.  The SCM constructs a synthetic 
Punjab (or Haryana) as a convex combination of donor pool states that 
closely resembles it in important determinants of groundwater draft or 
level. Like matching estimators, SDiD demonstrates affinity between an 
administrative unit exposed to an intervention and its counterfactual or 
synthetic situation. 

The SCM, pioneered by Abadie and Gardeazabal (2003), is data-driven 
in choosing units for comparison. It provides insights into systematic 
selection of comparison units based on similarity of relevant parameters 
and constructs a counterfactual of treated unit by assigning appropriate 
weights to untreated units. Further, it allows incorporation of temporal 
effects of observed and unobserved predictors on outcome assuming that 
pre-intervention covariates have a linear relationship with post-treatment 
outcome (Kreif et al., 2016). 

The advantage of a counterfactual is that pre-intervention characteristics 
of treated unit are more accurately approximated by a combination of 
characteristics of untreated units rather of a single untreated unit (Abadie 
et al., 2015). Outcome of each untreated unit is weighted to construct a 
counterfactual outcome for treated unit in the absence of an intervention 
(Kreif et al., 2016). If intervention is effective, then there is a divergence, 
positive or negative, between its synthetic and actual outcome in post-
treatment period.

Suppose there are S+1 administrative units, of which one unit (Punjab or 
Haryana or combination thereof) receives a treatment, and others comprise 
a ‘potential control’ or ‘donor pool’. Let, 
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by intervention in treated unit. Thus, effect of an intervention through SCM 
can be assessed as:
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𝛿�� = 𝑌��� − 𝑌���           (1) 

Let, 𝛽�� be an indicator taking a value of 1 if unit i is exposed to an intervention at time t, or 

zero otherwise, i.e., 𝛽�� = �1   𝑖𝑓 𝑖 = 𝑡𝑟𝑒𝑎𝑡𝑒𝑑 𝑢𝑛𝑖𝑡 𝑎𝑛𝑑 𝑡 > 𝑇� 
0                  𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 }, then, observed outcome for unit i at 

time t is estimated as: 

𝑌�� = 𝑌��� − 𝛼��𝛽��         (2) 

Since, 𝑌���  is observed, one needs to estimate 𝑌��� for calculating 𝛼��. Let, 𝑌��� is given by a 

factor model such that: 

𝑌��� = 𝛼� + 𝜃�𝑧� + 𝜏�𝜇� + 𝜀��        (3) 

Where, 𝛼� is unknown with a constant factor loading across units, 𝑧� is a (r ×1) vector of 

observed covariates (not affected by intervention), 𝜃� is a (1 × r) vector of unknown 

parameters, 𝜏� is a (1×F) vector of unobserved common factors, and 𝜇� is a (F×1) vector of 

unknown factor loadings. Error term, 𝜀��, is an unobserved transitory shock at an 

administrative level with zero mean. 

The SCM subjects attributes of a predictor variable in pre-treatment period to a dual 

optimization process to minimize ∑𝑉�(𝑋�� − 𝑋��𝑊)� by selecting optimal values of W and 

𝑉�.  𝑋�� is the value of mth attribute of treated unit; 𝑋�𝑚 is a 1 x j vector of values of mth 

predictor attributes of each control unit in S. W is a vector of weights for control units, and 

𝑉� is a vector of weights for attributes of control units such that these maximize probability 

to predict outcome (Abadie et al., 2010). Such an optimization process minimizes prediction 

error between actual and counterfactual outcome in pre-treatment period. Y1 is observed 

outcome for treated unit. Y0W is weighted average of outcomes of untreated units. If no 

important predictor variable has been omitted, then a reliable synthetic match is created 

such that Y1 -Y0W is small in pre-intervention period (Abadie et al., 2010). If counterfactual 

outcome diverges significantly from actual outcome in post-treatment period, then it is 

attributed to the intervention.  

In recent years, a flurry of papers on SCM has emerged that introduce a setting with only a 

single or few treated units, compensating for parallel trends by reweighting control units to 

match their pre-exposure trends. For holding up estimated results obtained through SCM, 
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et al. (2021) presented a new method ‘synthetic difference-in-difference’, 
which we employ in this study. 

The SDiD combines attractive features of SCM and DiD. Like SCM, it 
reweights and matches pre-intervention trends to weaken reliance on 
parallel trend assumption. The SDiD is invariant to additive unit-level shift 
as in case of DiD. It assigns greater weights to control units that are more 
like treated units, and also to time period which is comparable with treated 
period. In DiD, raw data rarely exhibit parallel time trends for treated and 
control units, which necessitate adjustments in covariates or selection of 
appropriate time periods. However, SDiD makes this process automatic 
(Arkhangelsky et al., 2021), and involves following maximization process:
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The SDiD enables causal inference with large panels even if there is a short 
pre-treatment period. In our study, we have comparatively a large pre-
treatment span of nine years for a panel of 19 states. A synthetic control 
group is constructed using same approach as in SCM. Average treatment 
effect (ATT) is, however, estimated using elements of DiD comparing 
change in outcome of treated unit and synthetic control group before and 
after treatment. Thus, SDiD improves DiD by accounting for pre-existing 
differences between treatment and control units. It estimates the treatment 
effects by comparing change in outcomes of treated unit and synthetic 
control group before and after treatment, and thus, combines DiD and 
SCM.
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By construction, in contrast to SCM, the SDiD can be used for impact 
evaluation even if pre-treatment period is short. Estimates, however, 
are comparatively robust if there are more pre-treatment periods, 
which is an advantage for us (nine pre-treatment periods). Estimator is 
considered consistent and asymptotically normal, and is, thus, amenable 
to hypothesis testing if combination of control units and pre-treatment 
periods is sufficiently large relative to combination of treated units and 
post-treatment periods (Arkhangelsky et al., 2021), which again holds in 
our case, where impacts are evaluated for individual treatment units and 
combination thereof.

The flip side of SDiD is the requirement of a balanced panel and treatment 
timing to be identical for all treatment units.5 Fortuitously, in our study, 
treatment timing is same, i.e., year 2009. In the process of pre-treatment 
matching, SDiD tries to determine average treatment effect for entire 
sample. This approach might render individual time-period estimates to 
be less precise but provides an unbiased evaluation (Arkhangelsky et al., 
2021). Standard errors for treatment effects can be obtained with jacknife 
or bootstrap methods, and if a cohort has only one treated unit then with 
placebo method. Hence, we estimate separate models for Punjab and 
Haryana, and rely on placebo method for inference. Since in both states the 
Act is identical and its timing of implementation is same, we also combine 
their dataset (i.e., more than one treatment unit), which allows obtaining 
standard errors using bootstrap method.  

In practice, pre-treatment variables have a minor role in SDiD, as lagged 
outcomes have a better predictive power, making treatment variables less 
critical. For estimating impact of a policy when observations are available 
in a panel or repeated cross-section of units and time periods (see, Roth 
et al., 2022), a number of empirical studies have employed DiD. This had 
been the case in evaluating impact of the PPSWA conditional on satisfying 
requirement of parallel trends.6 Whether this assumption is reasonable 
in a particular context is an empirical issue. Synthetic control approach 
comprises one particular solution to the challenge due to difficult 
requirement of parallel trends as in case of DiD. The SDiD assigns weights 
to control units that make time trend parallel (not necessarily identical) to 
that for treated units in pre-intervention period, and then applies DiD to 
reweighted panel.

5 Recent innovations in synthetic DiD allow staggered timing of treatment.
6 Recent methodologies have worked with less stringent assumptions including methods 

that allow bounded deviation from strict parallel treands settling on partial identification 
(Rambachan and Roth, 2023; Goodman-Bacon, 2021). 
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As an input, SDiD requires a balanced panel of N units observed over T 
time periods, which we adopt. The goal of SDiD is to consistently estimate 
causal effect of a policy intervention (i.e., average treatment effect on treated, 
i.e., ATT) even if parallel trend assumption may not hold completely. A 
key element of both Acts is that treated units remain exposed to treatment 
throughout. The SDiD would require at least two pre-treatment periods to 
determine control units.

As estimation procedure includes unit-fixed effects, SDiD seeks to match 
treated and untreated units on pre-treatment trends, and not necessarily 
on both pre-treatment trends and levels, which allows a constant difference 
between treated and untreated units (Clarke et al., 2023).
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 Groundwater Scenario  
and Policies4

India as the biggest user of groundwater has an annual groundwater draft 
of 245 billion cubic meters (bcm), of which 89% is used in agriculture. 
Between 2000-01 and 2017-18, number of deep tube-wells surged almost 
seven times, from 0.53 million to 3.75 million. Approximately half of these 
are in Punjab, Rajasthan and Haryana, and are predominantly owned by 
individual farm families. About 40% deep tube-wells have a depth range of 
70-90 m and another 26% of 90-110 m. 

Paddy, wheat and sugarcane are cultivated in 62% of total cropped area 
and account for 80% of total irrigation water use (Sharma et al., 2018). 
Preponderance of individual ownership of wells renders monitoring of 
groundwater extraction extremely difficult; hence, policy focus has mostly 
been on supply side interventions. 

Figure 1 plots path of irrigation development in India. After an initial lead 
by surface irrigation, groundwater has dominated irrigation landscape. Its 
share in irrigated area almost doubled during the past seven decades, from 
31% between 1950-51 to 1968-69 to over 60% between 1991-92 and 2018-19. 
Parallel, share of canal irrigation fell from 42% to 27%.

Figure 1. Irrigation development in India
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Figures 2a-2c indicate high irrigation intensity and sub-state 
overexploitation of groundwater (mainly in high paddy areas) in northwest 
India where lie Punjab and Haryana. Compared across states, the highest 
number of overexploited groundwater blocks are in Punjab, and third 
highest in Haryana (Figure 2a to c). Deterioration in groundwater has 
been comparatively severe in paddy-growing districts (highlighted in 
red in Figure 2d). 

Groundwater has been overextracted due to free or highly subsidized 
electric power, or no tariff levied on water itself, implying near-zero 
marginal cost of irrigation (Pahuja et al., 2010; Shah et al., 2012; Mitra et al., 
2023).
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Extraction of groundwater although increased throughout the country, its 
extraction is exceptionally high in Punjab and Haryana. Between 2004 and 
2017, groundwater extraction increased by 14%, from 30.34 bcm to 34.56 
bcm in Punjab; and in Haryana by 27%, from 9.1 bcm to 11.53 bcm. Its 
intensity is far more evident in these states — groundwater extraction is 
the highest at 8381 cubic m/ha in Punjab, followed by Haryana (3278 cubic 
m/ha) and Tamil Nadu (CGWB, 2004; 2009; 2017). 

Table 2 provides important details on determinants of groundwater use in 
Punjab and Haryana vis-à-vis donor pool states. Punjab and Haryana stand 
out prominent in groundwater use, electricity consumption and tube-well 
density, and comparatively low in groundwater recharge.

Figure 2d. Groundwater situation in Punjab and Haryana
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Table 2. Status of groundwater, 2017 

State
Share of 

irrigation in 
groundwater 

draft (%)

Share of 
rainfall in 

groundwater 
recharge

Electricity 
use (kWh/

ha of 
NSA)

Well 
density
(no./000 

ha of 
NSA)

Electric 
wells 
(%)

Over-
exploited 

blocks 
(%)

Treated units (with Subsoil Water Preservation Acts)

Punjab 96.59 28.63 2735.8 357 96.78 79
Haryana 92.24 45.22 2698.04 232 94.05 61

Donor pool states (without Subsoil Water Preservation Acts)
Rajasthan 88.55 75.55 1310.6 76 70.68 63
Himachal 
Pradesh

51.28 0.88 116.1 19 93.15 50

Tamil Nadu 88.66 42.33 2853.8 439 93.83 40
Uttar Pradesh 89.20 56.24 1049.8 208 14.80 11
Karnataka 90.81 54.99 2136.8 129 99.47 26
Gujarat 94.55 71.30 1417.1 137 98.87 10
Uttarakhand 79.27 40.79 695.0 84 16.10 0
Madhya 
Pradesh

92.32 76.66 1334.0 142 94.05 7

Maharashtra 92.47 66.75 2058.6 081 97.69 3
Andhra 
Pradesh

87.93 60.97 3447.3 220 90.66 9

Kerala 45.69 79.55 171.5 46 98.34 1
Bihar 81.30 73.13 140.6 124 6.73 2
West Bengal 91.55 81.73 288.8 67 27.25 0
Chhattisgarh 84.68 74.16 1076.8 87 97.20 0
Odisha 80.37 71.86 139.5 51 23.34 0
Jharkhand 50.63 91.14 164.3 133 4.89 1
Assam 72.16 95.92 17.2 52 0.66 0

Water requirement of paddy is almost twice of that of wheat. Both crops 
rely heavily groundwater. Following the land consolidation programme 
during the 1950s and then the Green Revolution during 1960s, farmers 
started shifting to groundwater, a reliable source for irrigation. In Punjab 
and Haryana, tube-well irrigation became so widespread that Repetto 
(1994) was compelled to conclude that the ‘Green Revolution is more a 
tube-well revolution than a wheat revolution’. Alongside, there has been 
rise of so-called tube-well capitalists with rich farmers investing more in 
tube-well irrigation. 
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Until the 1970s, state electricity utilities levied tariff on electric power 
for agriculture based on its metered consumption. However, with rapid 
increase in tube-wells, electricity meters were removed and a flat tariff was 
introduced with an idea of increasing flat tariff gradually (Rosencranz et 
al., 2021). It, however, turned out hard to implement because of complex 
political economy of agricultural incentives, which once provided for are 
difficult to withdraw. Governments have continued with subsidized or 
free unmetered electric power as a competitive populist measure to gain 
electoral support. Punjab has been providing free electricity for irrigation 
since 1997, which has led to proliferation of tube-wells and consequently 
dominance of water-intensive paddy-wheat cropping system. 

Haryana also provides subsidized electric power for irrigation charging a 
flat rate (no volumetric pricing) based on power rating of pumping device 
— Rs 15 per horse power per month for motor capacity upto 15 BHP (about 
two-third tube-wells) and Rs 12 per horse power per month for motor 
capacity of more than 15 BHP (about one-third tube-wells) on unmetered 
connections. Extremely low unmetered flat tariff encouraged intensive use 
of electricity. On the other hand, canal irrigation deteriorated due to poor 
maintenance. As an important factor in groundwater extraction, power 
tariff is a key predictor in our analysis.

Overall, subsidy on electric power has encouraged cultivation of water-
intensive crops using high-capacity pumping technology that aggravated 
groundwater draft. In Haryana, in the past decade, more than two-third 
observational wells experienced a significant decline in groundwater 
level (GoI, 2022). Groundwater extraction in Punjab is 64% higher over 
its sustainable limit, while its recharge rate is 26%. Groundwater in about 
80% of the administrative blocks in Punjab and 60% in Haryana has been 
overexploited (GoI, 2023).
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 Factors in Groundwater 
Sustainability

5
Principally, there are four pathways through which erosion of groundwater 
resources can be checked. These are discussed below. 

(i) Crop choices

The most direct path to check groundwater erosion is to cultivate crops 
as dictated by natural resource endowment. Agro-climatic conditions of 
Punjab and Haryana are characterized by alluvial soils and low yet high 
seasonal concentration of rainfall, significant variation in temperature. 
Despite unfavourable climatic conditions, paddy emerged as the most 
prominent crop replacing low-water footprint crops like millets, pulses 
and oilseeds. Table 3 and figures 3a and 3b present salient features of 
crop agriculture that influence groundwater draft. In both states, area 
under paddy and wheat increased consistently and significantly (Figure 
3a). Simultaneously, cropping intensity also increased increasing farmers’ 
dependence on groundwater.

Table 3. Key characteristics of agriculture in Punjab and Haryana   

Particulars 1970-
71

1980-
81

1990-
91

2000-
01

2010-
11

2020-
21

Punjab
Gross sown area (‘000ha) 5658 6763 7502 7941 7883 7834
Gross irrigated area (‘000ha) 4243 5781 7055 7664 7724 7787
Cropping intensity (%) 140 161 178 187 190 190
Irrigation intensity (%) 147 171 180 190 190 186
Groundwater irrigation (%) 55 57 57 76 73 72
Canal irrigation (%) 45 42 42 24 27 28

Haryana
Gross sown area (‘000ha) 4957 5462 5919 6115 6505 6566
Gross irrigated area (‘000ha) 2230 3309 4237 5223 5543 6504
Cropping intensity (%) 139 152 166 173 165 182
Irrigation intensity (%) 146 155 163 177 192 182
Groundwater irrigation (%) 37 45 48 50 57 65
Canal irrigation (%) 62 54 51 50 43 35
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Figure 3a. Crop acreage in Punjab and Haryana

Figure 3b. Paddy acreage and groundwater level in Punjab and Haryana
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Procurement of paddy and wheat at minimum support prices, which began 
in 1966, had been a significant incentive for farmers to allocate more area 
to these crops. Between 2000-01 and 2019-20, their procurement increased 
considerably (Table 4). In 2019-20, about 92% paddy and 73% wheat output 
in Punjab was procured by the Government of India. Corresponding figures 
for Haryana are 89% and 78%, respectively.

Thus, paddy and wheat do not confront significant price and market risks 
as compared to millets, maize, pulses, and oilseeds (Shah et al., 2012; Vatta 
et al., 2013). This aggravated deterioration in groundwater level (Figure 
3b). A more comprehensive and effective policy could have been inclusion 
of non-cereal water-efficient crops in MSP-based procurement system. 
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Table 4. Procurement of rice and wheat for central pool 

Year

Paddy Wheat
Production 

(million 
tons)

Procurement 
(million tons)

Procurement 
as % of 

production

Production 
(million 

tons)

Procurement 
for (million 

tons)

Procurement 
as % of 

production

Punjab
2000-01 9.15 6.96(33) 76.03 15.55 9.42(58) 60.59
2010-11 10.84 8.63(25) 79.67 16.47 10.21(45) 61.98
2015-16 11.82 9.35(27) 79.08 16.08 10.34(37) 64.34
2016-17 11.59 11.05(29) 95.39 16.44 10.65(46) 64.77
2017-18 13.38 11.84(31) 88.47 17.83 11.71(38) 65.65
2018-19 12.82 11.33(26) 88.40 18.26 12.69(35) 69.50
2019-20 11.78 10.88(21) 92.33 17.62 12.91(38) 73.30

Haryana
2000-01 2.70 1.48(7) 54.95 9.67 4.50(28) 46.51
2010-11 3.47 1.69(5) 48.59 11.63 6.35(28) 54.57
2015-16 4.15 2.86(8) 69.02 11.35 6.78(24) 59.71
2016-17 4.45 3.58(9) 80.46 11.55 6.75(29) 58.48
2017-18 4.52 3.99(10) 88.25 10.77 7.43(24) 69.04
2018-19 4.52 3.94(9) 87.27 12.57 8.78(25) 69.86
2019-20 4.82 4.31(8) 89.28 11.88 9.32(27) 78.48

Note: Figures in parentheses are shares in all-India total procurement.

Extensive cultivation of paddy has been main factor in groundwater 
depletion. This view, however, obscures reality that it is not paddy per se 
but timing of its transplantation that decides rise or decline in groundwater 
level. This motivated government of Punjab and Haryana to enact the 
Preservation of Subsoil Water Acts to arrest deterioration of groundwater 
resources. Note, area sown with paddy upto mid-June is often too high. In 
Punjab, during 1996-2005 about one-fourth of area under paddy was sown 
by May-end and about 60% by mid-June. Maximum paddy area sown by 
May-end touched 36% in 1997 and 66% by mid-June in 1998. This trend 
remained almost unchanged until 2004. In 2007, about 48% paddy area 
was transplanted before June 15 (Singh, 2009). Early transplantation also 
results in high evapotranspiration loss.
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(ii) Irrigation sources 

Led by groundwater, irrigation intensity increased considerably. Monsoon 
rains comprise another important source for meeting crops’ water 
requirement, and also an important means of groundwater recharge. 
However, precipitation is low and erratic. Punjab and Haryana, respectively, 
receive 534 mm and 687 mm rainfall. Canal irrigation, an important source 
of groundwater recharge, deteriorated. During the 1960s, groundwater 
comprised 41% of irrigated area in Punjab and 22% in Haryana, which 
increased to 71% and 64%, respectively in 2018-19. On the other hand, 
investment on canal irrigation in Punjab has declined since 2008-09, which 
incidentally coincides with timing of the Preservation of Subsoil Water 
Acts (Figure 4).

Figure 4. Trend in total public expenditure on major and medium 
irrigation schemes in Punjab and Haryana
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(iii) System of groundwater extraction 

Groundwater draft is a function of several demand and supply side factors 
such as choice of crops, their water requirements, output prices, alternate 
sources of irrigation, prior level of groundwater, and type of pump and its 
efficiency used for groundwater extraction. 

Demand for groundwater increased because of state-sponsored supply of 
electricity to agriculture at zero or near-zero tariff. This led to proliferation 
of pumps of higher extraction capacity, in terms of power and type of 
pumps (Tables 5 and 6). Between 1970-71 and 2019-20 although share 
of agriculture in total electric power consumption declined, its absolute 
consumption increased 25 times in Punjab and 34 times in Haryana. 
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Moving away from free or subsidized supply of electricity to a system 
of volumetric pricing can be an important means of checking excessive 
groundwater draft, and reducing fiscal burden. Orienting date of sowing 
towards onset of monsoon to reduce groundwater draft in principle cannot 
be the best policy option, as we see its pitfalls subsequently. 

Table 5. Electricity consumption in Punjab and Haryana 

Year
Electricity (Million KWh)

Agriculture’s share 
(%)

Electricity use in 
agriculture
(Kwh/ha)

Total 
consumption

Consumption 
in agriculture

Punjab
1970-71 1220 463 38 114
1980-81 4236 1850 44 441
1990-91 11907 5104 43 1210
2000-01 19185 5534 29 1302
2010-11 32232 10117 31 2433
2015-16 40768 11514 28 2783
2019-20 53098 11538 22 2796

Haryana
1970-71 904 299 33 84
1980-81 2556 954 37 265
1990-91 6051 2712 45 759
2000-01 10144 4756 47 1349
2010-11 24012 8097 34 2302
2015-16 32172 9295 29 2641
2019-20 43095 10307 24 2887

Table 6 shows changes in energy sources for irrigation. There has been a 
secular increase in electrification of irrigation system. In Punjab, share of 
electric tube-wells increased from 47% in 1980-81 to over 90% in 2020-21 
and in Haryana it remained almost unchanged at around two-third. Tube-
well density (number of tube-wells per unit of land) increased considerably, 
from 143 to 357 in Punjab, and from 92 to 232 in Haryana. Following the 
Preservation of Subsoil Water Acts, electrification of tube-wells might have 
countervailed their effects on groundwater exploitation.
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Table 6. Energy sources for irrigation and tube-well density
Year Punjab Haryana

Electric 
tube-wells 

(%)

Tube-well 
density (No. 

/000 ha)

Electric tube-
wells (%)

Tube-well 
density (No. 

/000 ha)
1970-71 47.40 47 82.69 29
1980-81 46.67 143 67.07 92
1990-91 75.00 190 68.68 139
2000-01 73.44 252 56.69 167
2010-11 82.63 332 68.05 206
2020-21 90.58 357 67.03 232

Falling groundwater level compelled farmers to switch from shallow to 
deep wells and centrifugal to submersible pumps of higher draft capacity. 
Table 7 presents share of submersible pumps in Punjab and Haryana vis-a-
vis donor pool states. It may be noted that the Acts mention neither power 
of pumps nor mechanisms of monitoring groundwater draft. 

The policy of delayed transplanting has engendered responses such as 
deployment of more powerful pumps or submersibles or irrigation hours, 
which are aligned with incentives to expend more of a private good (i.e., 
groundwater), and legitimately there is nothing in the Acts to prevent such 
responses. These might have offset prospective saving in groundwater 
envisaged in the Acts. 

Table 7. Share of submersible pumps and well depth 

State

2006-07 (4th MIC) 2013-14 (5th MIC) 2017-19 (6th MIC)

Submersible 
pump (%)

Wells 
depth 
>10m 
(%)

Submersible 
pump (%)

Wells 
depth 
>10m 
(%)

Submersible 
pump (%)

Wells 
depth 

>10m (%)

Punjab 52.73 44.33 83.83 66.21 90.85 71.76

Haryana 67.47 44.83 87.47 54.05 83.62 57.36

Andhra 
Pradesh

62.56 25.99 74.59 26.69 80.06 40.95

Assam 0.62 1.90 0.89 1.98 16.46 2.68

Bihar 5.82 1.83 7.16 4.97 17.67 8.72

Chhattisgarh 24.93 20.46 87.10 22.51 93.13 19.58

Gujarat 59.20 45.04 94.77 53.30 95.76 53.23

Himachal 
Pradesh

51.09 32.93 67.18 29.67 70.16 23.53
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State

2006-07 (4th MIC) 2013-14 (5th MIC) 2017-19 (6th MIC)

Submersible 
pump (%)

Wells 
depth 
>10m 
(%)

Submersible 
pump (%)

Wells 
depth 
>10m 
(%)

Submersible 
pump (%)

Wells 
depth 

>10m (%)

Jammu 52.55 17.86 11.44 16.67 67.22 15.66

Jharkhand 1.50 21.92 4.51 19.66 3.01 14.9

Karnataka 74.60 31.79 89.58 43.12 94.29 29.71

Kerala 6.55 18.38 17.37 35.43 24.93 22.58

Madhya 
Pradesh

62.75 48.28 63.52 45.47 73.42 48.54

Maharashtra 23.34 26.57 57.39 31.26 53.1 33.71

Odisha 2.74 5.86 10.33 12.34 29.42 3.31

Rajasthan 33.51 72.81 57.09 65.38 63.83 68.49

Tamil Nadu 21.97 14.62 48.91 31.04 54.55 19.11

Uttarakhand 14.35 38.3 14.05 20.80 42.41 43.9

Uttar Pradesh 4.06 23.91 9.63 43.64 15.26 28.92

West Bengal 15.63 17.29 25.65 29.35 36.53 21.16

(iv) Technology-driven solutions 

The Preservation of Subsoil Water Acts could have induced farmers to adopt 
water-saving technologies and practices such as sensor-based irrigation, 
direct seeding of rice (DSR), alternate wetting and drying (AWD) system, 
and short-duration paddy varieties, among others (Aryal et al., 2015; Chahal 
et al., 2014; Sidhu and Vatta, 2012). It, however, did not happen because of 
near-zero marginal cost of water extraction (Shah, 2009; Shah et al., 2012; 
Gautam, 2015).   

Policymakers have been looking for technological and institutional solutions 
to preserve groundwater. One such option is to promote soil-moisture-
sensor-based irrigation scheduling devices like tensiometer7, which have 
been found to save water and electricity to the extent of 15% (Bhatt et al., 
2016; Bhatt and Sharma, 2010; World Bank, 2010; Vatta et al., 2018). 

Fishman et al. (2015) remind that ultimate impact of technologies and 
practices on groundwater use depends on farmers’ behaviour and not 
solely on their technical potential for water conservation. Ample evidence 

7 A tensiometer measures amount of energy required by plants to pull soil 
water (water potential) at current moisture level, guiding farmers on timing of 
irrigation and water requirement.
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exists where a technology aimed at reducing water consumption resulted in 
its greater consumption (Qureshi et al., 2010; Ward and Pulido-Velazquez, 
2008). In Punjab and Haryana, adoption of water-saving technologies and 
practices has remained low. Despite the low cost, their dis-adoption has 
also been reported because of near-zero marginal cost of electricity use 
(Vatta et al., 2018). 
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Effectiveness of  
Groundwater Regulations

6
6.1  Impact on groundwater level 

Table 8 and figures 5a to 5f show the estimated effects of the PSSWA and 
the HPSWA separately and the combined two (for obtaining standard 
errors with bootstrapping which requires more than one treatment unit). 
Estimates have been obtained with and without time-varying exogenous 
covariates. 

Impact of regulation is estimated as ‘average treatment effect on treated’ 
(ATT). ATT is estimated for pre-monsoon, post-monsoon and average 
groundwater levels using estimated coefficients from DiD, SCM, and 
SDiD. Qualitatively, results from all the models are similar.8   ATTs for pre-
monsoon and post-monsoon are presented in Table 8a and 8b, respectively. 
As expected, impact is more significant on pre-monsoon groundwater level; 
hence further discussion is restricted to pre-monsoon groundwater level. 
Figures 5a-f also show estimated trends in pre-monsoon groundwater level 
before and after implementation of the Acts. The estimated trends for post-
monsoon groundwater level are given in figure A1a-f in the appendix.

Without covariates, post-treatment ATTs show a significant decline in 
pre-monsoon groundwater level — 4 meters below ground level (mbgl) 
in Punjab. Conditioning upon covariates, decline is bigger (4.64 mbgl). In 
Haryana, without covariates, decline is 4.35 mbgl, and conditional upon 
covariates it is 4.8 mbgl. For state level estimates, placebo method is used to 
obtain standard errors. For SDiD, standard errors can be obtained through 
bootstrapping provided there is more than a single treatment unit. 

Given similarity of the Acts, data for Punjab and Haryana are combined to 
estimate SDiD model. This provides average effect of a generic groundwater 
regulation. ATTs show a decline in groundwater level by 4.1 mbgl without 
covariates, and 4.7 mbgl conditional on covariates. In Figure 5a-f, states in 
donor pool with zero weight are denoted by x. Weights assigned by SDiD to 
donor pool states appear less sparse, i.e., SDiD did not assign larger weight 
to any particular state due to more balanced weighting compared to SCM, 
which assigns a larger weight to a particular state (e.g., Uttar Pradesh).

8  Results for average groundwater level are available on request.
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How do our estimates compare with those reported by others (Table 9). 
Note, in their assessment, they have focused on the PPSWA. Using a panel 
of district level data for 1985 to 2011, Tripathi et al. (2016) have reported a 
positive change in groundwater level after implementation of the PPSWA. 
Our findings, however, contradict this. On the other hand, Sekhri (2012) 
and Sharma et al. (2023) have reported a decline in groundwater level in 
post-Act period. In these studies, change in groundwater level is high 
in paddy-growing districts. We estimated it for Haryana and/or Punjab 
relative to other states.

Table 9. Estimated impacts of PPSWA 2009 from other studies 

Authors Time period Method Estimated effect

Sekhri (2012) 2003-2011 DiD
Groundwater declined by 1.17m 
(August water level) and by 1.60m 
(annual water level). 

Sharma et 
al.(2023) 1999-2018 DiD

Groundwater declined by 1.72m 
(pre-monsoon water level) and 
by 1.55m (post-monsoon water 
level).

Tripathi et 
al.(2016) 1985-2011 Panel 

regression 

Coefficient of policy dummy is 
significant in groundwater level 
of pre-monsoon (-2.795***), post-
monsoon (-2.310***) and annual 
(-2.115***) suggesting policy led 
to improvement in groundwater 
level.

Note:  *** p<0.01, ** p<0.05, * p<01.

Our study differs in several aspects from above-mentioned studies. These 
have estimated impact of the regulation utilizing district-level variation 
in paddy acreage, i.e., high paddy acreage districts as treated units and 
low paddy acreage districts as untreated units. While a regulation equally 
applies to all districts in a state unless it specifies inclusions or exclusions. 
The PPSWA and HPSWA do not specify any inclusion or exclusion. We 
have evaluated their impact on groundwater use in treated states (Punjab 
and Haryana) in relation to other states which did not implement such 
Acts. 

We have uniquely evaluated impact of the Acts on groundwater draft, which 
most adequately captures farmers’ response to the Acts. Importantly, we 
have assessed their impacts employing the most recent ‘synthetic difference-
in-difference technique’ with states implementing an Act as treated unit, 
and others as untreated units. Further, above-mentioned studies, except 
Sharma et al. (2023), have considered a shorter period of 2-3 years after the 
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Act, while several changes take place in long-run. We have extended post-
Act period upto 2018-19. Beyond differences in units of comparison relative 
to treated units, our estimates of groundwater depletion are significantly 
larger than those reported in other studies.

6.2  Possible Offsets to the Groundwater Regulations

The findings show failure of the Acts in preventing overextraction of 
groundwater. Impact of this policy change is determined by responses 
that impinge on groundwater draft. As discussed earlier, choice of crops 
and their acreage (legit compliance and non-compliance if transplanting 
were done earlier on the sly), methods of groundwater extraction (power 
source and type of pump) and irrigation intensity (hours of irrigation) 
comprise main determinants of groundwater draft. Groundwater level in 
both states has secularly declined despite regulations being in force. True 
measure of impact of these regulations would be in terms of their impact 
on determinants of groundwater draft and subsequently on draft itself. 
Only in a naïve behavioural scenario, farmers would maintain irrigated 
area at level before enactment of the Acts.

There could have been several possible offsets to the policy of delayed 
paddy transplantation to restrict groundwater extraction. A few of these 
are discussed below. 

Extensification of paddy: First offset relates to increase in paddy acreage, 
i.e., extensification. If acreage under paddy itself is impacted to increase in 
post-Act period, then overextraction of groundwater may continue even 
after delayed paddy transplantation. This endogenous increase in paddy 
acreage puts a question on estimation strategy using variation in paddy 
acreage across districts. 

Treating paddy acreage not exogenous, we have implemented SDiD with 
covariates, including paddy acreage, to evaluate impact of Acts on paddy 
acreage itself. Table 10 and figure 6 presents results. Notwithstanding 
mandatory delayed sowing, paddy acreage increased in a causal way 
—about 14% in both states. 
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Table 10. Estimated impact of Acts on paddy acreage in Punjab and 
Haryana (with covariates) 

State
Average treatment effect on treated 

(ATT)

DiD SCM SDiD

Punjab 0.138
(0.093)

0.135
(0.120)

0.149*
(0.080)

Haryana 0.222**
(0.092)

0.189
(0.127)

0.146*
(0.081)

Punjab and Haryana (combined-
bootstrap standard errors)

0.172**
(0.069)

0.140 *
(0.080)

0.139**
(0.060)

Note: Standard errors in parentheses; *** p<0.01, ** p<0.05, * p<01.

Extraction capacity change (pumps’ power and irrigation hours): Our 
estimating models include irrigation hours per hectare of paddy-cropped 
area, which could have affected extraction of groundwater. Total change 
in groundwater extraction could be more if farmers apply more irrigation. 
Although not tested as an explanation, Sekhri (2012) has pitched for this 
delineation. More applications of irrigation in a shorter cropping cycle 
could be a behavioural response to the regulations. In a scenario where 
pumping technology may also change in post-regulation period, demand 
for groundwater may decrease only if entire cultivable land can be irrigated 
using new pumping technology that reduces water use compared to old 
technology in pre-treatment period. If a short-duration paddy variety is 
chosen based on perceived yield (i.e., comparatively high yield from a 
long-duration variety), it is quite possible that irrigation applications may 
increase. 
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Water requirement of substitute crops: Both the PPSWA and HPSWA set 
cut-off dates for paddy sowing (nursery raising and transplanting). In run 
up to late transplanting, farmers are free to sow any crop but not paddy. 
Other crops, if grown would also require irrigation and face same situation 
of groundwater dependence and high evapotranspiration loss. One would 
expect a rational farmer to utilize land for crops of duration that does 
not overrun sowing of paddy to earn equivalent returns. Short-duration 
maize (spring maize) if sown after mid-April would require at least 15 
irrigations before arrival of monsoon. Manan et al. (2017) have estimated 
water requirement of spring maize at 9500-10125 cubic meter/ha, which is 
marginally less than 12000 cubic meter/ha required by paddy (Srivastava 
et al., 2015).

Measure of response to policy change: None of the earlier studies has 
evaluated impact of the regulation on groundwater draft, a more relevant 
outcome than groundwater level. We uniquely estimate impact of the Acts 
on groundwater draft per unit of gross cropped area. Results show that 
groundwater draft goes up significantly relative to counterfactual, i.e., in 
absence of the Acts (Table 11, and Figure A2 a-f in the appendix). 

Based on official estimates (GoP, 2020), under ideal conditions delayed 
transplanting of paddy should have reduced groundwater extraction at 
least by 1000 cubic meter per hectare. Our estimates show overextraction 
of groundwater to the extent of 988 cubic meters per hectare for combined 
Punjab and Haryana. However, when estimated separately, overextraction 
is at least three times more in Punjab (1520 cubic meters per hectare) than 
in Haryana (503 cubic meters per hectare). This is because conditions are 
not ideal with offsets where paddy acreage has increased and extraction 
capacity of pumps expanded.

Table 11. ATT for groundwater draft (cubic meters per hectare of gross 
cropped area) 

Punjab Haryana Combined with 
bootstrap standard error

DiD  SCM  SDiD  DiD  SCM  SDiD  DiD  SCM  SDiD
Without covariates

700***
(207)

2000***
(351)

1520***
(189)

416**
(207)

600*
(352)

503***
(189)

558**
(157)

890*
(219)

988***
(140)

With covariates
653***
(182)

2640***
(175)

783***
(183)

493***
(182)

445**
(174)

433**
(183)

573***
(138)

1360**
(142)

600**
(134)

Note: Standard errors in parentheses; *** p<0.01, ** p<0.05, * p<0.1
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The Acts have failed to arrest falling groundwater level, rather it deteriorated 
in post-implementation period. Therefore, it is imperative to understand 
causes for such as perverse outcome. 

Change in groundwater level is net outcome of groundwater demand and 
supply. Thus, failure of the Acts to check falling level of groundwater implies 
their ineffectiveness in reducing net demand for groundwater. Evidence 
from Cost of Cultivation data reveals a reduction in paddy irrigation hours 
from 309 per hectare in 2009-10 to 217 per hectare in 2018-19. With delayed 
paddy transplantation and concomitant reduction in irrigation hours what 
factors could explain this perverse outcome? In principle, there could 
have been a reduction in groundwater dependence on account of delayed 
sowing of paddy. However, despite reduction in irrigation hours, total 
groundwater demand increased from 30.3 bcm in 2004 to 34.56 bcm 2017, 
and as a response the type and source of power of pumps also changed. 
To understand this, we look at determinants of groundwater demand and 
supply and how they could possibly have changed in post-regulation 
period. 

First, procurement of paddy at MSP is a strong incentive for farmers to 
allocate more area to its cultivation. In both states, paddy area increased 
in post-Act period due to ever-increasing procurement of paddy. Long 
duration paddy varieties are often associated with higher yield (at least in 
farmers’ perception), and if their yield is perceived to be lower with delayed 
transplanting, a logical response is to allocate more area to paddy. In post-
Act period, paddy acreage was causally impacted, increasing from 2795 
thousand hectares in 2009-10 to 3102 thousand hectares in 2018-19 (11%) in 
Punjab, and from 1206 thousand hectares to 1447 thousand hectares (20%) 
in Haryana, which led to greater demand for groundwater. 

Second, with increasing procurement of paddy there has been a significant 
expansion of rice milling industry.  Currently, there are more than 4500 rice 
mills in Punjab and 1300 in Haryana. Capital requirement for establishing 
a rice mill is quite significant, and once established it cannot be utilized or 
modified for commodities other than paddy. Thus, any policy to reduce 
paddy acreage may be resisted by millers.  

Third, if farmers perceive more irrigation for short-duration paddy varieties 
(Shekhri, 2012), more powerful and efficient pumps (submersible) will 
be deployed. We do find that power and type of pumps interacted with 
irrigation hours did increase in post-regulation period. 
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Fourth, free or heavily subsidized electric power does not reflect scarcity 
value of groundwater; hence its overextraction. We have estimated causal 
impact of the Acts on groundwater draft itself, which increased significantly 
in post-regulation period. 

Fifth, increasing demand for groundwater (despite reduction in irrigation 
hours) has not been accompanied by increase in its recharge, which hovered 
around 23-24 bcm in pre- as well as post-regulation periods. 

On the whole, groundwater-energy-food nexus remains in operation 
even after implementation of the Preservation of Subsoil Water Acts. This 
unbroken nexus offsets their effects despite a marginal positive effect of 
delayed paddy transplantation on groundwater use.
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 Conclusion and  
Implications

7
Agriculture in Punjab and Haryana is at a crossroads. Technological 
gains realized during initial phase of the Green Revolution have started 
tapering off in both states‒yield growth of paddy has decelerated to less 
than one percent during 2009-2018 from about 2% during 2000-2008 due 
to increasing scarcity of water, among others. Irrigation serves a dual role 
of improving crop yield and reducing its sensitivity to extreme climate 
events such as droughts and heat-waves (Birthal et al., 2015; Birthal et al., 
2021; Zaveri and Lobell, 2019). Nonetheless, its effect has started slowing-
down. 

Punjab and Haryana enacted an identical regulation in 2009 to prevent 
overextraction of groundwater by altering sowing date of paddy towards 
onset of monsoon. This paper by employing ‘synthetic difference-in-
difference’ technique to a long-series of panel data from 2000-01 to 2018-
19 has constructed a counterfactual trajectory of groundwater draft/level, 
and compared it with actual trajectory before and after implementation 
of the regulation. Findings demonstrate that despite regulation being in 
force, overextraction of groundwater continued, leading to further decline 
in its level by more than 4 meters. 

How a policy that aimed at improving an outcome could result in 
worsening it? Such a perverse outcome could be several possible policy-
engendered behavioural responses.  

Paddy emerged as the most important crop in Punjab and Haryana 
despite their climatic conditions (semi-arid) being not conducive to its 
cultivation. This happened because of continued policy support in terms 
of its procurement at pre-announced minimum support price, and subsidy 
on electric power for irrigation and fertilizers. Besides, as compared to 
other crops, yield of paddy is significantly higher. Currently, over 90% 
paddy produced in these states is procured at MSP, rendering it virtually 
free from price and market risks. Farmers are often risk-averse, and might 
have perceived that delayed paddy transplantation may reduce yield of 
its own and of subsequent crops by condensing sowing window. Wheat, 
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the most widely-grown crop grown after paddy, is also insulated from 
price and market risks. 

Importance of a regulation not being a direct or price instrument is 
evident from our findings. This calls for reforms in agri-food policy in a 
manner that help conserve and optimize groundwater use. 

To control overextraction of groundwater, it is often advocated to switch 
over to its volumetric pricing from a free or subsided flat rate electricity 
tariff (Singh, 2012; Sidhu et al., 2020; Chand et al., 2022). Nonetheless, 
policy of free or subsidised electric power for irrigation has continued 
because of political considerations. Differential pricing of groundwater 
based on an its optimal use or threshold level (ones using less than 
threshold are rewarded, and those using above it are penalized through 
electricity tariff) can reduce paddy area and consequently groundwater 
draft without any adverse effect on farm income (Chand et al., 2022). 
However, such reforms require hard policy decisions.  

Diversification of crop portfolio towards less water-intensive crops is 
another important option to curb overextraction of groundwater and 
improve its long-term sustainability. Besides, it can provide several other 
benefits such as reduction in fertilizer consumption and air pollution, 
mitigation of greenhouse gas emission, and improvement in soil fertility. 
However, farmers’ decisions to diversify away from paddy depend 
on multiple factors including its profitability relative to other crops. 
Economics of different crops reveals that in Punjab and Haryana, hardly 
there is a crop, except horticultural crops, which generates as much 
profit as paddy. Maize, soybean, pigeon-pea, and groundnut are often-
suggested alternatives to paddy but their yield is too low to compensate 
for revenue foregone. 

A crop has its own cultivation niches, and cannot exhibit its production 
potential in all types of agro-ecologies. This suggests for crop planning 
at lower geographical scales (i.e., district or block or cluster of villages) 
based on their natural resource endowments. However, for crop planning 
to succeed, it must be backed by a package of compensation for revenue 
foregone from paddy. In long-run, more research is needed to improve 
yield of crops competing with paddy for land and water. 

Horticultural crops generate significantly higher profit than paddy or any 
other crop. Leaving aside a few, most horticultural crops can be grown in 
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all types of agro-ecologies. Their cultivation in protected environments 
is also an option. However, these crops are labour-intensive, and scope 
for mechanization in horticulture is limited. Further, horticultural crops 
are perishable and prone to high production and market risks. Post-
harvest, these require immediate transportation to markers or storage or 
processing into less perishable forms. Hence, there is a need to invest in 
cold storages, refrigerated transportation and processing, and develop 
value chains to link farmers to markets.  

Re-purposing existing agricultural incentives to adoption of technologies 
and practices that are compatible with principles of natural resource 
conservation is a politically feasible policy option. The Preservation of 
Subsoil Water Acts could have induced adoption of such technologies but 
it did not happen due to several factors including farmers’ risk aversion 
and lack of incentives. The Green Credit Scheme launched recently by 
the Government of India offers monetary incentives for the adoption of 
sustainable agricultural practices. 

Farmers have heavily invested in groundwater irrigation, possibly 
acquiring subsidized credit from financial institutions. By law, water 
rights are embedded in land rights; hence, it is difficult to prevent farmers 
to invest in groundwater irrigation. Nonetheless, individual ownership 
of new tube-wells should be discouraged by restricting their access to 
institutional credit and electric power. And if not, make their provision 
conditional upon adoption of water-saving technologies and agronomic 
practices. Further, farmers should be incentivized for community-
managed irrigation system and water sharing and trade (Chaudhuri et 
al., 2023). 

Canals are an important source of irrigation and groundwater recharge 
but these have been suffering from poor maintenance due to stagnation 
or even declining investment. It is, therefore, imperative to rehabilitate 
canal irrigation and promote its conjunctive use with groundwater.     

Governments should increasingly involve grass-root institutions 
like village panchayats or non-governmental organizations to create 
awareness about negative externalities of overextraction of groundwater 
and its economic, social and environmental consequences, to motivate 
farmers for participatory management of groundwater, and to coordinate, 
implement and monitor land and water conservation programmes. 
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These measures should be accompanied by reforms in agricultural price 
and food distribution policies. On procurement front, one can think of 
limiting procurement of paddy at MSP to the extent of its requirement for 
buffer stocking. The rest of the marketable surplus may be covered under 
price deficiency scheme. Rice may partially be substituted by millets and 
pulses in the PDS. Other option is to explore possibility of cash transfer 
in lieu of grains.

In essence, groundwater management requires an integrated approach, 
encompassing policy and institutional reforms in and outside agriculture. 
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