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• We introduced a trend-cycle decomposition with jumps in the trend
component

• An automatic procedure selects the time points of the jumps

• We implement our procedure efficiently in an R package

• The method identifies the significant impacts of reforms on employment
in Italy
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1. Introduction

The Hodrick-Prescott (HP) filter (Hodrick and Prescott, 1981, 1997; Whit-
taker, 1922) is a very popular1 tool in applied macroeconomics and related
fields to split a time series into a low-frequency component, the trend, and a
high-frequency component, the cycle (for a technical review refer to de Jong
and Sakarya, 2016).

The HP filter solves a penalized least-square problem where a smoothness
requirement balances the goodness of fit. A tuning parameter, whose value
is generally set according to the sampling frequency of the time series (Ravn
and Uhlig, 2002), determines the smoothness of the filter. Alternatively,
its value can be estimated by Gaussian maximum likelihood (Gómez, 2001;
Pelagatti, 2015, Sec. 3.2.3) exploiting the state-space form and the Kalman
filter.

While the smoothness of the extracted trend is one of the main reasons
for applying the HP filter, trends in time series can undergo abrupt changes
because of exogenous interventions such as the recent pandemic, the war
in Ukraine, or structural changes such as economic and social reforms. Of
course, discontinuities in the trend component extracted by the HP filter
can be achieved by splitting the time series into contiguous subsamples on
which to apply separate HP filters. However, since it is not always possible to
determine the precise dates of the jumps, it would be precious to have a filter
that automatically detects the shifts in the trend component and adapts the
extracted signal accordingly.

In the presence of jumps, the regular HP filter tends to smooth the abrupt
changes out, introducing spurious cycles in its complement2, which empir-
ical macroeconomists use as an output-gap indicator. Indeed, a persistent
change, such as a jump, belongs to the structural part of the economy and not
to the business cycle. However, according to the standard HP filter, a per-
sistent drop in the GDP would be classified as a short boom in the economy,
followed by a temporary contraction of production, as Figure 1 illustrates.
We simulated a time series by summing a linear trend with a drop from time

1The exact search ”Hodrick Prescott filter” on Google Scholar returned 23,800 results
on 6 June 2024.

2Here, we define the HP filter τt as the low-pass filter extracting the trend and, thus,
its complement yt− τt is the one used for business cycle analysis. Some scholars name the
latter HP filter.
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t = 51 with a stochastic cycle generated by an AR(2) process. We estimated
the stochastic cycle realisation using the complement of the HP filter. The
spurious cycle described above is evident in the shaded area in the figure:
the actual positive phase of the cycle is substituted by a boost and a rapid
recession.
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Figure 1: Extracting the trend and the output gap by HP filtering when a jump in the
trend is present. The jump occurs at time t = 51.

In this paper, we propose a modification of the HP filter capable of auto-
matically detecting structural changes by adding a potential jump at every
time point and penalizing for the sum of their sizes. Well-known informa-
tion criteria determine the magnitudes of the regularization parameters. Our
method entails the constrained maximization of the Gaussian log-likelihood
function with respect to a vast number of parameters, as there are more
parameters than observations. However, our implementation in C++ and
R (thanks to Rcpp by Eddelbuettel and François, 2011; Eddelbuettel, 2013)
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is highly efficient, quick, and stable. Our approach exploits the state-space
representation of the underlying data-generating process and allows missing
observations and regressors, for example, for modelling seasonal patterns.

We assess our method’s performance through a battery of simulation
experiments, the outcomes of which are very encouraging.

Finally, a long section of the paper is devoted to analysing the impacts of
various labour market reforms approved by the Italian Parliament on different
generations of Italian workers. In particular, we apply our HP filter with
jumps to the employment time series of the Italian population grouped by
age to assess the different impacts that the reforms had on the age groups.

The structure of the paper is the following: Section 2 illustrates the
method, Section 3 assesses the performance of the method on simulated time
series, Section 4 applies the method to Italian employment time series, and
Section 5 concludes.

2. Method

The HP filter is the sequence of linear functions τt =
∑n

s=1 αt,sys of the
time series observations {yt}t=1,...,n that solves

min

{
n∑

t=1

(yt − τt)
2 + λ

n−1∑
t=2

[(τt+1 − τt)− (τt − τt−1)]
2,

}
where λ is a fixed parameter that determines the smoothness of the sequence
{τt}t=1,...,n: the higher λ, the smoother the sequence. Indeed, the first addend
in the objective function is a quadratic loss, while the second is a smoothness
penalty. In other words, according to the first addend, the closer τt is to
yt, the better, while according to the second addend, the closer the second
difference of τt to zero (i.e., the closer τt to a straight line), the better.
When λ diverges, τt becomes a linear trend. Typical values of λ adopted
in macroeconomic applications are 6.25 for yearly data, 1,600 for quarterly
data, and 129,600 for monthly data; however, using the formulae in Ravn and
Uhlig (2002), any sampling frequency can be mapped into a value of λ. These
values of λ produce a low-pass filter with a cut-off frequency corresponding
to roughly ten years so that the time series is split into its trend and business
cycle components3.

3The value of λ for which the gain of the filter is 0.5 is given by (2 sin(π/p))−4, where p is
the cut-off period (cf. Gómez, 2001, p.366). For example, if we want the HP filter to extract
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Gómez (2001) showed that the HP filter is the optimal linear predictor of
the trend component µt based on the observations {yt}t=1,...,n in the following
unobserved component model:

yt = µt + εt

µt+1 = µt + βt + ηt

βt+1 = βt + ζt,

(1)

where εt, ηt, and ζt are independent white noise sequences with respective
variances Var(εt) = λσ2, Var(ηt) = 0, and Var(ζt) = σ2.

In equation (1), the time series µt represents the level of yt, and βt is the
time-varying slope of the trend. The sample paths of µt are smooth because
the assumption Var(ηt) = 0 prevents jumps. Indeed, the trend can only
deviate from a straight line through slope changes.

Model (1) is in state-space form. The Kalman filter allows the (quasi)
maximum likelihood estimation of the parameters σ2 and λ by assuming that
the white noise sequences and the joint distribution of (µ1, β1) are Gaussian
(see for example Pelagatti, 2015, Chapter 5). The smoother, say µ̂t|n, which
projects µt on the whole time series {yt}t=1,...,n, coincides with the HP filter:
τt = µ̂t|n.

We introduce in the model (1) the possibility of abrupt changes in the
level and slope by adding the variance sequence {σ2

t }t=1,...,n to the constant
variances of ηt and ζt in the following way:

Var(ηt) = σ2
t , Var(ζt) = σ2 + γ2σ2

t ,

where γ is a positive scaling parameter. The reasoning behind using just one
sequence of additional variances common to the level and slope disturbances
is based on the fact that, under structural changes, both components should
be contemporaneously affected. Letting only the slope or the level change
would be unusual in many real applications. At the same time, providing in-
dependent sequences of additional variances for the two transition equations
would almost double the number of parameters to estimate and make change-
points harder to identify. This choice does virtually no harm when only a

frequencies corresponding to a period of 10 years or longer in a yearly time series, we obtain
(2 sin(π/10))−4 ≈ 6.85, while if the data are quarterly, we get (2 sin(π/40))−4 ≈ 1, 649 and
for monthly observations (2 sin(π/120))−4 ≈ 133, 108.
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change in the level (or slope) takes place since the Kalman smoother adjusts
to fit the observable time series even in the presence of a larger disturbance
variance.

Under this time-varying variance configuration, the model (1) is no longer
identified, but by penalizing the log-likelihood function by the sum of the
additional standard deviations σt, we can get a simultaneous estimate of the
parameters σ2, λ, γ and of the variances σ2

t . The constrained optimization
problem to solve is of LASSO type (see Hastie et al., 2009, Section 3.4.2)

max
σ,λ,γ,{σt}t=1,...,n

ℓ
(
σ, λ, γ, {σt}t=1,...,n

)
, such that

n∑
t=1

σt ≤ M, (2)

where all parameters are positive, ℓ() is the Gaussian log-likelihood function
(computed by the Kalman filter), and M is a positive value to be fixed before
the optimization. As we will discuss later, an effective way to determine the
value of M is by computing information criteria over a grid of values for M .
The case M = 0 results in the classical HP filter, while M → ∞ produces
an unidentified model. The LASSO-type constraint in equation (2) implies
that most supplementary variances σ2

t are set to zero, and only the ones that
produce a significant improvement in the log-likelihood are allowed to have
a positive value. Figure 3.11 of Hastie et al. (2009) contains a graphical
explanation of this selection feature.

There are various algorithms that can solve this constrained optimiza-
tion; in our simulations and applications, the conservative convex separable
approximations (CCSA) method by Svanberg (2002), as implemented in the
NLopt library (Johnson, 2007), has proven to be very quick, stable, and effec-
tive. Since the optimisation is carried out with respect to a very large vector
of parameters, it is fundamental to provide the optimiser with analytical
derivatives. We computed the relevant scores using the results in Koopman
and Shephard (1992) (see Appendix A.6).

The degree of penalization in regularized models is usually determined
by cross-validation (CV). However, in the typical application, time series
are not very long, and jumps are rare; thus, CV would not work because
the jumps would be excluded in many subsamples. A feasible approach is
through information criteria. For every value of M on a grid, we do the
constrained optimization, evaluate the likelihood at the estimates, compute
the degrees of freedom, and return the AIC, BIC, and HQ.

Since the smoother of µt, say µ̂ := {µ̂t}t=1,...,n, is linear in the time series
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vector y := {yt}t=1,...,n, that it, there is a matrix S such that µ̂ = Sy, then
the number of effective degrees of freedom is given by the trace of the matrix
S (see Hastie et al., 2009, Chapter 5). The elements of the matrix S (we
are interested only in its diagonal) can be easily computed by adapting the
formulae in Koopman and Harvey (2003).

For illustration, we applied the HP filter with jumps to a simulated time
series and to the famous Nile River time series4. The simulated time series
is generated by adding zero-mean Gaussian noise (with a standard deviation
of 20) to the following signal function of t = 1, 2, . . . , 100:

100 cos(3tπ/100)− 100 I(t>50) − 10 (t− 50) I(t>50),

with I(t>50) equal to zero when t <= 50 and to one for t > 50.
The top panel of Figure 2 illustrates how the HP filter with jumps captures

the jump taking place between the 50th and 51st observations and how precise
is the estimate of the mean function. The bottom panel of the same figure
shows how the well-known jump in the year 1899 (Cobb, 1978; Carlstein,
1988; Dümbgen, 1991) is perfectly captured by our filter, and the trend of
the time series turns out to be piecewise constant as the estimated smoothing
parameter is extremely large. A sound economic application is discussed in
Section 4.

The observation equation of the state-space form in equation (1) can be
easily modified to include linear regressors in the model: yt = x⊤

t δ + µt +
εt, where xt is the vector of regressors and δ a vector of coefficients to be
estimated. This setup is particularly useful for adding seasonal patterns
that, otherwise, the HP filter (with and without jumps) would try to fit. To
avoid changing the interpretation of the HP filter as a trend extractor, the
regression part x⊤

t δ should sum to zero over an opportune period of time (as
seasonal sinusoids and centred seasonal dummies).

3. Simulations

Our HP filter with jumps is designed to deal with macroeconomic time
series whose typical length is rarely longer than 100 observations and which
are affected by a small number of jumps. As only λ, the ratio between the

4The time series represents the volume of the Nile River at Aswan for the years 1871
to 1970.
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Figure 2: HP filter with and without jumps applied to (top) the artificial time series and
(bottom) the Nile volume time series.

variances of εt and ζt, is relevant for the filter, in the simulations, we set
σ = 1 and change λ.

The data-generating process is equation (1), and the simulation design is
summarised in the following lines.

Jump number The number of jumps is 1, 2, and 3. No jumps occur in the
first and last four time points of the simulated time series.

Noise-to-signal ratio The standard deviation of the slope disturbance ζt
is set to 1, while the standard deviation of the observation noise gets
the values {20, 40, 80} that imply a noise-to-signal ratio λ equal to
{400, 1600, 6400}.

Jump sizes The jumps occur simultaneously in the level and in the slope,
and their sizes are {5, 10, 15} times

√
λσ for the level and σ for the
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slope.

M-grid For every aforementioned configuration, the grid of M values on
which the optimization is carried out is {0, 10, 20, . . . , 1000}.

Our filtering procedure is evaluated both as a signal extraction method
and as a change-point estimator. The first objective is accomplished by com-
puting the mean square error (MSE) of the extracted signal with respect to
the real signal generated in each simulation. The second objective is sum-
marized by the true positive rate (TPR) and true negative rate (TNR) and
their semisum, which is generally referred to as balanced accuracy. Guessing
by the most probable class (in this case, not being a change-point) implies a
balanced accuracy of 0.5 (the TPR equals zero and the TNR equals one).

For every combination of the number of jumps, jump size, and noise-
to-signal ratio, Table 1 reports the relative efficiency of our filter compared
to the HP filter, that is, the ratio of the MSE of the signal extracted by
the HP filter with regularization parameter M selected according to various
information criteria to the MSE of the standard HP filter. Therefore, values
larger than 1 imply that the variability of HP filter with jumps is lower
compared to that of the standard HP filter. The last column displays the
same ratio for the best ex-post choice of M on the grid. The fourth column
indicates the information criterion that archives the minimum MSE among
the four ICs considered.

According to Table 1, when jumps are present, the MSE of the filter with
jumps always performs better than the classical HP filter, with the best gain
in terms of MSE for larger numbers of jumps, larger jump sizes, and larger
noise-to-signal ratios. The best information criterion for selecting the value
of M is, on average, BIC, but HQ comes very close.

The unexpected result is that even when there are no jumps, for high
noise-to-signal processes, the introduction of jumps can be beneficial (cf. the
BIC and BEST MSE columns).

The best results for the true positive rate (TPR) are obtained using the
AIC (cf. Table 2). This fact is not surprising, as the AIC selects the largest
number of jumps among the information criteria, increasing the probability
of selecting the actual jumps. However, the TPRs of the other information
criteria are close to AIC’s. On the contrary, as evident from Table 3, the
BIC is the information criterion that achieves the largest true negative rate
(TNR). This was also expected, being BIC the criterion that selects the

9



Table 1: Relative efficiency of the HP with jumps with respect to the standard HP.

JUMPS INFO CRITERIA BEST
N. SIZES λ BEST AIC AICC BIC HQ MSE
0 - 400 BIC 0.4 0.5 0.7 0.5 1.0
0 - 1600 BIC 0.5 0.6 0.9 0.7 1.1
0 - 6400 BIC 0.7 0.8 1.2 0.9 1.4

1 5 400 BIC 1.2 1.4 1.9 1.5 2.4
1 5 1600 BIC 1.6 1.8 2.3 1.9 3.1
1 5 6400 BIC 2.1 2.2 2.7 2.3 3.7
1 10 400 BIC 4.5 4.9 6.1 5.2 8.2
1 10 1600 BIC 5.5 6.0 7.6 6.3 10.4
1 10 6400 BIC 7.5 7.7 9.2 8.0 12.1
1 15 400 BIC 10.3 11.4 13.4 11.7 17.8
1 15 1600 BIC 12.6 13.7 16.5 14.3 22.2
1 15 6400 BIC 17.6 17.6 19.6 18.8 25.4

2 5 400 BIC 1.9 2.2 2.6 2.3 3.6
2 5 1600 BIC 2.3 2.6 2.8 2.7 4.1
2 5 6400 HQ 2.8 3.0 2.9 3.0 4.3
2 10 400 BIC 7.4 8.3 10.0 8.5 13.6
2 10 1600 BIC 8.9 9.6 10.9 9.9 15.8
2 10 6400 HQ 12.2 12.0 11.2 12.4 16.0
2 15 400 BIC 16.2 18.3 21.4 18.6 29.8
2 15 1600 BIC 21.2 22.2 25.6 22.7 33.7
2 15 6400 HQ 29.4 30.0 30.4 30.4 35.8

3 5 400 BIC 2.4 2.8 3.0 2.8 4.3
3 5 1600 HQ 2.9 3.2 3.2 3.3 4.9
3 5 6400 AICC 3.6 3.6 3.1 3.6 4.9
3 10 400 BIC 9.3 10.9 12.5 10.9 17.2
3 10 1600 BIC 12.3 12.6 13.3 13.0 19.4
3 10 6400 HQ 16.9 16.8 14.3 17.2 19.3
3 15 400 BIC 22.0 25.2 28.6 24.9 39.6
3 15 1600 BIC 32.4 33.1 35.4 33.6 44.5
3 15 6400 BIC 37.1 36.7 39.2 38.7 43.8
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Table 2: True positive rate (%) of our method detecting actual jumps.

JUMPS INFO CRITERIA BEST
N. SIZES λ BEST AIC AICC BIC HQ MSE
1 5 20 AIC 95.2 94.8 94.0 94.4 95.8
1 5 40 AIC 88.8 88.6 87.2 88.3 90.1
1 5 80 AIC 87.6 87.3 83.2 86.8 88.8
1 10 20 AIC 99.8 99.8 99.8 99.8 100.0
1 10 40 AIC 99.8 99.8 99.7 99.8 99.9
1 10 80 AIC 99.8 99.8 98.5 99.5 100.0
1 15 20 AIC 100.0 100.0 99.9 100.0 99.8
1 15 40 AIC 100.0 100.0 99.8 100.0 100.0
1 15 80 AIC 100.0 100.0 99.0 100.0 100.0

2 5 20 AIC 94.8 94.2 91.3 93.8 95.2
2 5 40 AIC 89.2 89.0 84.0 88.5 91.0
2 5 80 AIC 85.2 84.4 77.9 83.9 86.7
2 10 20 AIC 99.9 99.7 99.4 99.7 99.6
2 10 40 AIC 99.8 99.6 97.8 99.5 99.6
2 10 80 AIC 99.3 98.8 93.5 98.5 99.9
2 15 20 AIC 99.9 99.9 99.8 99.9 99.9
2 15 40 AIC 99.9 99.8 99.5 99.8 99.9
2 15 80 AIC 100.0 99.9 99.2 99.9 100.0

3 5 20 AIC 93.4 93.0 89.1 92.5 94.8
3 5 40 AIC 89.4 89.1 83.3 88.6 91.9
3 5 80 AIC 86.2 84.8 76.4 84.1 88.5
3 10 20 AIC 99.8 99.7 99.1 99.7 99.8
3 10 40 AIC 99.5 99.4 97.7 99.4 99.8
3 10 80 AIC 99.6 99.3 95.7 99.2 99.9
3 15 20 AIC 100.0 99.9 99.9 99.9 99.9
3 15 40 AIC 99.9 99.9 99.6 99.9 99.8
3 15 80 AIC 100.0 99.8 99.5 99.8 100.0
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Table 3: True negative rate (%) of our method detecting actual jumps.

JUMPS INFO CRITERIA BEST
N. SIZES λ BEST AIC AICC BIC HQ MSE
0 0 20 BIC 91.6 93.7 96.5 94.2 99.8
0 0 40 BIC 94.0 95.2 97.6 95.8 99.1
0 0 80 BIC 95.8 96.3 98.2 97.0 98.6

1 5 20 BIC 91.9 93.4 97.2 94.4 98.3
1 5 40 BIC 93.8 94.9 97.5 95.6 98.6
1 5 80 BIC 95.7 96.3 97.9 96.6 98.5
1 10 20 BIC 93.8 94.6 97.0 95.4 98.6
1 10 40 BIC 95.0 95.8 97.6 96.2 98.6
1 10 80 BIC 96.4 96.5 97.9 96.9 97.9
1 15 20 BIC 94.5 95.5 97.2 95.9 98.7
1 15 40 BIC 95.2 96.1 97.9 96.6 98.7
1 15 80 BIC 96.9 96.6 97.9 97.1 97.9

2 5 20 BIC 91.4 93.9 97.0 94.4 98.4
2 5 40 BIC 93.1 94.8 97.3 95.3 98.1
2 5 80 BIC 95.1 95.6 97.4 95.8 95.4
2 10 20 BIC 92.3 94.1 96.5 94.6 98.3
2 10 40 BIC 93.7 94.6 97.1 94.8 97.7
2 10 80 BIC 95.6 95.4 96.5 96.0 93.5
2 15 20 BIC 92.7 94.4 96.4 94.8 98.3
2 15 40 BIC 94.7 95.0 96.8 95.5 97.6
2 15 80 BIC 95.6 95.8 96.5 95.9 95.4

3 5 20 BIC 90.7 93.5 96.4 93.9 97.8
3 5 40 BIC 92.6 93.8 96.8 94.6 97.1
3 5 80 BIC 95.1 95.4 96.1 95.8 91.6
3 10 20 BIC 90.6 93.4 95.9 93.6 97.7
3 10 40 BIC 93.5 93.7 96.0 94.3 96.9
3 10 80 BIC 94.2 94.3 95.6 94.7 90.5
3 15 20 BIC 91.7 93.9 95.7 93.8 97.8
3 15 40 BIC 95.1 95.3 96.4 95.5 97.0
3 15 80 BIC 94.7 94.5 95.6 95.2 94.8
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Table 4: Balanced accuracy (%) of our method detecting actual jumps.

JUMPS INFO CRITERIA BEST
N. SIZES λ BEST AIC AICC BIC HQ MSE
1 5 20 BIC 93.6 94.1 95.6 94.4 97.0
1 5 40 BIC 91.3 91.7 92.3 91.9 94.3
1 5 80 AICC 91.6 91.8 90.5 91.7 93.6
1 10 20 BIC 96.8 97.2 98.4 97.6 99.3
1 10 40 BIC 97.4 97.8 98.6 98.0 99.3
1 10 80 BIC 98.1 98.1 98.2 98.2 98.9
1 15 20 BIC 97.2 97.8 98.5 98.0 99.3
1 15 40 BIC 97.6 98.1 98.8 98.3 99.4
1 15 80 HQ 98.4 98.3 98.4 98.6 99.0

2 5 20 BIC 93.1 94.0 94.1 94.1 96.8
2 5 40 AICC 91.1 91.9 90.6 91.9 94.5
2 5 80 AIC 90.2 90.0 87.6 89.8 91.0
2 10 20 BIC 96.1 96.9 98.0 97.1 98.9
2 10 40 BIC 96.8 97.1 97.4 97.1 98.6
2 10 80 AIC 97.5 97.1 95.0 97.2 96.7
2 15 20 BIC 96.3 97.1 98.1 97.3 99.1
2 15 40 BIC 97.3 97.4 98.1 97.6 98.7
2 15 80 HQ 97.8 97.8 97.8 97.9 97.7

3 5 20 AICC 92.0 93.2 92.8 93.2 96.3
3 5 40 HQ 91.0 91.4 90.1 91.6 94.5
3 5 80 AIC 90.6 90.1 86.2 89.9 90.0
3 10 20 BIC 95.2 96.6 97.5 96.6 98.7
3 10 40 HQ 96.5 96.5 96.9 96.9 98.4
3 10 80 HQ 96.9 96.8 95.6 97.0 95.2
3 15 20 BIC 95.9 96.9 97.8 96.9 98.8
3 15 40 BIC 97.5 97.6 98.0 97.7 98.4
3 15 80 BIC 97.4 97.1 97.5 97.5 97.4
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smallest number of jumps. The TNR increases with noise-to-signal ratio and
jump size.

Table 4 summarises the two rates in the Balanced Accuracy (BA) value,
defined as the semisum of TPR and TNR. If one classifies each observation
by the most probable value, that is, “not a jump”, then the BA is equal
to 0.5 (the semisum of a TPR of 0 and a TNR of 1). All the numbers we
obtained are well above 0.5, with BIC selecting the best result most of the
time and being very close to the best result even when it does not provide the
best choice. We stress that the HP filter with jump presented here performs
a smooth signal extraction in the presence of discontinuities, thus it is not
a purely tool for changepoints detections. However, the simulation results
suggest a good balance between size and power (i.e., the TPR is high, and
its complement to 1 is close to the classical 1% or 5% levels).

4. Assessing structural breaks in the Italian labor market

The last few years have witnessed global events, such as the Global Finan-
cial Crisis and the Great Recession (2008-2011), the COVID-19 pandemic in
2020-2021, and the war in Ukraine (2022-on), that have had abrupt structural
impacts on many socio-economic economic indicators (Fazzari and Needler,
2021; Shibata, 2021). European countries adopted a vast portfolio of struc-
tural reforms in several fields of interventions. As remarked by Tito (2011),
among the EU-28 countries, the large majority increased its activism by
intensifying the interventions in labour market policy programmes or by ad-
justing taxes and benefits for low-wage earners. An intense increase in the
degree of European reformism has thus led to large variations in the effec-
tiveness across the EU member states (D’Auria et al., 2009). For instance,
countries with a lower propensity to invest in new technologies and research
would benefit the most from promoting and skill-upgrading policies; also,
output and employment benefit from the introduction of political measures
improving the composition of the labour force toward more skilled profiles or
increasing the financial integrations and removing entry barriers in certain
markets, such as the final good market (Roeger and Varga, 2008).

Among the Western countries, Italy was one of the most deeply involved
in implementing structural reforms that impacted the whole economy, par-
ticularly the national labour markets and fostered socio-economic changes.
Between 2011 and 2017, some of the most relevant reforms concerned the lib-
eralization of services, incentives for business innovation, and a new structure
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of the civil justice system to improve court efficiency (Ciapanna et al., 2020).
The labour market has received considerable national and supranational po-
litical attention, resulting in more than twenty legislative interventions since
the Nineties. Some of the interventions were minor adjustments, while oth-
ers had significant relevance, such as the fixed-term contracts reform in 2001
(Legislative Decree no. 368/2001) or the reform of apprenticeship contracts
in 2003 (the so-called “Biagi Law”) (Gnocato et al., 2020) or the Jobs Act of
2015 that revised the rules governing layoffs and introduced a new contract
with increasing protections (Nannicini et al., 2019). According to (Cappel-
lari et al., 2012), the 2001 reform of fixed-term contracts induced a substitu-
tion of temporary employees in favour of external staff and reduced capital
intensity, generating productivity losses; conversely, the Biagi reform of ap-
prenticeship contracts increased job turnover and induced the substitution of
external staff with firms’ apprentices, with an overall productivity-enhancing
effect. The effects of the Jobs Act reform are still uncertain. For instance,
Berton et al. (2023) estimate that the impact of incentives on generating
permanent contracts is higher in regions with a robust socio-economic and
institutional ground, while the reduced firing costs did not generate signif-
icant direct impacts, with negligible cross-regional patterns, whereas Fana
et al. (2016) show that the expected boost in employment was missing and
that both the share of temporary contracts and the number of part-time con-
tracts increased. The welfare and social security system has also undergone
major changes, starting with the Monti-Fornero Pension Reform of 2012,
which significantly postponed the retirement ages and almost cancelled the
so-called seniority pensions (Fornero, 2014). Such reform decreased the level
of labour protection only for medium and large firms above the 15-employee
cut-off while weakly increasing the number of trained workers in firms due
to the reduction in worker turnover and higher use of permanent contracts
(Bratti et al., 2021).

Such an intricate and puzzling situation leads us to conjecture that the
combination of structural reforms and socio-economic shocks has generated
structural changes in the number of people employed within the country. Ad-
ditionally, we assume that pensions and contract reforms had heterogeneous
effects across age classes. In particular, while pension reforms mainly influ-
enced the senior workers market, the contracts and apprenticeship reforms
impacted younger workers. Other macroeconomic events had a relevant im-
pact on the Italian labour market.

To test the previous research hypothesis, we employ the HP filter with
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jumps to identify structural breaks in the quarterly time series of employed
workers in Italy for different age groups from 1993 to 2023 (1993Q1-2023Q4).
In particular, we considered the following age classes: 15 to 24 years old; 15
to 29 years old; 25 to 29 years old; 25 to 54 years old; 29 to 54 years old; 55
to 64 years old; 15 to 64 years old. Data were collected from the Eurostat
(2024) Employment and activity by sex and age database.

Following OECD (2023, 2024) definition, we refer to people between 15
and 24 years as workers entering the labour market following education (here-
after, junior workers), people from 25 to 54 years as workers in their prime
working lives (hereafter, intermediate workers), and people from 55 to 64
years as workers passing the peak of their career and approaching retirement
(hereafter, senior workers). Altogether, workers aged 15 to 64 constitute
the overall Italian working-age population. In the following, we only discuss
results for the above-mentioned four age classes for brevity. However, due
to the considerable importance of the 25- to 54-year-old age group in the
Italian labour market (out of about 23 million workers, about 17 fall into
this class), we also discuss an in-depth breakdown of this group by dividing
it into two segments: early-career employed (25-29 years) and experienced
employed (29-54 years). Eurostat data on these segments cover only 2009
to 2023 (2009Q1-2023Q4). Regarding the other non-mentioned age classes,
workers from 15 to 74 years old, from 20 to 64 years old, and from 29 to
74 years old, we refer the reader to the Supplementary Materials containing
extended empirical results.

In Figure 3, we show the actual, HP-filtered and HPJ-filtered time series
for the junior (top left), intermediate (top right), and senior employed persons
(bottom left), as well as for the overall working age population (bottom
right). The vertical lines represent the structural breaks identified by the
HP with jumps using the BIC criterion.

Looking at Figure 3, we can draw the following considerations. Junior and
senior workers follow inverse trajectories and are affected by different shocks.
Indeed, with the population ageing process and the gradual retirement age
rise, the employment of seniors is increasing. The negative trend of juniors
is consistent with the low Italian birth rate and the increase in the young
population remaining in education and entering the labour market later.
Also, junior workers experience sudden changes that quickly reabsorb, while
seniors are driven by slow but radical changes. Furthermore, junior and
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Figure 3: Actual and smoothed time series for employed persons in Italy by age class.
Black curves represent the raw data; the vertical lines represent the structural breaks
identified by the HPJ using the BIC; Green curves (yHP) are the smoothed values using
the basic HP filter; red curves (yHP bic) are the smoothed values produced by the HP
filter with jumps. Under each subplot, we report the two smoothers’ root mean squared
error (RMSE) and mean absolute error (MAE).
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intermediate workers seem to follow the business cycle (pro-cyclical) with
sudden changes quickly reabsorbed, while seniors are driven by slow but
radical (almost linear) changes. The HP filter with jumps identifies four of
the political and macroeconomic events discussed above.

1. The Biagi reform of apprenticeship contracts in 2003. The series of
junior workers had a clear positive jump at the beginning of that year,
but this was immediately absorbed by the end of the year.

2. The Great Recession of 2008-2009. The junior worker series suffered a
noticeable negative jump in the fourth quarter of 2008 when employ-
ment declined by several thousand. Conversely, the HPJ filter does not
identify a shock for the working-age population or the intermediate
workers despite the noticeable change in slopes (positive to negative).
For the senior market, the series shows no jumps or changes in slope.

3. The implementation of the Monti-Fornero Reform between 2012 and
2013. The filter identifies a structural break (probably a change in
slope) in the months following the enforcement of the pension and re-
tirement age reform only for the senior worker series.

4. COVID-19 pandemic in 2020-2021. For all ages, the pandemic is the
structural break that generated the greatest consequences. In fact,
while 2020 shows the largest reductions in the number of employed
people among the various events considered, in 2021, employment in-
creases rapidly, surpassing pre-pandemic values.

In Figure 4, we show the actual and smoothed time series for the early-
career (left) and experienced (right) workers.

The split into the two sub-classes clearly shows the differential effects of
socio-economic and political events on workers who have recently entered
the market and those in their careers. While for experienced workers, only
the negative role of the COVID-19 pandemic is confirmed, for early-career
jobs, the findings are more complex. In fact, the initial downward dynamics
consistent with the aftermath of the Great Recession decelerated in 2010-2013
and accelerated in 2012-2014 with a sharp turnaround in 2014. Between 2014
and 2015, the Jobs Act was enacted, introducing contracts with gradually
increasing protections for young new hires and tax breaks for firms that hired
through permanent contracts. However, it is worth mentioning that the same
period represents a time of general growth for the country and for the entire
European Union.
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Figure 4: Actual and smoothed time series series for employed persons in Italy by age
class. Black curves represent the raw data; vertical lines represent the structural breaks
identified by the HPJ using the BIC; green curves (yHP) are the smoothed values using
the basic HP filter; red curves (yHP bic) are the smoothed values produced by the HP
jumps filter. Under each subplot, we report the two smoothres’ root mean squared error
(RMSE) and mean absolute error (MAE).
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5. Conclusions

We introduced a modification of the ubiquitous Hodrick-Prescott filter
that allows for automatically detected jumps. The identification and esti-
mation of the jumps exploit the state-space representation of the model un-
derlying the HP filter. We let the smooth component have a possible jump
in level and slope at every single time point and regularise the log-likelihood
of the model so that the size of each jump must bring a significant increase
in the log-likelihood to break away from zero. The optimal number and size
of jumps are controlled through information criteria, and BIC performs the
best.

Our method can be seen as a signal extraction procedure for a smooth
signal with few discontinuities rather than as a test for changepoints. How-
ever, the simulation experiments and applications discussed in this paper
show that our procedure also works well when evaluated as a changepoint
test by reaching a good balance between size and power.

We implemented the procedure in the R package jumps, which allows the
application of the HP filter with automatically selected jumps by selecting
the amount of regularization on a grid of M values (cf. Equation 2). The
user can provide the value of the smoothing constant λ or estimate its value
by maximum likelihood. Regressors such as centred seasonal dummies or
sinusoids can and should be added to the model (1) if present in the data.
Our R package implements this extension experimentally. We did extensive
work to ensure that the software was implemented in the fastest and most
stable way. The interested reader can find all the formulae for implementing
an efficient HP filter with jumps in any computer language in the appendix.
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Appendix A. Formulae for the efficient implementation of the HP
filter with jumps

We used the scalar version of the Kalman filter recursions and analytical
scores of the log-likelihood function for computation speed and stability. This
appendix reports all the formulae we derived and used in our R package. We
share these formulae so that anybody interested in writing a similar package
in other languages can easily do so.

Let us rewrite the model (1) in a slightly more general way.

yt = α
(1)
t + εt, εt ∼ NID(0, σ2

ε,t)

α
(1)
t+1 = α

(1)
t + α

(2)
t + ηt, ηt ∼ NID(0, σ2

η,t)

α
(2)
t+1 = α

(2)
t + ζt, ζt ∼ NID(0, σ2

ζ,t)

with initial conditions[
α
(1)
1

α
(2)
1

]
∼ N

([
a
(1)
1

a
(2)
1

]
,

[
p
(11)
1 p

(12)
1

p
(12)
1 p

(22)
1

])

Appendix A.1. Scalar Kalman filtering recursion

The Kalman filtering recursions, written in scalar form (to gain compu-
tational speed and insights), are as follows (for generality, we also let the
measurement error variance vary over time).

The initial innovation, its variance and the Kalman gains are:

i1 = y1 − a
(1)
1

f1 = p
(11)
1 + σ2

ε,1

k
(1)
1 =

(
p
(11)
1 + p

(12)
1

)
/f1

k
(2)
1 = p

(12)
1 /f1
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For t = 1, 2, . . . , n− 1 the recursions are

a
(1)
t+1 = a

(1)
t + a

(2)
t + k

(1)
t it

a
(2)
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(2)
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(2)
t it
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(11)
t + 2p
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t + p
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t k
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t ft
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it+1 = yt+1 − a
(1)
t+1

ft+1 = p11t+1 + σ2
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Appendix A.2. Missing values treatment

When yt is missing, four of the above equations must be modified as
follows.

it+1 = 0

ft+1 = ∞
k
(1)
t+1 = 0

k
(1)
t+1 = 0

Appendix A.3. Diffuse initial conditions

The two state variables in the state-space form are nonstationary. Unless
prior information is available, their initialization should be diffuse:[

α
(1)
1

α
(2)
1

]
∼ N

([
0
0

]
,

[
v 0
0 v

])
with v → ∞.

As it will be clear from the computations below when v is infinite the
mean squared errors of a

(1)
t and a

(2)
t , that is, p

(11)
1 and p

(22)
1 , and the variances

ft of the innovations it are infinite for t = 1, 2, while for t = 3, 4, . . . they are
finite.
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Let us compute the Kalman filter recursions for t = 1, 2, 3 and then take
the limit for v → ∞.

t = 1.
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t = 3.
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Appendix A.4. Smoothing (Hodrick-Prescott filter)

The smoothing recursions start from t = n and work backwards to t = 1.
The following quantities are auxiliary to compute the smoothed values of α

(1)
t

and their MSE.
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For t = n, n− 1, . . . , 1, compute
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The smoothed values of α
(1)
t , that is, the Hodrick-Prescott filtered time series,

and their mean squared errors are given by
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Appendix A.5. Weights for computing the effective degrees of freedom

Since the smoother is linear in the observations, the vector of smoothed
α
(1)
t , say µ̂, is just a linear transformation of the vector of observations, y:

µ̂ = Sy.

The number of effective degrees of freedom is the trace of the weighting
matrix S (Hastie et al., 2009, Section 5.4.1). The formulae for computing
such weights in a general state-space form can be found in Koopman and
Harvey (2003). In our framework, the diagonal elements of the matrix S are
given by

stt =p
(11)
t

(
1/ft + k
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t k
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t n
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t )

)
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Appendix A.6. Analytical scores

The log-likelihood must be maximised with respect to a very large num-
ber of parameters (n + 3). Thus, providing the numerical optimiser with
analytical scores is important for stability and speed. Since all of our param-
eters are related to quantities in the disturbance covariance matrices, we can
adapt the results in Koopman and Shephard (1992).

Recall that our (slightly re-parametrised) model is

yt = α
(1)
t + εt, εt ∼ NID(0, σ2

ε)

α
(1)
t+1 = α

(1)
t + α

(2)
t + ηt, ηt ∼ NID(0, σ2

t )

α
(2)
t+1 = α

(2)
t + ζt, ζt ∼ NID(0, σ2 + γ2σ2

t )

where the parameters to estimate are σε, σ, γ, and the sequence {σt}t=1,...,n,
which are all non-negative. Notice that in this parametrisation λ = σ2

ε/σ
2.

λ not fixed. If λ is not fixed and ℓ(θ) represents the log-likelihood function,
with θ vector all of the parameters, then
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Generally, constrained optimisation problems also need the derivatives of
the constraining function, which in our case is g(θ) =

∑n
t=1 σt. The solution

to the regularised maximum likelihood problem must satisfy g(θ) ≤ M . The
derivatives are trivial:

∂g

σε

= 0,
∂g

σ
= 0,

∂g

γ
= 0,

∂g

σt

= 1.
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λ fixed. If λ is fixed, σ2
ε = λσ2 and, in the log-likelihood function ℓ(θ), the

vector of parameters θ does not contain λ or σ2
ε . The derivatives are now
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The derivatives of the constraining function are

∂g

σ
= 0,

∂g

γ
= 0,
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σt

= 1.
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1. Extended results for Section ”Assessing structural breaks in the
Italian labour market”

Figure 1: Actual and smoothed time series for employed persons in Italy by age class.
Black curves represent the raw data; the vertical lines represent the structural breaks
identified by the HPJ using the BIC; Green curves (yHP) are the smoothed values using
the standard HP filter; red curves (yHP bic) are the smoothed values produced by the HP
filter with jumps. Under each subplot, we report the two smoothers’ Root Mean Squared
Error (RMSE) and Mean Absolute Error (MAE).
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Figure 2: Actual and smoothed time series series for employed persons (million people) in 
Italy by age class (2009Q1-2023Q4). Black curves represent early-career (left) and expe-
rienced workers (right). Light blue vertical lines represent the structural breaks identified 
by the HPJ algorithm through the BIC. Green curves (yHP) are the smoothed values 
using the basic HP filter, whereas red curves (yHP bic) are the smoothed values produced 
by the HP jumps filter. U nder e ach s ubplot, we r eport t he R oot Mean S quared Error 
(RMSE) and Mean Absolute Error (MAE) without jumps allowed (yHP) and with jump 
allowed (yHP bic).

33



Figure 3: Actual and smoothed time series for Italian employed persons (millions) with
ages from 15 to 24 years (1993Q1-2023Q4). Black curves represent the actual time series,
while green curves (yHP) are the smoothed values using the basic HP filter and red curves
(yHP bic) are the smoothed values produced by the HP jumps filter. Light blue vertical
lines represent the structural breaks identified by the HPJ algorithm through the BIC
(left) and the AIC criteria (right). Under each subplot, we report the Root Mean Squared
Error (RMSE) and Mean Absolute Error (MAE) without jumps allowed (yHP) and with
jump allowed (yHP bic).
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Figure 4: Actual and smoothed time series for Italian employed persons (millions) with
ages from 15 to 29 years (2009Q1-2023Q4). Black curves represent the actual time series,
while green curves (yHP) are the smoothed values using the basic HP filter and red curves
(yHP bic) are the smoothed values produced by the HP jumps filter. Light blue vertical
lines represent the structural breaks identified by the HPJ algorithm through the BIC
(left) and the AIC criteria (right). Under each subplot, we report the Root Mean Squared
Error (RMSE) and Mean Absolute Error (MAE) without jumps allowed (yHP) and with
jump allowed (yHP bic).
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Figure 5: Actual and smoothed time series for Italian employed persons (millions) with
ages from 15 to 64 years (1993Q1-2023Q4). Black curves represent the actual time series,
while green curves (yHP) are the smoothed values using the basic HP filter and red curves
(yHP bic) are the smoothed values produced by the HP jumps filter. Light blue vertical
lines represent the structural breaks identified by the HPJ algorithm through the BIC
(left) and the AIC criteria (right). Under each subplot, we report the Root Mean Squared
Error (RMSE) and Mean Absolute Error (MAE) without jumps allowed (yHP) and with
jump allowed (yHP bic).

36



Figure 6: Actual and smoothed time series for Italian employed persons (millions) with
ages from 15 to 74 years (2009Q1-2023Q4). Black curves represent the actual time series,
while green curves (yHP) are the smoothed values using the basic HP filter and red curves
(yHP bic) are the smoothed values produced by the HP jumps filter. Light blue vertical
lines represent the structural breaks identified by the HPJ algorithm through the BIC
(left) and the AIC criteria (right). Under each subplot, we report the Root Mean Squared
Error (RMSE) and Mean Absolute Error (MAE) without jumps allowed (yHP) and with
jump allowed (yHP bic).
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Figure 7: Actual and smoothed time series for Italian employed persons (millions) with
ages from 25 to 29 years (2009Q1-2023Q4). Black curves represent the actual time series,
while green curves (yHP) are the smoothed values using the basic HP filter and red curves
(yHP bic) are the smoothed values produced by the HP jumps filter. Light blue vertical
lines represent the structural breaks identified by the HPJ algorithm through the BIC
(left) and the AIC criteria (right). Under each subplot, we report the Root Mean Squared
Error (RMSE) and Mean Absolute Error (MAE) without jumps allowed (yHP) and with
jump allowed (yHP bic).

38



Figure 8: Actual and smoothed time series for Italian employed persons (millions) with
ages from 25 to 54 years (1993Q1-2023Q4). Black curves represent the actual time series,
while green curves (yHP) are the smoothed values using the basic HP filter and red curves
(yHP bic) are the smoothed values produced by the HP jumps filter. Light blue vertical
lines represent the structural breaks identified by the HPJ algorithm through the BIC
(left) and the AIC criteria (right). Under each subplot, we report the Root Mean Squared
Error (RMSE) and Mean Absolute Error (MAE) without jumps allowed (yHP) and with
jump allowed (yHP bic).

39



Figure 9: Actual and smoothed time series for Italian employed persons (millions) with
ages from 29 to 54 years (2009Q1-2023Q4). Black curves represent the actual time series,
while green curves (yHP) are the smoothed values using the basic HP filter and red curves
(yHP bic) are the smoothed values produced by the HP jumps filter. Light blue vertical
lines represent the structural breaks identified by the HPJ algorithm through the BIC
(left) and the AIC criteria (right). Under each subplot, we report the Root Mean Squared
Error (RMSE) and Mean Absolute Error (MAE) without jumps allowed (yHP) and with
jump allowed (yHP bic).
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Figure 10: Actual and smoothed time series for Italian employed persons (millions) with
ages from 29 to 74 years (2009Q1-2023Q4). Black curves represent the actual time series,
while green curves (yHP) are the smoothed values using the basic HP filter and red curves
(yHP bic) are the smoothed values produced by the HP jumps filter. Light blue vertical
lines represent the structural breaks identified by the HPJ algorithm through the BIC
(left) and the AIC criteria (right). Under each subplot, we report the Root Mean Squared
Error (RMSE) and Mean Absolute Error (MAE) without jumps allowed (yHP) and with
jump allowed (yHP bic).
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Figure 11: Actual and smoothed time series for Italian employed persons (millions) with
ages from 20 to 64 years (1993Q1-2023Q4). Black curves represent the actual time series,
while green curves (yHP) are the smoothed values using the basic HP filter and red curves
(yHP bic) are the smoothed values produced by the HP jumps filter. Light blue vertical
lines represent the structural breaks identified by the HPJ algorithm through the BIC
(left) and the AIC criteria (right). Under each subplot, we report the Root Mean Squared
Error (RMSE) and Mean Absolute Error (MAE) without jumps allowed (yHP) and with
jump allowed (yHP bic).
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Figure 12: Actual and smoothed time series for Italian employed persons (millions) with
ages from 55 to 64 years (1993Q1-2023Q4). Black curves represent the actual time series,
while green curves (yHP) are the smoothed values using the basic HP filter and red curves
(yHP bic) are the smoothed values produced by the HP jumps filter. Light blue vertical
lines represent the structural breaks identified by the HPJ algorithm through the BIC
(left) and the AIC criteria (right). Under each subplot, we report the Root Mean Squared
Error (RMSE) and Mean Absolute Error (MAE) without jumps allowed (yHP) and with
jump allowed (yHP bic).
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