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Abstract

A vivid debate is ongoing in the scientific community
about statistical malpractice and the related publica-
tion bias. No general consensus exists on the conse-
quences and this is reflected in heterogeneous rules
defined by scientific journals on the use and reporting
of statistical inference. This paper aims at providing
an overview on the debate, discussing how it is per-
ceived by the agricultural economics community, and
deriving implications for our roles as researchers,
contributors to the scientific publication process, and
teachers. Following a ‘Mixed Methods Review’, we
start by summarizing the current state of the p-value
debate in the context of the replication crisis and
commonly applied statistical practices in our commu-
nity. This is followed by motivation, design, results
and discussion of an explorative and descriptive sur-
vey on statistical knowledge and practice among the
researchers in the agricultural economics community
in Austria, Germany and Switzerland. Instead of
providing specific guidelines or rules, we derive im-
plications for our roles in the scientific process to
support a needed long-term cultural change regarding
empirical scientific practices. Acceptance of scientific
work should largely be based on the theoretical and
methodological rigor and where the perceived rele-
vance arises from the questions asked, the methodolo-
gy employed, and the data used but not from the re-
sults generated. Revised and clear journal guidelines,
the creation of resources for teaching and research,
and public recognition of good practice are suggested
measures to move forward.
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1 Introduction

Replicability of research results is at the core of scien-
tific credibility. The discussion of a “replication crisis”
in science has intensified over the last years (SCHOOLER,
2014; LOKEN and GELMAN, 2017) and also reached the
community of environmental and resource economics
(FERRARO and SHUKLA, 2020, 2022) and agricultural
economics (FERRARO and SHUKLA, 2022). Practices
like selective reporting of results, incentives to find
“significant” effects in statistical analysis and the un-
derrepresentation of null results (MERVIS, 2014) are
discussed as core issues in the debate.

A more specific but strongly related issue is the
use and interpretation of p-values and “p-hacking” in
the context of statistical hypothesis tests. “Mindless
statistics” (GIGERENZER, 2004) and “The cult of sta-
tistical significance” (ZILIAK and MCCLOSKEY, 2008)
are terms to describe the widespread misuse and mis-
interpretation of p-values and statistical significance
in reporting results of statistical and econometric
analyses. The American Statistical Association has
published a statement (WASSERSTEIN and Lazar,
2016), and several researchers signed a call to “retire
statistical significance” (AMRHEIN et al., 2019). How-
ever, this is countered by others who acknowledge
existing problems but nevertheless defend p-values,
basically saying that nothing is wrong with p-values if
they are used correctly (IMBENS, 2021). Currently, no
consensus across the scientific community exists on
the consequences of publication bias and malpractic-
es, and this is reflected in heterogeneous rules defined
by scientific journals on the use and reporting of sta-
tistical inference.

The agricultural economics community in Ger-
many joined the debate by the fundamental work of
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HIRSCHAUER et al. (2019) who suggest changes of
rules for using p-values and statistical inference. After
the first discussion in an organized session at the an-
nual meeting of the German agricultural economics
association (GEWISOLA) in 2019, the association
created a working group with the task to assess how
“p-hacking” and the misuse of statistical hypothesis
tests in our scientific publications can be best avoided.
In addition to the discussion of specific rules and best
practices, the incentives leading to p-hacking and
misinterpretations in the publication process were of
interest. Ultimately, the working group targeted giving
recommendations to the members of the association
on how we can improve upon the current practice by
changing relevant aspects of teaching, research and
the scientific publication process.

This paper presents results of the working group
and discusses implications of the debate on p-values
and statistical inference for our roles as researchers,
contributors to the scientific publication process, and
teachers. The discussion aims at raising awareness and
changing practices, thereby supporting the cultural
change needed to improve upon the quality of statisti-
cal reporting in the scientific output of the community
in the long run. This paper can be categorized as a
‘Mixed Methods Review’ (GRANT and BOOTH, 2009)
that combines a literature review with a survey and
stakeholder consultations. Specifically, we first offer
some background knowledge on the current state of
the p-value debate and statistical practices more gen-
erally in the literature. This is followed by motivation,
design, results, and discussion of an explorative and
descriptive survey on statistical knowledge and prac-
tice among the researchers in the agricultural econom-
ics community in Austria, Germany and Switzerland.
Based on this background and additional input from
external experts and participants of two GEWISOLA
events in 2020 and 2021, implications for the commu-
nity are developed.

2 The P-Value Debate and
Related Statistical Practice

The “p-value debate” has many facets. We argue that
it is useful to distinguish two main problem areas:
first, misinterpretations and wrong conclusions from
statistical inference, particularly significance tests and
p-values, second, intentional or unintentional malprac-
tices when applying statistical test procedures. This
distinction is useful, as we believe each calls for dis-
tinct responses from the community.
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2.1 Misunderstanding and Common
Flaws when Applying p-Values and
Statistical Hypothesis Testing

2.1.1 Wrong Interpretations of p-Values and
Significance Tests

Before we turn to common misinterpretations of
p-values and statistical hypothesis testing, we briefly
reiterate their meaning. The purpose of a statistical
test is to infer how compatible observed data D are
with a null hypothesis Hy, which is specified in the
framework of a statistical model, e.g. a regression
model. The null hypothesis can be a statement about
the size of a model parameter, e.g. the assumption that
an unknown regression coefficient belonging to an
economic variable has the value zero.” A statistical
test requires (i) the derivation of a test statistic T, e.g.
a z-score, a t-value or an F-value, for which the prob-
ability distribution is known, when the null hypothesis
is true and some other distribution when the null hy-
pothesis is false, and given that the set of model as-
sumptions A are true, e.g. independence of the mod-
el’s error terms; and (ii) a rejection rule, such if the
value of the test statistic is an extreme one that would
rarely be encountered by chance under the null hy-
pothesis, then the test provides evidence against the
null hypothesis.

In this setting, FISHER (1925) defines the p-value
as the conditional probability of the test distribution
that refers to the observed value of the test statistic, t,
i.e. Prob (T <t | H,y,A) for a one-sided test. Since it
is often desired to arrive at a decision about the pres-
ence of an economic effect, the observed p-value is
compared with a predetermined cut off-rate «, the
“significance level”, usually 0.05. If the observed
p-value is smaller than the significance level, the
null hypothesis is rejected, otherwise not.” The sig-
nificance level reflects the type-l-error, i.e.
Prob (reject Hy | Hy is true). The p-values are also
called marginal significance levels as it relates to the
respective test statistic’s greatest level for which the

! Tt is important to note that H, need not to be a “nil hy-

pothesis”, as it is often the case in economic applica-
tions. In fact, the choice of a meaningless null hypothe-
sis as a “strawman hypothesis”, that can easily be re-
jected, has been blamed by ZILIAK and MCCLOSKEY
(2008) as being part of the “cult of null hypothesis sig-
nificance testing” (NHST).

Some authors prefer to speak of a “non-rejection” and
avoid “acceptance” following the approach of falsifica-
tion, and also to avoid the wrong conclusion that H, is
actually true.



GJAE 72 (2023), Number 1

Figure 1.  Statistical hypothesis testing
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test based on the test statistic fails to reject the null
hypothesis.

The complete decision-theoretic framework as
proposed by NEYMAN and PEARSON (1933) further
involves the definition of an alternative hypothesis Hy
and the determination of the test statistic’s distribution
under H,. The distribution of the test statistic under
H, is used to determine the type-ll-error [ =
Prob (not-reject Hy | Hy is true) and the power of
the test 1 — 8 = Prob (reject Hy | Hy is true) (see
Figure 1)°. In econometric applications, however,
alternative hypotheses are often not explicitly spelled
out, which renders the determination of S-errors and
power calculations impossible.

Even stern critics of the concept of statistical hy-
pothesis testing do not deny that p-values contain
some useful information. Loosely speaking, the p-
value informs how compatible data are with a null
hypothesis (WASSERSTEIN and LAZAR, 2016). Thus,
they are a quantitative tool to challenge our initial
belief and can be considered as a “first defense line
against being fooled by randomness” (BENJAMINI,
2016). However, one should not get confused by this
statement. From the above definition of a p-value it
follows that they are derived from the sample data and
thus observed p-values are random themselves. They

3 HIRSCHAUER et al. (2021) emphasize that the concepts

suggested by FISHER (1925) and NEYMAN and PEARSON
(1933) are “two different kettle of fish”. While FISHER
aimed at inductive inference, i.e. identifying the most
rational belief given the available data, NEYMAN and
PEARSON’S statistical decision theory provides behav-
ioral rules for repeated decisions.
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vary from sample to sample, a characteristic, that is
sometimes labelled as “p-value dance” (GREENLAND,
2019).

Another characteristic of p-values is that they
merge information regarding the size of an effect (the
difference between the estimate and the hypothesized
value) and the precision of the estimate (the standard
error of the estimate). This “confounding” of infor-
mation is per se not a problem (GREENLAND, 2019),
but it facilitates a common confusion of statistical
significance and economic importance (GELMAN and
CARLIN, 2017). If enough data are available, the
standard error of the estimate becomes small and in
turn, even a small difference between the estimated
model parameter and its hypothesized value is classi-
fied as “significant” regardless of its practical rele-
vance. Conversely, large effects may not become sta-
tistically significant in small samples. In response to
this potential confusion, some authors suggest not to
use the term “significant” in empirical applications
anymore (HIRSCHAUER et al., 2019; WASSERSTEIN et
al., 2019).

A common misunderstanding that has been de-
plored in the p-value debate, applies to the interpreta-
tion of the outcome of statistical tests as a proof that
either the null hypothesis or the alternative hypothesis
are true or wrong (GREENLAND et al., 2016). Accord-
ing to GIGERENZER (2018) researchers are driven by
the desire to provide empirical evidence for or against
a hypothesis and hence p-values are erroneously
interpreted as Prob (H, | data). P-values are related
to this conditional probability via Bayes theorem, i.e.
Prob (Hy | Data)~Prob (Data | Hy) * Prob (Hy),
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where Prob (Hy) denotes the a-priori probability of
the null hypothesis. Nevertheless, these probabilities
are different entities and equating them would consti-
tute a “fallacy of reverse inference” (KRUEGER and
HECK, 2019). Thus, it would be incorrect to conclude
from a p-value larger than 0.05 (or any other pre-
defined threshold) that an economic effect is absent or
in other words: “absence of evidence is not evidence
of absence” (ALTMAN and BLAND, 1995). In real-
world applications, this is especially relevant when
considering very rare but very impactful events.
Likewise, it would be wrong to infer from a small p-
value that a specific alternate hypothesis is true. A
small p-value merely reflects a misfit of the null hy-
pothesis (under maintained model assumptions) to the
data. A small p-value is compatible with many alter-
native hypotheses and might also be caused by a vio-
lation of other model assumptions, e.g. homoskedas-
ticity of error terms in a regression model.

A related problem is the interpretation of p-vales
or significance levels as false discovery rates (FDR)
(HIRSCHAUER et al., 2016). A FDR defines the proba-
bility of rejecting the null hypothesis though it is true.
It is an unconditional probability that depends on the
significance level, the probabilities of H, and H, be-
ing true as well as the power of the test (COLQUHOUN,
2014). Apparently, the significance level a captures
only a part of the FDR, because it is the conditional
probability of rejecting the null under the assumption
that Hy is true.

Finally, it has been stressed in the literature that
1 — p does not measure the probability of replicating
an observed result. GIGERENZER (2018) provides a
simple example to illustrate this “replication fallacy”.
If Hy and H, reflect the hypotheses that a dice is fair
or loaded, respectively, and two times “six” is ob-
served, one would reject H,, because the probability

of this event under H, is % = 0.03 < 0.05. However,

this does not imply that one can expect to observe two
sixes in 97% of all future dice throws.

2.1.2 Erroneous Applications of
Significance Tests

Even if the notion of p-values is well understood by
applied econometricians, several problems prevail that
may invalidate the calculation of p-values and under-
mine conclusions that are derived from a statistical
test. Here we focus on three issues that are highlighted
in the current p-value debate, namely multiple testing,
inference with data that do not constitute a (random)
sample and questionable research practices such as
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p-hacking, HARKing (Hypothesizing After the Re-
sults are Known), and selective reporting.

Multiple Testing

Multiple testing becomes an issue if several individual
hypotheses are tested with the same data set (and not
with different data sets) (ROMANO et al., 2010). If « is
the desired significance level and m hypotheses H; are
tested, then the probability of getting at least one sig-
nificant result by chance is:

Prob(at least one significant result) = 1 —
Prob(no significantresult) =1 - (1 —a)™

M

This probability, which depicts the familywise error
rate (FWER), exceeds the significance level a consid-
erably if m is large. Several proposals have been made
to address this accumulation of type-I-error. These
correction procedures control either the FWER (e.g.
Bonferroni correction) or the FDR (e.g. Benjamini-
Hochberg method). While a correction of significance
levels is standard in biostatistics, particularly in ge-
nomic applications, it is often ignored in socioeco-
nomics. This begs the question how relevant the con-
sideration of multiple testing issues is in economic
applications. HIRSCHAUER et al. (2018: 137) argue
that “multiple testing is evident in multiple regression
analysis whenever researchers independently perform
and interpret more than one test on one data set’.
Multiple testing can definitely lead to an inflation of
“significant” results in explorative studies, where re-
gression models are fed ad hoc with available data and
p-values are scanned a-posteriori. If, however, the
specification of multiple regression models is guided
by economic theory, which is reflected by a set of
predetermined hypotheses about the sign and the size
of specific model parameters, no adjustment of signif-
icance levels is required. This holds a fortiori in situa-
tions where a single hypothesis is of particular inter-
est. Adjusting the significance level of the variable of
interest would unnecessarily deteriorate statistical
power (ALBERS, 2019).

Non-Random Samples

A fundamental objection against statistical inference
is raised by HIRSCHAUER et al. (2020) in case of
full population surveys. They argue that displaying
p-values does not make sense, because there is noth-
ing to infer, and sampling error does not exist. Obvi-
ous examples are studies that search for relationships
among variables using data from all existing entities
(e.g. individuals, states, countries) in a predefined
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population. However, it is not that clear to which situ-
ations this “urn model” applies and to which not. For
example, in price analyses often data of all (available)
transactions can be accessed that occurred in a specif-
ic market in a certain time period. Is it inappropriate
to conduct statistical inference and hypothesis testing
regarding price determinants using a full sample? The
answer 1s “no”, at least if one can think of observed
prices as an outcome of a data generating process.
More data will be generated by this process in the
future and even in the past more transactions could
have been potentially observed. That means, the true
population size is unknown and the “full sample” is
still a random sample.

When inferring from observed realizations to the
properties of the unknown data generation process by
means of a statistical model, one has, of course, to
consider selectivity issues and the fact that the data
generating process can change over time — even
though this can be rather challenging given the uncer-
tainties involved. A related issue is the use of non-
random samples for inferential reasoning. Non-
random sampling techniques include convenience
sampling, quota sampling or snowball sampling.
These techniques became increasingly important and
are nowadays quite common in survey-based social
science. Several potential problems arise with non-
random samples (cf. ELLIOTT and VALLIANT, 2017).
Selection bias occurs if the sample differs from the
non-sample part of the population such that the sam-
ple cannot be projected to the population of interest.
Another problem is attrition, i.e. the systematic drop-
out of participants in a panel. There is a controversial
discussion whether or not non-random samples should
be used for inferential statistics. HIRSCHAUER et al.
(2019) argue that convenience sampling precludes
the use of p-values because researchers run the risk
of misestimating coefficients and standard errors, at
least if selection bias is not adequately considered. In
contrast, SMITH (1983) and ELLIOTT and VALLIANT
(2017) show how quasi-randomization and super-
population modeling can mitigate potential biases and
under what assumptions non-random samples still can
be used for statistical inference.

P-Hacking, HARKing, Selective Reporting

A couple of questionable research practices have been
spotted that target at producing statistically significant
results, which presumably have a higher likelihood of
being published. P-hacking describes practices by
which test procedures and model specifications are
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adjusted to attain statistically significant results with
generally lower p-values. The same applies to the
transformation of dependent or independent variables,
the removal of influential observations or the defini-
tion of the eligible data set (see BRUNS and
KALTHAUS, 2020 for an example from innovation
research). P-hacking often comes along with selective
reporting, i.e. only those results are reported that sup-
port a preferred hypothesis, while other are sup-
pressed. This practice has also been labelled as “file
drawer problem” (MERVIS, 2014). Finally, researchers
could also explore the data and then retrofit theories,
hypotheses, and narratives to findings after the results
are known (HARKing). HARKing is problematic,
because if one analyses data without preset hypothe-
ses and afterwards finds something unusual or unex-
pected, that result could be a chance finding in view
of the aforementioned multiple testing problem. Note
that these malpractices can be either done intentional-
ly (to deliberately manipulate statistical significance
levels) or unintentionally (due to a lack of statistical
education or through motivated reasoning or confir-
mation bias, cf. BASTARDI et al., 2011).

A large share of researchers in environmental
economics has admitted questionable research prac-
tices in a recent survey (FERRARO and SHUKLA,
2020), and the economic literature in major general
interest journals appears biased towards false positive
findings, as indicated by an unusual hump in the
distribution of p-values around p-value thresholds
of 0.05 and 0.1 (BRODEUR et al., 2016; BRUNS et
al., 2019). O’BOYLE et al. (2017) study PhD disserta-
tions and subsequent research papers published from
those dissertations and note that the “the ratio of sup-
ported to unsupported hypotheses more than dou-
bled”. While this may indicate intentional p-hacking
or HARKing, HUNTINGTON-KLEIN et al. (2021) fur-
ther demonstrate a large variation in results if different
teams analyse the same data. Notably, BRODEUR et
al. (2020) report that the extent of p-hacking and
publication bias varies with the research design: They
find instrumental variables (IV) and difference-in-
difference (DID) techniques to be more prone to
p-hacking and publication bias than randomized
controlled trials (RCT) or regression discontinuity
designs (RDD). However, in a recent reanalysis
KRANZ and PUTZ (2022) contest the robustness of
these findings. Whereas questionable research practic-
es happen at the level of a single study, publication
bias is an outcome of the publication process and con-
cerns multiple studies.
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2.2 Proposed Remedies

While broad consensus about potential flaws of
p-values seem to exist, opponents and proponents
often disagree about remedies. In fact, proposals range
from a complete ban of statistical hypotheses testing
to a maintenance of current practice due to the lack of
superior alternatives. In what follows, we structure
these proposals and discuss their pros and cons. This
section is restricted to the remedies directly tied to
statistical practices. Wider implications for the agri-
cultural economics community in supporting a cultur-
al change and facilitating the implementation of prom-
ising remedies are discussed in Section 4.

Banning of Significance Testing and P-Values

In view of the aforementioned concerns some authors
suggest not to display p-values or asterisks
(HIRSCHAUER et al., 2019) or even to completely re-
tire the concept of statistical significance (AMRHEIN et
al., 2019; GIGERENZER, 2004), and some scientific
journals followed these suggestions. For example, the
American Economic Review and Econometrica dis-
courage the use of asterisks to denote the significance
of estimation results. The former also recommends to
present standard errors®. This critical view, however,
is also challenged: VERHULST (2016), GELMAN
(2016) and BENJAMINI (2016) point out that most
concerns about p-values also apply to alternative
methods. FRICKER et al. (2019) try to assess the im-
plications of a p-value ban empirically by analyzing
the quality of 31 empirical papers published in “Basic
and Applied Social Psychology” after this journal
prohibited the use of the null hypothesis significance
testing procedure (including p-values and statements
about significance) in 2015. In their conclusions, the
authors state “we found multiple instances of results
seemingly overstated beyond what data would support
if p-values [...] had been used. Thus, the ban seems to
be allowing authors to make less substantiated claims
[...]”. At the time being, it appears unlikely that this
radical approach will be copied by many scientific
journals.

4 See submission guidelines (https://www.aecaweb.org/

journals/aer/submissions/guidelines; last accessed Octo-
ber 17, 2022)

Emphasizing Economic Significance and Relevance
with a Clear Distinction from Statistical Significance

In two empirical studies investigating the statistical
practice in the American Economic Review in the
1980s (MCCLOSKEY and ZILIAK, 1996) and the 1990s
(Z11AK and MCCLOSKEY, 2004). MCCLOSKEY and
ZILIAK highlight the importance of interpreting re-
search results in light of their real-world substance.
They argue that economists do a poor job in distin-
guishing statistical significance (the uncertainty of an
estimate) and economic significance (the size of an
estimate). Among other things, they propose to use
confidence intervals to gauge the plausibility of an
estimate and to use simulations to explore a distribu-
tion of possible economic outcomes. In addition, they
emphasize the role of power analysis and considering
the implications of type II errors and their associated
costs rather than solely focusing on type I error. Alt-
hough the two authors witness some improvements
over time (ZILIAK and MCCLOSKEY, 2004) many
problems prevail. As discussed by ROMMEL and
WELTIN (2021), similar problems are present in major
agricultural economics journals.

Replacing P-Values and Use of
Bayesian Methods

The desire of researchers “fo turn a p-value into a state-
ment about the truth of a null hypothesis” (W ASSER-
STEIN and LAZAR, 2016) has prompted the promotion
of the Bayesian approach, which, in principle, is
capable to combine a data likelihood and a prior prob-
ability to derive a posterior probability. This Bayesian
posterior inference offers the intuitive interpretation
of a probability that a parameter of interest falls into
a certain range (conditional on model assumptions),
alleviating the troubles with interpreting p-values
and confidence intervals under the frequentist para-
digm.” It also provides the possibility to leave the
dichotomous world of classical hypothesis testing
with all its problems laid out above by rather compar-
ing hypotheses in a probabilistic manner® (BENDTSEN,
2018).

3 It is interesting to note that IONIDES et al. (2017) inter-
pret the ASA statement on p-values (WASSERSTEIN and
LAZAR, 2016) as an attempt to advocate the Bayesian
paradigm and to discourage researchers from using fre-
quentist inference and deductive reasoning.

For issues debated among those using Bayesian statisti-
cal inference see ACZEL et al. (2020).
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There are probably two main reasons why the
Bayesian approach has not yet overtaken the fre-
quentist statistical inference despite an increasing use
in recent times (GEWEKE et al., 2011). First, the deri-
vation of posterior distributions of model parameters
has long been a tedious and case-specific challenge,
requiring to derive posteriors via probability calculus
or simulation-based analysis. Recent advances in au-
tomated Bayesian inference (“probabilistic program-
ming”, see VAN DE MEENT et al., 2018 and BINGHAM
et al.,, 2019) may offer a general solution in the
medium-term for conventional and “big data” but
this will also require a change in educating applied
(ag-) economists. The second reason is the need
to specify a prior distribution for all hypotheses
and many scientists are reluctant to do so (KRUEGER
and HECK, 2019), even though one could argue
that frequentist approaches do this implicitly (e.g.
BENDTSEN, 2018). Against this backdrop, HARVEY
(2017) suggests the use of the minimum Bayes factor
as a compromise that takes advantage of the Bayesian
paradigm but bypasses the need to specify a particular
alternative hypothesis and a full prior distribution. The
Bayes factor is the ratio of the likelihood under H,
and Hy, respectively. The minimum Bayes factor uti-
lizes a special choice for the likelihood under Hy,
namely the maximum likelihood given the data. If one
is willing to express prior information as an odds ratio
of the two hypotheses, one can derive a posterior odds
ratio using Bayes’ theorem:

p(Hp|Data) _  p(DatalHy) p(Ho)

= 2
p(Ha|Data) p(Data|Hyp) p(Hp) &)
- ——
posterior (minimum) prior
odds ratio Bayes factor oddsratio

Based on this expression, GOODMAN (2001) and
HARVEY (2017) show how to derive “Bayesianized” p-
values from the minimum Bayes factor, which provide
the (a posteriori) probability that a hypothesis is true.”

Complementing P-Values by
Ad(ditional Information

Instead of banning or replacing p-values, a couple of
proposals have been made to complement them while
maintaining the general framework of statistical sig-
nificance testing. This is in line with AMRHEIN et al.
(2017), who conclude that “apparently, bashing or

We refer to Harvey (2017: 1424) for an example that
illustrates how an a-posteriori probability for a hypothe-
sis can be derived from the minimum Bayes factor and
to what extent it differs from a p-value.
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banning p-values does not work. We need a smaller
incremental step...”. GREENLAND et al. (2016) em-
phasize that a statistical test should be interpreted
carefully by examining effect sizes and confidence
intervals instead of focusing just on p-values. Confi-
dence intervals have the advantage of disentangling
the size and the precision of an estimate that are
merged in a p-value. Moreover, GIGERENZER (2018)
reminds us that the design of insightful economic
experiments requires sufficient statistical power.
While power, effect sizes, loss functions, and type-II-
errors are an integral part of the statistical testing ap-
proach based on Neyman-Pearson (1933, see also
Section 2.1.1), they are typically ignored in the NHST
ritual. BUTTON et al. (2013) show that in low powered
studies the replicability of significant results is low.
Furthermore, the positive predictive value (PPV), i.e.
the probability that a “positive” research finding re-
flects a true effect, is positively linked to the statistical
power of the study. Unfortunately, a meta-analysis
conducted by IOANNIDIS et al. (2017) reveals that
empirical economics research is often severely under-
powered. However, at least in some research areas,
particularly in experimental economics, power calcu-
lations started becoming a norm. Power calculations
have to be performed before data collection, and there
are different approaches, typically focusing either on
the sample size, the acceptable alpha and beta errors,
or the minimum detectable effect size (see KANG,
2021, for a practical introduction).

Multiverse Analysis

Different research teams can come up with fundamen-
tally different conclusions even when they are
working with the same data and research questions
(HUNTINGTON-KLEIN et al., 2021). Another problem
is that researchers may strategically report robustness
tests if they support a preferred narrative (YOUNG and
HOLSTEEN, 2017). Specification curves acknowledge
this problem by running a wide range of plausible
models that could for instance include different sets of
covariates (STEEGEN et al., 2016). The outcome is not
a single p-value linked to a single estimate, but a dis-
tribution of plausible estimates and p-values that de-
fine a distribution of plausible results for a reasonable
set of models (see Chapter 7 of CHRISTENSEN et al.,
2019, for more details).

Replication Studies and Meta-Analysis

Statistically significant research results may be the
outcome of chance. To detect false positive findings,
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researchers have advocated replication studies.
Replication can take different forms (see Chapter 9
of CHRISTENSEN et al., 2019 or CLEMENS, 2017). It
may involve reanalyzing the original data of a study
with the same (verification) or different (reanalysis)
methods. It can also involve new data collection ap-
plying the same methods (direct replication) or differ-
ent methods (extension). Direct replications of eco-
nomic experiments show that the rate of false posi-
tives is substantially higher than expected from pure
chance alone (e.g. CAMERER et al., 2016). Replication
studies and the aggregation of studies for meta-
analysis can increase the confidence in research find-
ings. A recent study has shown that studies that did
not replicate are more widely cited than those that
replicate (SERRA-GARCIA and GNEEZY, 2021), calling
into question the use of citations as an indicator of
scientific quality, the power of the research communi-
ty to self-correct more generally, and highlighting the
need to provide incentives and resources for replica-
tion studies.

Pre-Registration, Registered Reports, and
Results-Blind Review

Other remedies target both the individual study level
and the scientific publication process. Pre-analysis
plans are written commitments to a specific data
analysis before the data are obtained or collected (see
OLKEN, 2015, or BANERJEE et al., 2020, for a detailed
discussion). In a pre-registration, researchers also
submit this plan to a repository, thereby increasing
the commitment by making it publicly available
and referring to the pre-registration in publications.
Although these two instruments substantially limit
researcher degrees of freedoms and may successfully
safeguard against p-hacking, they only address the
producers of research findings, whereas editors and
reviewers could still exhibit bias against non-signi-
ficant findings. Registered reports or results-blind
reviews have been proposed as a solution to this prob-
lem. In a registered report, a study design and analysis
plan are submitted to a journal and reviewed by peers
in a “first stage report” before data collection. If the
authors pass this stage, the journal and publisher
commit to a publication irrespective of the results.
Results-blind review mimics this process, by sup-
pressing results from the manuscript, hence allowing
reviewers and editors to focus on research questions
and methodological rigor. For a practical guide on
how to write a registered report the reader is referred
to ARPINON and ESPINOSA (2022).

54

3 Views of the Community

We conducted a survey among agricultural econo-
mists and social scientists in Germany, Austria, and
Switzerland to explore the views of the respective
agricultural economics community in 2020. The sur-
vey was administered in English to address non-
German speakers in the three countries. The general
objective of the survey was to get an overview on the
problem perceptions, knowledge, practices, and atti-
tudes regarding econometrics and statistics. The sur-
vey was not meant to be the basis for a rigorous em-
pirical analysis for answering a specific research ques-
tion or testing hypotheses.® The survey started with a
short introduction, data use, and contact information.
Consent to participate was obtained. The first part of
the survey covered perceptions of the debate on statis-
tical practices and knowledge on the topic. The sec-
ond part dealt with practices and preferred remedies.
Finally, respondents had to provide some personal
details. We refer to the appendix/online appendix to
see the full survey, data, and code.

3.1 Survey Design and
Respondent Characteristics

The survey was distributed in the summer and fall
2020 to all members of the German Association of
Agricultural Economists (GEWISOLA), members of
the Swiss and Austrian associations of agricultural
economists, an e-mail list of early career researchers
in agricultural economics in Germany, and doctoral
students enrolled in the Doctoral Certificate Program
in Agricultural Economics. There is some overlap
between these groups. We estimate that approximately
one thousand people have been invited to participate
in the survey by mail.

Different distribution links for these channels in-
dicate that approximately 34% have entered the sur-
vey from the GEWISOLA invitation, 31% from the
doctoral certificate program and 25% from the early
career researchers e-mail lists. The remaining re-

One reviewer criticized survey design and sample selec-
tion, the lack of clearly stated hypotheses and the
missed opportunity to show a good practice example for
statistical inference. We acknowledge these limitations.
Data and code used for the analysis are shared by
HECKELEI et al. (2023), https:/doi.org/10.25625/
WOBCKO. We like to actively invite comments and
rigorous follow-up studies on statistical practices in the
community.


https://doi.org/10.25625/WOBCK0
https://doi.org/10.25625/WOBCK0
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spondents came from the Austrian and Swiss societies
or other sources.

In total, 305 respondents opened the link, but
there was a high drop out on the first screens. We
removed one response due to highly inconsistent re-
sponses. For the analysis, we use all respondents who
completed the survey at least until the second last
screen, leaving us with a total of 108 respondents.
Note that there are still missing observations for some
of the variables which could lead to a lower number of
observations for some of the recorded items, as we did
not force answers on any of the questions (i.e. all re-
sponses were voluntary). All presented analysis is
descriptive and must be viewed as explorative, as it
stems from a self-selected sample.

The median response time in the survey was ap-
proximately 14 minutes. Most respondents either had
a PhD (55%) or were in the process of obtaining one
(39%). Participants indicated their gender as male
(61%), female (35%), or did not indicate a gender
(4%). The average age was 38 years (with a range
from 25 to 72 and a median of 34; SD = 10.4). Ap-
proximately 39% stated that they were permanently
employed. More than half of the respondents had five
years or less of research experience. A little more than
half of the respondents stated that they had published
three or less research peer-reviewed research articles
over the past five years.

3.2 Problem Perception and Knowledge

The survey started with several general questions on
the perception of the problem. We openly asked
whether generally speaking respondents “think there
are problems with the way the scientific community

represented by the Austrian, German, Swiss, and
European associations of agricultural economists
(GEWISOLA, OGA, SGA, and EAAE) deals with
statistics and econometrics in research and teaching?”
Respondents were asked to use a ten-point scale to
differentiate their responses (1 = no problems at all to
10 = a lot of problems). The mean response was 5.13
(SD = 2.14; median = 5). We also asked people to
assess their own statistical and econometric knowledge
on a ten-point scale where higher values indicate better
knowledge (mean = 6.38; SD = 1.59; median = 7).
Finally, we asked for an assessment in which percen-
tile respondents would place themselves in terms of
knowledge relative to the target community. The me-
dian respondent placed themselves in the top 50%.

We used the six survey items developed by OAKS
(1986) to get an overview on knowledge of the correct
interpretation of a p-value. These items have been
widely applied to different samples of researchers (see
GIGERENZER, 2018, for an overview of studies in
different academic communities). Respondents were
presented with the following scenario:

“Suppose you have an exogenous variation that
you suspect may alter the outcome you are interested
in for a certain task or behavior in a given population.
You compare the means of your control and treatment
groups (say 20 randomly selected subjects in each
sample). Further, suppose you use a simple independ-
ent means t-test and your result is (t = 2.7, d.f. = 18,
p =0.01). Please mark each of the statements below as
“true” or “false”. “False” means that the statement
does not follow logically from the above premises.
Also note that several or none of the statements may
be correct.”

Table 1.  Overview on endorsement of statements
Statement Percentage of respondents wrong-
ly endorsing the statement as true
¢ You have absolutely disproved the null hypothesis that there is no difference be- 26.3%
tween the population means.
¢ You have absolutely proved your alternative hypothesis that there is a difference 18.3%
between the population means.
e You have found the probability of the null hypothesis being true. 21.4%
¢ You can deduce the probability of the alternative hypothesis being true. 48.4%
¢ You know, if you decide to reject the null hypothesis, the probability that you are 57.6%
making the wrong decision.
e You have a reliable finding in the sense that if, hypothetically, the study was re- 51.2%
peated a great number of times, you would obtain a significant result on 99% of
occasions.
Percentage of respondents wrongly endorsing at least one statement (among those 81.3%
who responded to all statements)

Notes: adapted from GIGERENZER (2018)
Source: own calculations
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Figure 2. Knowledge and applications of remedies (n = 107)
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Table 1 presents the six statements and displays
responses. All of the statements are false and repre-
sent different delusions regarding the meaning of a
p-value (GIGERENZER, 2018). Hence, the percentage
of respondents endorsing a statement as true may be
viewed as an indicator of knowledge. Approximately
80% of respondents who have responded to all six
items endorse at least one of the delusions. Note that
the number of correctly answered statements only
weakly correlated with the item of self-assessed
knowledge above (Spearman's tho = 0.1; n = 75).

We also asked about knowledge of and experi-
ence with some of the remedies/practices outlined
above (Figure 2).

3.3 Practices and Attitudes

We asked people for their agreement with several
survey items to understand attitudes and practices
regarding statistics and econometrics (Figure 3).
There were high levels of agreement with the im-
portance of economic significance (as traded off
against statistical significance) and data sharing prac-
tices. At the same time, respondents stated that they
feel pressured to produce statistically significant find-
ings. Many stated they have committed or witnessed
p-hacking.

3.4 Views on Remedies and Suggested
Fields of Future Action

We asked about an assessment of how useful remedies
were perceived (Figure 4). There was a high perceived
usefulness of confidence intervals, display of effect
sizes and standardized effect size, as well as summary
statistics. There was little perceived usefulness in the
overall ban of p-values or asterisks/stars from research
results or publications.
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To identify target areas and fields of action we
asked respondents to state who would have the largest
impact on one’s statistical and econometric practice
(Figure 5). Respondents assigned high importance to
colleagues, teachers and educators, as well as review-
ers as drivers for their own statistical practice.

3.5 Discussion of the Survey Results

The survey results reveal that knowledge on the
interpretation of statistical hypothesis testing and
p-values, and the potential remedies of current mal-
practices may still need a substantial educational push
at various levels. At the same time, the community
feels fairly strong about not abandoning p-values alto-
gether (50% consider this remedy “not at all useful”).
The dichotomous nature of the current practice in
hypothesis testing is seen somewhat more critical
(a clear majority considers abandoning the use of
stars/asterisks at least “‘somewhat useful”).

At least a 70% majority of respondents view cer-
tain practices offering information beyond the pure
outcome of hypotheses tests and that are not yet wide-
ly applied at least as “fairly useful”. These include
those that allow better understanding or visualizing
uncertainty of statistical results (display of confidence
intervals) and understanding better the (relative) eco-
nomic importance of the determinants considered
(standardized coefficients and economic effect sizes).

To the extent that these remedies are known, re-
spondents consider power analysis (n = 62) and pre-
registration plans (n = 93) at least “fairly useful” with
a majority larger than 60%. Hidden behind these re-
sponses might be a differentiated view on the question
for what type of analysis such remedies are useful.
They are discussed and implemented in the context of
controlled experiments, where sample size and treat
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Figure 3. Overview on attitudes and practices
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ments are often part of the deductive analytical design
decided upon before the data collection. Also, in these
cases good priors are often available. Pre-registration
may in principle also be considered for observational
or even explorative studies to prevent that the research
design is driven by initial results in a not fully reflect-
ed empiricist manner (cf. HAVEN and VAN GROOTEL,
2019; OLKEN, 2015).

Less than one third of survey participants feels
comfortable to judge Bayesian remedies (Minimum
Bayes Factor and full Bayesian analysis with n = 32
and 33, respectively), but those who do are moderate-
ly positive about them (above 70% consider them
somewhat or fairly useful). The low level of participa-
tion in these questions may indicate a limited amount
of training and experience with Bayesian analysis.
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The only moderately positive perception could be
related to the effort still needed to develop case-
specific Bayesian approaches discussed above.

The community feels quite strongly about the
usefulness of mandatory data sharing, code sharing
and summary statistics with majorities larger than
80% considering them at least “somewhat useful”.
More than a third consider data and code sharing and
more than half summary statistics “very useful”. The
comparatively moderate responses regarding the
data sharing may reflect the not uncommon situation
that confidentiality requirements of individual firm
and consumer level data often restrict the possibilities
to share data. The reason why data summary statistics
do not even have a stronger support may lie in the
view that it alone does not help to solve the statistical
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inference issues of the framing even if more respond-
ents may view it as a key ingredient to a transparent
and “data-aware” empirical economic analysis. Work-
ing towards well-documented code and data can

Figure 4. Attitudes on remedies
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Respondents clearly consider teachers/educators
to have the largest impact on statistical practices (al-
most 70% in the top two impact categories). This co-
incides with the in parts limited knowledge on some
statistical misinterpretations and malpractices found
above and points at the longer-term effort needed to
fundamentally change practices through a revision of
curricula and teaching methods.

It is quite interesting to note that respondents
view reviewers as affecting statistical practices more
(almost 60% in the top two impact categories) than
editors (less than 40%). It raises the question if editors
of the journals relevant for the community are rather
passive with respect to setting and guarding editorial
policies on statistical practices and/or often shy away
from evaluating/adjusting/weighing/complementing
reviewer comments with respect to the editorial stand-
ards in this respect. Editors could have a crucial role
in changing statistical inference practices if they took
an active stance on it.

4 Implications for the Community

4.1 Research Process

The most important implication resulting from the
p-value debate from the viewpoint of researchers is
to avoid what GIGERENZER (2004) blamed as “mind-
less statistics”. Many fallacies may arise when apply-
ing the statistical hypothesis testing framework; we
argue that the merit of the p-value debate is to recall
(at least some) potential fallacies to researchers’
minds. Being aware of these problems is in fact the
most undisputable implication. Yet we are reluctant to
recommend a ban of p-values or the use of asterisks in
general. This view is shared by the majority of our
survey participants, and at least in parts our communi-
ty (MARGARIAN, 2022). Correctly calculated and in-
terpreted p-values contain useful information about
the underlying statistical hypotheses that otherwise
would be neglected. In a recent paper, Nobel Prize
laureate Guido Imbens characterizes economic appli-
cations where p-values are dispensable and where
they contain relevant information (IMBENS, 2021).
Testing a null hypothesis versus an alternative hy-
pothesis is meaningful in some situations and exam-
ples include the efficient market hypothesis, market
integration, or the existence of speculative bubbles.
Moreover, it is often necessary to test whether data
show certain statistical properties, such as stationarity,
variance homogeneity or spatial and temporal inde-
pendence. In these situations, a decision shall be made
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based on a statistical decision rule. This then neces-
sarily includes a threshold determining what the deci-
sion will be.

In many economic applications, however, testing
against a null hypothesis of “no effect” is not of par-
ticular interest. For example, it is generally not very
insightful to test whether farmers’ education increases
farm income or not, whether a gender pay gap exists
or not, or whether invest-ment aid stimulates invest-
ment demand or not.” Here the magnitude of the
(treatment) effect is what matters and the causal
mechanism, e.g. how investment aid stimulates in-
vestments. We believe that in situations, where no
specific decision on a hypothesis has to be made, it
suffices to display standard errors or to interpret p-
values as indicators of the general compatibility of the
data with the corresponding hypothesis. In these cas-
es, specific thresholds have no defendable meaning
beyond a long-practiced ritual. Given the documented
publication bias around these thresholds (e.g.
BRODEUR et al., 2016), avoiding the use of asterisks
potentially reduces incentives for p-hacking. Whether
with or without specific significance levels, the im-
portant point is, however, that we as researchers de-
rive hypotheses based on logical thinking and theo-
ries, and apply statistical analysis “mindfully” in light
of an underlying theoretical concept, and to avoid
extreme forms of empiricism.

In situations where statistical hypothesis testing
makes sense, the following aspects deserve attention
when designing, conducting and interpreting statistical
tests. Perhaps the most basic question is whether ob-
served data can be considered as a random sample, i.e.
as an outcome of a random data generating process,
because this is a prerequisite for inferential statistics.
If, in contrast, data fully describe the entire popula-
tion, there is no need for statistical testing. If in this
instance, inferential reasoning is based on the notion
of a superpopulation, this should be clearly labelled
and defined. Moreover, if data come from conven-
ience sample, any source of potential bias regarding
estimates of regression coefficients and standard er-
rors should be carefully considered and discussed.
Non-proportional stratified samples like the Farm
Accountancy Data Network (FADN) data with over-

® Of course, one can imagine research settings in which

testing a nil hypothesis related to education is not trivial,
for example whether the marginal effect of an additional
year of schooling is zero or not. This shows that a clear
classification of applications in which NHST is
(in)appropriate, is hardly possible.
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and underrepresented groups can lead to a bias when
estimating a population mean without an appropriate
correction by sampling weights (see NEUENFELDT and
GOCHT, 2014, or BARKASZI et al., 2009, for details of
sampling in the FADN). However, weights may also
be used to reduce estimator variance in such contexts
making their choice a non-trivial task depending on
model specification. For a deeper discussion of cor-
rection possibilities we refer to DUMOUCHEL and
DUNCAN (1983).

From the stated objectives of an empirical analy-
sis, we recommend authors to be clear about whether
their study is explorative or whether they aim at test-
ing of hypotheses that are derived from theory. This
distinction is important, because in explorative studies
that try to identify potential relationships among de-
pendent and explanatory variables, a multiple testing
problem is immanent that calls for an adjustment of
significance levels to avoid false rejections of null
hypotheses. Unfortunately, this distinction is not al-
ways straightforward in applied economics, because
theoretical predictions do not cover all aspects of
econometric model specification. That is, even if theo-
ry suggests a positive or negative relationship among
economic variables, it might be necessary to “explore”
the appropriate functional form in a regression model
or the number of lags in a time series model (OLKEN,
2015). We do not consider this search for a data fitting
model specification per se as “p-hacking”. It is im-
portant to use objective and appropriate criteria (e.g.
F-tests, RESET tests, Breusch-Pagan tests, non-
parametric specification tests) for deciding on the
functional form, the number of lags or appropriate
econometric estimators. The crucial point is to de-
scribe this process in a transparent manner and to re-
port the results of alternative model specifications
instead of presenting only selected results. In these
instances, careful documentation of data and code, as
well as tools such as multiverse analysis, may address
selective reporting more appropriately (STEEGEN et
al., 2016).

The need for flexibility during the model specifi-
cation process in many forms of analysis limits the
scope of instruments that have been proposed to pre-
vent p-hacking, e.g. pre-registration. Pre-registration
is useful in particular for deductive work, which in-
volves primary data collection. However, even for
these cases, recent studies show that researchers who
use pre-registration rarely specify pre-analysis in suf-
ficient detail (BAKKER et al., 2020). In other instanc-
es, there may be a risk that pre-analysis plans limit the
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reporting of relevant findings (BANERIJEE et al., 2020).
The effectiveness of pre-registration is also sensitive
to the platform used (BAKKER et al., 2020). Yet, per-
ceived benefits from pre-registration outweigh the
costs in many instances, and major benefits emerge
from thinking about analysis before the data are col-
lected (LOGG and DORISON, 2021). Therefore, when
applicable, pre-analysis plans should, for instance,
enter PhD- and third-party funded project plans and
output/performance measures as milestones to account
for the required resources and to provide a structure
for monitoring and enforcement. Current schemes of
performance measures of universities and researchers
seem to not sufficiently value such efforts. In conclu-
sion, pre-registration and pre-analysis plans are a use-
ful tool in many fields that involve primary data col-
lection, while the risk that pre-registration becomes
ritualized and a form of virtue signalling if not com-
plemented by more fundamental cultural change re-
mains (BUCK, 2021).

Another important insight of the discussion about
verification, re-analysis, and aggregation of scientific
research is the need to pay more attention to adequate
power of statistical tests. This is important to avoid
“false negatives” but also to ensure a high positive
predictive value, i.e. the likelihood that a claimed
relationship is actually true (CHRISTENSEN and MI-
GUEL, 2018). Researchers have at least two options to
control statistical power. First, via sample size which
can be determined for a desired power level in an a
priori power analysis, given that information about the
effect size is available, e.g. from pilot projects or simi-
lar studies (IOANNIDIS et al., 2017). Computational
software is available that supports this calculation for
many research designs, e.g. G*Power (FAUL et al.,
2007). The second option is the choice of the statisti-
cal test. In time series analyses, for example, the use
of panel unit root tests can help improving power
compared with standard unit roots tests, which are
known to have low power.

Regarding the interpretation of statistical test re-
sults, two recommendations appear unchallenged.
First, presentation of statistical results should include
effect sizes, and the interpretation should involve the
economic relevance of variables rather than focusing
solely on their statistical significance. Plots of coeffi-
cients or marginal effects along with their confidence
intervals to illustrate related uncertainty (in the nota-
tion of AMRHEIN et al., 2019, “compatibility inter-
vals”) may support this. Second, p-values should be
interpreted as what they are, the likelihood for ob-
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served data given a null hypothesis, though it is tempt-
ing to consider them incorrectly as likelihood of a
hypothesis as noted in 2.1.1. HIRSCHAUER et al.
(2016) provide an illustrative example of how the use
of sloppy language turns a statistically correct state-
ment into a wrong one. We thus strongly recommend
to use precise wording when interpreting the results of
statistical hypotheses tests, along with careful docu-
mentation of the test procedure. Our survey showed
strong support for confidence intervals and descriptive
statistics, and authors and journals may consider them
even more. Although confidence intervals are easily
calculated from standard errors and coefficient esti-
mates, displaying them may change the reader’s per-
spective.

4.2 Publication Process

Journals can achieve a lot through submission guide-
lines, which should be up to date and enforced. For
instance, clear editorial statements (BLANCO-PEREZ
and BRODEUR, 2020) and check lists on how to report
statistics and results of statistical testing may be useful
and can have an impact (see GIOFRE et al., 2017);
some authors even call for “statistical co-editors”
(WEHRDEN et al., 2015). A prerequisite for any
change to the better is, however, that all involved
stakeholders are clear in their communication, reach
their audience effectively and editors take responsibil-
ity to moderate reviews carefully and decide accord-
ing to clearly communicated rules.

Our survey showed support for open data and
methods and we recommend that the agricultural eco-
nomics journals make code and data sharing mandato-
ry.! Data and code sharing do not only increase
transparency of results, they also make it easier to
discover data manipulations and in turn, researchers
will become more reluctant to violate good research
practice. This in turn, will improve quality and repro-
ducibility of the results.!! As shown by a recent study
of leading economics journals, excess statistical sig-
nificance (i.e. inflated effect sizes) is substantially
reduced if data sharing is mandated (ASKAROV et al.,
2022). Clearly, relevant journals in a field should pur-
sue similar policies in this regard to avoid a selection

As an anonymous reviewer pointed out, this data and
code sharing should also include the ‘raw’ data and the
code for preparing the data for the final statistical analy-
sis.

As one reviewer pointed out, PUTZ and BRUNS (2021)
find that data and code availability policies can help to
reduce reporting errors.
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of authors into journals with less restrictive policies.
In some cases, sharing of raw data may be hampered
by data protection regulations. This applies to farm
level data, such as data from the FADN. As a mini-
mum, authors should document in this case how they
got access to the data to allow the reader to pursue the
same path (if possible) and replicate the analysis using
the code provided. However, other ways of reproduc-
ing the results are preferable, for instance, by remote
access. Moreover, if data are bought from and owned
by third parties, researchers cannot easily share them,
yet also here, replicability can be made available by
remote solutions together with third parties; owners or
providers of data sets are expected to be interested in
most reliable results produced with the data. These
additional efforts are again resource-consuming and
could be alleviated if raw data collected by the public
(e.g. FADN data) would be generally accessible in
anonymized form for scientific research institutions.
In turn, all scientific institutions should commit to
FAIR principles’? for research data, and universities
should collaborate for efficient research data man-
agement processes which would benefit the whole
community.

Researchers have highlighted problems with the
direct replicability of research results especially in
experimental economics and business economics’
studies, and the sensitivity of research results to con-
text (CAMERER et al., 2016; RAHWAN et al., 2019).
When engaging in a replication, authors bear major
publication risks when editors predominately select
manuscripts on novelty. New publication formats
could lower these risks. In a recent call for papers in
the journal Applied Economic Perspectives and Policy
(AAEA, 2021), the editors invite replications in a two-
stage format. Replication protocols are reviewed be-
fore the bulk of the work is done, and the journal and
editors commit to a conditional acceptance for publi-
cation for the selected proposals (or reject proposals).
Adopting this format on a regular basis either in the
form of special issues or regular sections could give
rise to more replication attempts. Authors can substan-
tially lower their risks of engaging in replication, and

2 FAIR principles for research data target at a sustainable
data collection, processing and use. F stands for finda-
ble, where meta data should be made available, A indi-
cates accessible, where meta data must be available,
I stands for interoperable, i.e. clearly documented and
applicable language, and lastly, R means re-usable, i.e. a
clear data use agreement/license is required. For Ger-
many, more details can be found for instance here:
https://www.forschungsdaten.org.
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the publication will not depend on whether the results
are deemed interesting by the reviewers and editor.

Registered reports - a two-stage publication for-
mat where the study design is reviewed before the
data collection (see LEMKEN, 2021, for a recent ex-
ample of a first stage report in agribusiness consumer
research) - could be embraced by more journals in the
agricultural and food economics domain. Whereas a
pre-registration only involves the authors, a registered
report is integrated with the peer review and journal
publication process. Hence, with a registered report,
several important steps of the research and publication
process are front-loaded, potentially reducing risks for
authors and the research community in several im-
portant ways. Authors will benefit from feedback on
their work already in the design stage. Other research-
ers become aware of what others are working on ear-
lier, facilitating collaboration and innovation. Editors
and reviewers evaluate studies on novelty and a sound
research design, rather than results. In the future, re-
search funders may even condition grants and re-
search funds on the acceptance of registered reports
for studies that involve primary data collection. As of
today, only a few journals in which agricultural econ-
omists publish offer registered reports (PLOS ONE,
Nature Human Behavior, Journal of Development
Economics, Q Open), and more journals and editors
may want to consider opening up for the format. Pre-
registration can also be applied to some types of ex-
plorative and qualitative research, but it will be critical
to adjust platforms such as the open science frame-
work to the specific needs of the qualitative research
community (HAVEN and VAN GROOTEL, 2019). We
encourage editorial boards and scholarly associations
to discuss data sharing policies, registered reports, and
pre-registrationn and to communicate their conclusions
(e.g. as in BARREIRO-HURLE, 2021).

4.3 Teaching

Based on our review of the p-value debate and statis-
tical practices, and the discussion of respective
sources and remedies, we see implications for higher
education and teaching in the field of applied agricul-
tural, resource and food economics. We qualitatively
enrich our presentation of teaching implications by the
perspective of survey participants in the German-
speaking community. In fact, we conclude that from a
perspective of today, the way of teaching research
methods and statistics/econometrics contributed to the
problem of a misuse of p-values, non-mindful statis-
tics, and a more ritual-based use of empirical methods
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for hypothesis testing. We therefore discuss five im-
plications for teaching at all levels of higher educa-
tion, i.e. Bachelor, Master and PhD level, and for re-
searchers as teachers. The statements in the survey
that teachers/educators have the largest impact on
respondents’ statistical practices corroborate our mo-
tivation and demonstrate that teaching is a key part of
the needed cultural change.

As a base, we clarify learning objectives: achiev-
ing statistical thinking rests on the ability to under-
stand, apply and evaluate statistical (and other) meth-
ods for empirical research. The ability of critical re-
flection plays an important role to overcome the ritu-
als-orientised use of methods and get students and
researchers sensitized that strategic use of methods
has been observed and can pose a problem. This way,
from our perspective, teaching in the subject “methods
for empirical research” shall combine statistics, data
(science), and scientific working.

To reach these objectives and considering that
higher education in agricultural economics typically
rests on an interdisciplinary curriculum, we first sug-
gest to generate a specific strand in the curriculum to
impart a sound understanding of empirical research,
including hypothesis testing. This strand covers mod-
ules on empirical research, specific methods, and sci-
entific working. Modules for quantitative methods
must provide a clear understanding of empirical
methods and different ways of hypothesis testing,
including statistical inference. Modules covering good
scientific practice and scholarship ideally are based on
Philosophy of Science, cover theoretical and behav-
ioural models as base for hypothesis formation, and
include ethics and transparency as key parts of exist-
ing code of conducts'® in the community. Linked to
the core modules covering research methods, appro-
priate research design, sampling and data collection,
pre-registration, documentation of data and coding
(research data management) set the base for teaching
empirical models and methods for identification of
effects, and how to distinguish between mindful and
not so mindful empirical work.

Second, we see module structures that go beyond
classical lectures with practical hands-on parts. Practi-

13 Several examples exist, we refer to the German Research

Foundation
https://www.dfg.de/download/pdf/foerderung/rechtliche
_rahmenbedingungen/gute wissenschaftliche praxis/ko
dex gwp.pdf and the European Association of Agricul-
tural Economists
https://www.wecr.wur.nl/EAAEUploads/Other/CodeOf
ProfessionalConduct.pdf.


https://www.dfg.de/download/pdf/foerderung/rechtliche_rahmenbedingungen/gute_wissenschaftliche_praxis/kodex_gwp.pdf
https://www.dfg.de/download/pdf/foerderung/rechtliche_rahmenbedingungen/gute_wissenschaftliche_praxis/kodex_gwp.pdf
https://www.dfg.de/download/pdf/foerderung/rechtliche_rahmenbedingungen/gute_wissenschaftliche_praxis/kodex_gwp.pdf
https://www.wecr.wur.nl/EAAEUploads/Other/CodeOfProfessionalConduct.pdf
https://www.wecr.wur.nl/EAAEUploads/Other/CodeOfProfessionalConduct.pdf
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cal training could be based on simulated data sets
(BEKKERMAN, 2015) and hands-on inference, fol-
lowed by contextual empirical applications. A main
part of the module must be active practising, from the
data preparation over the data analytics to the hypoth-
esis testing and the interpretation of the results. This
offers a more holistic understanding of statistical in-
ference based on data. We also see here potential to
improve links to typical subjects of study by including
topics and examples from the agricultural, food and
environmental economics domain. Vice versa, topic-
related modules that use empirical findings as material
could ideally integrate discussing the ways the empir-
ical findings were generated. This could mean for
instance, presenting and discussing research designs,
data sets, used hypotheses, and methods for testing.
Using interesting and timely examples can raise atten-
tion also for methods and stimulate critical reflection.

Third, the goal to enable students to strengthen
their ability to critically reflect on their choice of
method for their own research but also for future re-
views calls for experience-based learning with a
strong interactive component. We see the idea of ex-
periential learning as a fruitful guide. For instance,
opportunities for thinking, acting and reflecting can be
created if besides pure assignments with applications,
(poster) presentations and short reports about the data
work are part of modules; at higher levels (advanced
Master studies, pre-doc and PhD level), this part may
include critical reflection of existing research as well
as finding and presenting best practice examples. To
foster interaction, digital platforms for exchange and
interactive problem-oriented discussions in Wikis and
forums can provide additional incentives and would
offer alternative grading opportunities.

Fourth, we suggest that replication should be-
come an important component in modules, but also in
seminars and graduation theses. Recent initiatives by
journals in presenting replication studies can be help-
ful and serve as reference for graduation theses in this
direction. Clearly, we are not suggesting that pure
replication can replace a thesis in its core, we suggest
considering combinations, for instance, replication
and literature review, another period or new data set
but same question as a way to make replication stud-
ies more valuable.

Fifth, thesis writing needs systematic support,
where a dynamic guideline that covers dos and don’ts
in a sense of a checklist for orientation could be help-
ful. The dynamic nature would mean that this guide is
never fixed and in parts under students’ responsibility
for continuous update but monitoring by teachers.
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Material for standards for empirical work, data han-
dling/management and ethics must be provided and
pre-selected by senior staff, while students discuss the
material and prepare/develop and update their check-
lists. At higher levels, the student work may include
contrasting examples based on empirical papers as
well as critically assessing and discussing the proce-
dures. Recently established asynchronous teaching
with prepared videos to be viewed flexibly by the
students could increase quality contact time with stu-
dents focusing on specific problem sets, critical reflec-
tions, and presentation of own work. Here we see that
respective associations could support substantially by
offering platforms for exchange and share points for
examples of the checklists mentioned above, also
aimed at harmonizing implicit rules and support learn-
ing throughout the academic life.

Gigerenzer’s idea of mindful statistics and statis-
tical thinking seems to be inspired by observing ritual-
type behavior. To infer on the behavioral reasons in
our community, however, is not possible based on the
literature review and the survey and would go beyond
this review paper. Proper statistical education denotes
an important piece in overcoming these problems that
appear at first glance inside academia; however, we
also like to note the “economic” relevance outside
academia. For instance, students as future decision-
makers in companies, ministries, international organi-
zations, or other non-university employers, will decide
under uncertainty and rely on empirical research to
inform the decision-process. Correctly interpreting p-
values and results of statistical inference will therefore
be important also for society.

4.4 Research Culture

Changing statistical practices is a challenge as they
develop in a complex dynamic interplay of what we
have been taught and what experiences we make inter-
acting with our peers in publication processes and
collaborative research as we build our careers. Devel-
oped rituals are not easily changed, and such change
requires a new consciousness to slowly penetrate all
our academic activities. A long-term, cultural change
of knowledge and norms is needed with complemen-
tary changes in teaching, research, and publishing ac-
tivities that go beyond the definition of rules for use
and interpretation of specific statistical tools. This is
all the more difficult, as change must come from with-
in a community with heterogeneous knowledge of
statistics and diverse viewpoints on how to address
challenges in statistical practice. Knowledge and the
perception of problems are most likely not independent
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of each other. That is, the support of remedies and
change may oftentimes require good knowledge which
can create a situation where a poorly trained communi-
ty is locked in an inferior equilibrium of poor practice.

New rules and recommendations to use some sta-
tistical tools and not others will not alone ensure that
research is conducted and papers written to primarily
generate replicable scientific knowledge. The current-
ly observed misuse relates to a considerable extent to
the explicit or implicit expectation that certain find-
ings are more interesting than others. What is required
is a culture of acceptance of scientific work that is
largely based on the theoretical and methodological
rigor and where the perceived relevance arises from
the questions asked, the methodology employed, and
the data used but not from the results generated.

The quality of statistical analysis in economics
falls and rises with the careful argumentation backed
up by theories from the field of economics, social
sciences and psychology, and related subjects that
govern agents’ decisions and respective results. A
discussion of most likely mechanisms underlying the
data generation process guards against pure empiricist
interpretations of statistical results and the confusion
of correlation in the data with “true” effects or causa-
tion (ANGRIST and PISCHKE, 2008). With a sound
theoretical foundation, the conditionality of statistical
results on the model employed in the analysis be-
comes transparent and thereby creates an inherent
caution with respect to the interpretation of results.
Some even argue that “both statistical foundations and
basic statistics can and should be taught using formal
causal models” (GREENLAND, 2020). Thinking care-
fully about “what matters” for economics actors
will also help in recognizing that a dichotomous world
of hypothesis testing is not sufficient to derive mean-
ingful implications. The size of effects of policies
or other determinants of economic behavior matter
for stakeholders and should receive at least as much
attention as the question whether there is an effect or
not.

5 Concluding Remarks

We would like to conclude our paper with a few brief
ideas on what could be done at the “policy level” to
improve the situation in the short-term and to foster a
cultural change of statistical inference and research
practice in the long-term. Here we suggest a set of
“top-down” measures that have some promise in
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bringing about the needed change jointly with the
desirable “bottom-up” developments at the individual
scientists’ level.

Communication on best practices can clearly
move forward right away. Here, scientific journals
and connected learned societies can work together.
Recent discussions and activities seem to lead towards
a closer relationship between the GEWISOLA and the
German Journal of Agricultural Economics (GJAE).
A joint activity between the association and the jour-
nal can lead to setting standards of reporting statistical
inference in journal articles that are then clearly com-
municated with the instructions to authors for the
preparation of manuscripts and by the association to
its members moving the community of reviewers.
HIRSCHAUER (2021) suggests guidelines that might
serve as a starting point for the discussion on the for-
mulation of such standards.

Better recognition of the effort reviewers put into
the publication process may go some way in alerting
to the value of this resource scarce in quantity and
quality. Some journals like the European Review of
Agricultural Economics already have a best referee
award, which also could be picked up by the associa-
tion in collaboration with the GJAE. Choosing criteria
for awarding these prices wisely and making them
transparent may offer another piece to making com-
munity members more aware of some remedies for the
current replicability crisis. One could additionally
consider awards to authors for outstanding transparen-
cy and excellent communication regarding data and
statistical analysis.

To allow for better statistical inference from a
sample to a population, researchers should be put in a
position where they can draw random samples from a
population. Often this is not a simple task, especially if
farmers are involved. Making registry data more wide-
ly and more openly available for research purposes
would be an important task for the future. Alternative-
ly, a farmer panel, similar to the socio-economic panel,
could be maintained as a critical research infrastructure
in the GEWISOLA field. The existing FADN could
form a base. The FADN often remains limited when it
comes to behavioural or specific land cover and man-
agement questions, particularly hindering evaluation of
policy impact on sustainability other than the socio-
economic pillar. Thus, enrichments of this data set by
other existing data, for instance from the Integrated
Administrative Control System (IACS), surveys and
by information about selection of the farms into the
sample would be helpful.
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Support by the community for revising the teach-
ing curricula and methods could be to establish a cen-
tral pool of teaching examples for experiential learn-
ing and assignments in the domain of the community.
Associations such as the GEWISOLA or the EAAE
could provide the infrastructure and incentivize in-
vestments of teachers into such modules to foster
sharing materials that offer clear guidance on good
scientific practices, including hypothesis testing and
mindful statistics, transparency in data, code, and
writing. Replication studies could be incentivized also
for teaching purposes by journals and publishers to
overall foster a longer-term change of the social
norms governing our practices.

The ideas mentioned here are certainly not ex-
haustive and may be complemented as we go along
this process of change. Perhaps it would be helpful to
have one agenda element on the issue of statistical
and/or scientific practice in each annual meeting of
the GEWISOLA in the coming years, actively solicit-
ed by those responsible for the program and nudged
by the association. They can have different formats
— presentation on current developments, workshop,
organized session, best practice updates — depending
on what currently concerns the members or more gen-
erally the scientific community. Perhaps a future
stronger liaison between the GJAE and the association
can help to identify a person responsible to keep this
on the agenda.
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