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Recalibrating the reported returns to
agricultural R&D: what if we all heeded

Griliches?*

Xudong Rao , Terrance M. Hurley and Philip G. Pardey†

Zvi Griliches’ seminal analysis of hybrid corn spawned a large literature seeking to
quantify and demonstrate the value of agricultural research and development (R&D)
investments. The most important metric for quantifying the rate of return to R&D
emerging from this literature is the internal rate of return (IRR), even though
Griliches was sceptical of its usefulness as a metric in this context. An alternative
metric, also reported by Griliches but not as commonly used in the subsequent
returns-to-research literature, is the benefit–cost ratio (BCR). We assess how the
implications of the returns to agricultural R&D literature may have differed if the
BCR had become the standard rather than the IRR. We reveal that the IRR and BCR
produce substantially different rankings of agricultural R&D projects, differences that
persist even under various commodity and geographical aggregations of the BCR and
IRR estimates. The median across 2,627 reported IRRs is 37.5 per cent per year. Using
data gleaned from 492 research evaluation studies, we developed and deployed a
methodology to impute 2,126 BCRs (median of 5.4) and modified internal rates of
returns (MIRRs, median of 16.4 per cent per year) assuming a uniform 10 per cent per
year discount rate and a 30 year research timeline.

Key words: agriculture, benefit–cost ratio, internal rate of return, modified internal
rate of return, research and development.

1. Introduction

An extensive literature on the returns to agricultural research and development
(R&D) has emerged since ZviGriliches’ seminal analysis of hybrid corn research
(Griliches 1958). While Griliches’ initial estimate of approximately $7.00 was
constructed to reflect the annual return in perpetuity (ARP) to every dollar
invested in hybrid corn research, he also reported a corresponding benefit–cost
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ratio (BCR) of approximately 150:1, and, on a suggestion fromMartin J. Bailey
(Griliches 1958, footnote 16), an internal rate of return (IRR) between 35 and 40
per cent.1 Of these three metrics, it is the IRR that became the standard – of the
2,242 project/program evaluations from 371 different studies summarised by
Hurley et al. (2014), an overwhelming 91.4 per cent reported an IRR estimate.
BCR estimates were also commonly reported (28.2 per cent of the evaluations),
sometimes in conjunctionwithan IRRestimate (19.6 per centof the evaluations),
while Griliches’ ARP did not stand the test of time.
The IRR’s predominance emerged even though Griliches expressed

consternation with it:

My objection to this procedure is that it values a dollar spent in 1910 at
$2,300 in 1933. This does not seem very sensible to me. I prefer to value
a 1910 dollar at a reasonable rate of return on some alternative social
investment. (Griliches 1958, p. 425)

But, it is not just the agricultural R&D literature that has opted to rely heavily
on the IRRasa summary statistic for quantifying investment returns. It hasbeen
used by researchers to summarise the economic consequences of manufacturing
R&D (see the tabulation in Hall et al. 2010, Table 2) and health-related R&D
(e.g. HERG et al. 2008; Deloitte 2014; Glover et al. 2014), as well as investments
in education (e.g. European Commission 2005; Heckman et al. 2006). Private
businesses also commonly use it, in conjunction with other metrics, to evaluate
prospective investments (e.g. Graham and Harvey 2001; Ryan and Ryan 2002;
Truong et al. 2008; Bennouna et al. 2010; Daunfeldt and Hartwig 2014).
Critiques of using the IRR tomeasure the value of an investment date back to

Griliches’ seminal paper (e.g. Hirshleifer 1958) and continue to the present (e.g.
Alston et al. 2011; Hurley et al. 2014, 2017). Defences of the IRR also date back
to Griliches’ seminal paper (e.g. Bailey 1959) and continue to the present (e.g.
Oehmke 2017).While proponents of the IRR often cite its computation without
an explicit discount rate assumption as a virtue, Hurley et al. (2014) identified a
potentially unpalatable discount rate assumption that is implicit in its
computation – the IRR is the value that equates the MIRR with the discount
rate used to calculate it. Burns and Walker (1997) attributed the IRR’s
attractiveness as a metric to its interpretability as a percentage, much like the
percentage commonly reported for a range of financial products (e.g.mortgages,
certificates of deposit, mutual funds and credit cards).2 However, Hurley et al.

1 The $7.00 rate of return in perpetuity (or ‘external rate of return’) splits the difference
between estimates assuming 5 per cent and 10 per cent discount rates: $7.43 and $6.89 (see
Griliches 1958, p. 425 and Table 2 where we corrected the reported $0.03 to $7.43 based on the
formulas and data provided in the table). The BCR of 150 assumed a 5 per cent discount rate.
Griliches also reported a BCR of 70 assuming a discount rate of 10 per cent.

2 Anecdotally, we have attended presentations by distinguished economists and government
officials where the IRR for a project/program is erroneously compared with the annualised
rate of return being earned on their retirement accounts to illustrate just how attractive a
project/program was as an investment.
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(2014) showed that such an annualised percentage rate of return interpretation is
generally incorrect and often leads to incredible implications (see also Alston
et al. 2011, pp. 1,271–1,272). They also pointed out how the modified internal
rate of return, MIRR (Lin 1976), offers an alternative to the IRR that can be
reasonably interpreted as an annualised percentage rate of return.
Is such quibbling over assumptions and interpretations more than just an

academic exercise? The objective of agricultural R&D evaluation research is
to provide information to policymakers about the profitability of investments
as standalone programs as well as relative to other investments. While the
IRR provides a useful metric for determining whether or not an investment is
profitable as a standalone program, it is not generally recommended by
textbooks for comparing the relative profitability of alternative investments
(Kierulff 2008; Daunfeldt and Hartwig 2014; Robison et al. 2015). This is
particularly true when the investment costs span an extended time period,
which is the usual case for agricultural R&D. It is also well established that
the ranking of investments by the IRR need not match the ranking implied by
other popular metrics like the BCR, which is often recommended by
textbooks as a useful metric for comparing among different research projects/
programs. The potential for differences in rankings between the BCR and
IRR suggests that the implications of the extensive agricultural R&D
literature may have looked different had researchers preferred the BCR to the
IRR, which makes the IRR debate of practical concern as well as an
academic exercise.
Our primary objective in this study is to determine the practical importance

of using the BCR instead of the IRR to evaluate and rank investments in
agricultural R&D. This objective is accomplished by comparing the rankings
of 412 program evaluations from the International Science and Technology
Practice and Policy (InSTePP) centre’s returns-to-research (RtR) database
(version 3) (Pardey et al. 2016) that estimated both the BCR and IRR. Since
rankings based on the BCR are sensitive to the interest rate used to discount
an investment’s benefits and costs, and the discount rate used in the literature
has varied, the robustness of this comparison is further explored by
recalibrating the BCRs following Hurley et al. (2014), first with a common
10 per cent discount rate, and then with a common 20 per cent discount rate.
Given the substantial and robust differences in rankings revealed by this
primary objective, we then use a formulaic relationship between IRR and
BCR to econometrically project and summarise additional 1,714 BCRs based
on IRR estimates from the RtR database that did not already report a
corresponding BCR.
Our contributions in this article are twofold. First, we demonstrate that

the debate surrounding the choice of metrics for evaluating and comparing
R&D investments in agriculture is more than just an academic exercise.
With the two metrics evaluated here producing substantially different
rankings, the practical importance of understanding the key assumptions
employed by each is heightened, as is the importance of choosing the best

© 2020 Australasian Agricultural and Resource Economics Society Inc.

Heeded Griliches on agricultural R&D returns 979



metric for measuring and communicating the value of alternative agricul-
tural R&D investments. Second, we provide a detailed summary of the
returns to agricultural R&D in terms of the BCR (and MIRR), so
researchers and policymakers who share Griliches’ (and our) concerns
regarding the IRR have alternative benchmarks, including one that is
reasonably interpretable in percentage terms, for comparing the profitability
of past and future programs.

2. Data

The data for our analysis come from the InSTePP returns-to-research (RtR)
database (version 3) (Pardey et al. 2016). The goal of the RtR database is to
curate and periodically update a comprehensive listing of agricultural R&D
evaluation studies, and to extract a common set of information from these
studies for use by researchers and policymakers to better understand the
consequences of agricultural R&D investment decisions. Version 1 of
InSTePP’s RtR database was developed in 2000 building on the reviews by
Evenson et al. (1979), Echeverrı́a (1990) and Alston and Pardey (1996). It
included 1,886 program/project evaluations reported in 292 different studies
and provided the data used in the analysis reported in the influential and
highly cited agricultural R&D surveys by Alston et al. (2000a,b). Version 2 of
the RtR database was an update to 2011 and formed the basis for the analysis
in Hurley et al. (2014). It included the evaluation of 2,241 program/project
evaluations from 371 different studies. Version 3 mainly consists of new
literature published worldwide since 1975, with a targeted effort to include
relevant literature for sub-Saharan Africa, Latin America and the Caribbean.
It includes 2,829 program/project evaluations from 492 different studies.
Each evaluation includes an estimate of the IRR, the BCR or both, for a total
of 3,426 returns-to-research estimates.
The RtR database also includes information concerning the study authors,

type of publication, who performed the research, where the research was
performed, the nature of the research (e.g. basic or applied, or public or
private), the commodity or environmental coverage of the research, details of
the methodological features of the research and the types of rate of return
estimates (i.e. the IRR, BCR or both).

3. The anatomy of agricultural R&D rate of return calculations

A review of the definitions for the IRR, BCR and MIRR, as well as how they
are related, facilitates a better understanding of the comparisons and analysis
that follow.
Researchers typically characterise the stream of costs and benefits

associated with agricultural R&D projects (or programs) using four dates
as Figure 1 illustrates. The first date (0 in Figure 1) is the date that resources
start to be invested into the project reflecting expenditures. These
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expenditures often span a period, at first growing, then declining, and
eventually leading to a second date that signifies the point at which these
expenditures cease – Tc in Figure 1. The third date is the date when
innovations resulting from these investments begin to reap benefits in terms
of increased productivity or reduced costs for example – Tb in Figure 1. As
with the investment’s expenditures, annual returns tend to initially grow over
time, but eventually start to shrink and even cease as new innovations replace
the old – T in Figure 1. On average, the evidence we gleaned from the 2,418
evaluations summarised in Table 1 has benefits beginning 6.1 years after the
initiation of research costs, cost streams that run over 22.7 years and benefits
that accrue for 30.8 years after the initiation of the research. Table 1 also
shows there is considerable variation around the sample averages in these
various components of the overall research lag.
Within this framework, the present value of an investment’s expenditures

or research costs is defined by the sum PVCðδcÞ¼ ∑
Tc

t¼0

ctð1þδcÞ�t where ct ≥ 0
is the research cost t years from the project’s initiation and δc>0 is a discount
rate that reflects the time value of money or the opportunity cost of the
resources used to finance the project. The present value at year zero of the
return on investment or research benefit is defined by the sum
PVBðδbÞ¼ ∑

T

t¼Tb

btð1þδbÞ�t where bt ≥ 0 is the research benefit t years from
the project’s initiation and δb>0 is a discount rate that reflects the time value
of money or opportunity cost of investing these returns elsewhere. With these
present value formulas, the popular IRR is defined as:

Figure 1 Illustrative research cost and benefit streams.
Source: Authors’ construction.
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IRR∈fδ PVCðδÞ¼PVBðδÞð Þg: (1)

The features of this calculation that helped to make it so popular include the
ability to interpret it as a percentage rate and the lack of an explicit
assumption regarding the discount rate. Of course, as Equation (1) makes
explicit, the IRR need not be unique, which is a well-known drawback that
appears to have been of little practical significance in the agricultural R&D
literature. The less popular, but still often used, BCR is defined as:

BCRðδÞ¼ PVBðδÞ
PVCðδÞ : (2)

Unlike the IRR, to evaluate a project’s rate of return using Equation (2), a
researcher must make an explicit assumption regarding the discount rate δ.
The MIRR, which has gained increasing attention recently, is defined as:

MIRRðδb,δc,TeÞ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þδbÞTePVBðδbÞ

PVCðδcÞ
Te

s
�1, (3)

where Te reflects the point in time chosen to assess program benefits. This
calculation requires assumptions on δb , δc and Te, though it was originally
proposed assuming δb ¼ δc¼ δ and Te = T (Lin 1976) such that it required no
more restrictive assumptions than the BCR. By differentiating between when
the final benefits of a program accrue (T), which often differs across
programs, and when the benefits of the program are assessed (Te), it is

Table 1 Research lags, Ts, and discount rates, δs, from the published evaluations

Sample Sample
size

Mean SD Min 25th
percentile

Median 75th
percentile

Max

(years)
Tb Full 2,418 6.12 6.32 0 1 5 9 49
Tc Full 2,418 22.72 17.43 0 9 21 32 102
T Full 2,418 30.77 16.70 0 20 27 42 142

(% per year)
δ Full 1,161 7.88 3.33 2 5 9 10 20

Reporting IRR 974 8.06 3.36 2 5 9.5 10 20
Reporting BCR 747 6.9 3.27 2 5 5 10 15
Reporting IRR
and BCR

560 6.89 3.35 2 4 5 10 15

Reporting
nominal ROR

201 9.08 2.79 3 6 10 10 20

Reporting real
ROR

800 7.57 3.54 2 5 8 10 20

Source: Authors’ construction from the InSTePP returns-to-research database, version 3.0.
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possible to standardise the MIRR so it has a common interpretation across
programs.
These definitions point immediately to several relationships, some more
insightful than others:

BCRðIRRÞ¼ 1, (4)

MIRRðIRR,IRR,TeÞ¼ IRRand; (5)

MIRRðδ,δ,TeÞ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þδÞTeBCRðδÞTe

q
�1: (6)

Equation (4) follows immediately from rearranging the equality in Equa-
tion (1) and adds little additional insight into the relationship between the
BCR and IRR beyond their definitions. Equation (5) was demonstrated by
Hurley et al. (2014) and is insightful because it provides a clear interpretation
of the implicit assumption made in the calculation of the IRR: specifically,
the IRR is the discount rate that equals the annualised return on an initial
(lump sum) investment of PVCðδÞ that yields ð1þδÞTePVBðδÞ at year Te.
Both Athanasopoulos (1978) and Negrete (1978) established Equation (6),
which is also insightful because it shows that there is a one-to-one
correspondence between the BCR and MIRR if a common discount rate
and evaluation period (Te) are used to calculate the rates of returns for
different projects. This one-to-one correspondence means that the BCR and
MIRR will rank projects identically.

4. Rate of return rankings

Figure 2 compares rankings based on the reported IRRs and BCRs for the
412 project evaluations in the InSTePP database that report both an IRR and
BCR. Panel (a) shows the scatter plot of IRR and BCR rankings along with
the line of best fit. This line of best fit explains only 26 per cent of the
variation in the rankings. The line’s positive intercept and slope of less than
one imply that the BCR systematically ranks projects with a high IRR lower
and projects with a low IRR higher, on average. If they ranked projects
identically, the intercept would be zero and the slope would be one. This
trend is further highlighted in Panel (b), which shows the differences between
the rank based on the BCR and the rank based on the IRR arrayed in
ascending order (from left to right) by the IRR’s rank. What is more evident
in Panel (b) is that there are very large differences in rankings, over 300 places
in several instances and commonly over 100 places when only 412 projects are
being ranked.
The discount rates used to calculate the reported BCRs for the analysis in

Figure 2 differ widely among each of the evaluations, which means we could
also expect to see differences in ranking between the BCR and MIRR. These
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differences can be attributed to differences in the timing and magnitude of
both the expenditures and the economic returns over time, or they could be
attributable to differences in the discount rate employed in the calculations.
To focus on how differences in the timing and magnitude of each project’s

(a)

(b)

y = 0.51x + 101.18
R² = 0.260

Figure 2 Reported internal rate of returns (IRRs) versus benefit–cost ratios (BCRs) using the
study’s delta. Panel (a): Scatter plot and ordinary least squares regression results for these
rankings. Panel (b) Difference in rankings arranged according to the IRR rankingsNotes:
Comparison of IRR and BCR rankings for the 412 evaluations that reported an IRR and
BCR.
Source: Authors’ construction.
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expenditures and economic returns affect the relative ranking of projects, we
used the methodology reported in Hurley et al. (2014) to approximate the
BCRs for a common discount rate. Figures 3 and 4 show the same patterns as
Figure 2, but now with the BCRs imputed using a common annual discount
rate of 10 and 20 per cent, respectively.
With a 10 per cent discount rate, the line of best fit between the IRR and

BCR explains 68 per cent of the variation in ranks (Figure 3a). Alternatively,
91 per cent of the variation in ranks is explained with a discount rate of 20 per
cent (Figure 4a). In both cases, the intercept of the line of best fit is positive,
while the slope is less than one. Again, this implies that the ranking based on
the BCR is systematically lower for higher IRRs and higher for lower IRRs,
on average. The maximum difference in rankings occasionally exceeds 200
and commonly exceeds 100 when using an annual discount rate of 10 per cent
(Figure 3b). With an annual discount rate of 20 per cent, the difference in
rankings is less pronounced with infrequent incursions above 100 (Figure 4b)
and most differences below 50.
The relationships reported in Equations (5) and (6) help to explain why the

correspondence between the BCR and IRR improves as the discount rate
increases. From Equation (6), we know that the BCR and MIRR will
produce identical rankings with a common discount rate and evaluation
period. Equation (5) indicates that the IRR and MIRR are equal when the
MIRR is calculated using a discount rate equal to the IRR. With an average
and median IRR of 63.2 and 38 per cent per year, respectively, for the 412
evaluations with both IRRs and BCRs, increasing the annual discount rate
from 10 to 20 per cent tends to reduce the difference between the discount rate
and IRR, making the IRR and MIRR ranking results more consistent. Thus,
the IRR and BCR ranking results also become more consistent. With that
said, 20 per cent represents the maximum annual discount rate used by
studies in the InSTePP database to calculate BCRs, while 10 per cent per year
is just above the median discount rate used to calculate BCRs in the InSTePP
database. Thus, the revealed preferences of returns-to-research analysts who
explicitly choose a discount rate favour the results in Figure 3 rather than
Figure 4.

5. Recalibrating returns-to-research distributions

To derive BCR estimates for evaluations in the InSTePP database that only
included an IRR, we deploy a three-step procedure. The first step is to use the
methodology in Hurley et al. (2014) to approximate BCRs for the subset of
412 evaluations in the InSTePP database that reported a BCR, an IRR and
the time-related information (i.e. Tc, Tb and T), as was done in the previous
section. The second was to use regression methods to identify the best-fitting
relationship between the reported IRRs and approximated BCRs while
accounting for differences in Tc, Tb and T. Finally, these regression results
were used to project BCRs for all reported IRR estimates that did not report
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Figure 3 Rankings of reported internal rate of return (IRRs) versus calibrated benefit–cost
ratios (BCRs) assuming a 10 per cent discount rate (δ = 0.10). Panel (a): Scatter plot and
ordinary least squares regression results for these rankings. Panel (b) Difference in rankings
arranged according to the IRR rankings.
Source: Authors’ construction.
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Figure 4 Rankings of reported internal rate of return (IRRs) versus calibrated benefit–cost
ratios (BCRs) assuming a 20 per cent discount rate (δ = 0.20). Panel (a): Scatter plot and
ordinary least squares regression results for these rankings. Panel (b) Difference in rankings
arranged according to the IRR rankings.
Source: Authors’ construction.
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sufficient information to approximate a BCR using the approach developed
in Hurley et al. (2014), and were within the support of the regression analysis
(Figure 5).3

5.1 Regression details

Hurley et al. (2014) showed the relationship between the BCR and IRR can
be written as:

BCR¼ ∑Tc

t¼0wctð1þ IRRÞ�t

∑T
t¼Tb

wbtð1þ IRRÞ�t

∑T
t¼Tb

wbtð1þδÞ�t

∑Tc

t¼0wctð1þδÞ�t
, (7)

where wct and wbt are the proportions of the total costs and total benefits
occurring at time t that are usually not reported in the original evaluation
studies. This relationship is used to guide the specification of a regression
equation. Taking the natural log of Equation (7) yields:

0 20 40 60 80 100 120 140 160 180 200
0

0.005

0.01

0.015

0.02

0.025

Regression sample (N = 412) Projection sample (N = 1,714)

Reported IRRs

K
er

ne
l d

en
si

ty
Two-sample Kolmogorov-Smirnov test for equality of distribution functions:

Smaller group D P-value
0: 0.022 0.727
1: –0.201 0.000

Combined K-S:  0.201 0.000

Note: Ties exist in combined dataset; there are 1,046 unique values out of 2,126 observations

Figure 5 Kolmogorov–Smirnov test of the regression sample versus the prediction sample.

3 The combined Kolmogorov–Smirnov test for equality of the regression sample (N = 412)
and projection sample (N = 1,714) is 0.201 with a P-value < 0.000, indicating that the two
distributions are not equal (see Figure 5). Furthermore, the one-sided test and summary
statistics (e.g. the median and percentiles) suggest that the projection sample lies to the right of
the regression sample. To avoid out-of-sample forecasts, projections were restricted to IRRs,
Tcs, Tbs and Ts within the minimum and maximum values observed in the regression sample.
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lnðBCRÞ¼ ln ∑
Tc

t¼0

wctð1þ IRRÞ�t

� �
� ln ∑

T

t¼Tb

wbtð1þ IRRÞ�t

 !

þln ∑
T

t¼Tb

wbtð1þδÞ�t

 !
� ln ∑

Tc

t¼0

wctð1þδÞ�t

� �
:

(8)

Define fð xð Þw,Tl,TuÞ¼ ln ∑Tu

t¼Tl
wtx

�t
� �

where wt>0 for t = Tl,⋯,Tu and

∑Tu

t¼Tl
wt¼ 1. The first and second derivatives of this function with respect to x

are:

f0ð xð Þw,Tl,TuÞ¼
�∑Tu

t¼Tl
twtx

�t�1

∑Tu

t¼Tl
wtx�t

, and (9)

f00ð xð Þw,Tl,TuÞ¼
∑Tu

t¼Tl
tðtþ1Þwtx

�t�2∑Tu

t¼Tl
wtx

�t� ∑Tu

t¼Tl
twtx

�t�1
� �2

∑Tu

t¼Tl
wtx�t

� �2 : (10)

The second-order Taylor series approximation can then be written as:

fð 1þδð Þw,Tl,TuÞ ¼� ∑
Tu

t¼Tl

twtδþ ∑
Tu

t¼Tl

twtþ ∑
Tu

t¼Tl

t2wt� ∑
Tu

t¼Tl

twt

 !2
0
@

1
Aδ2

2!

þɛ δð Þw,Tl,Tuð Þ¼ ∑
Tu

t¼Tl

twt

 !
δ

δ

2!
�1

� �

þ ∑
Tu

t¼Tl

t2wt� ∑
Tu

t¼Tl

twt

 !2
0
@
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Aδ2

2!
þɛ δð Þw,Tl,Tuð Þ

¼ μ w,Tl,Tuð Þδ δ

2!
�1

� �
þσ2 w,Tl,Tuð Þδ

2

2!

þɛ δð Þw,Tl,Tuð Þ,

(11)

where μðw,Tl,TuÞ¼ ∑
Tu

t¼Tl

twt and σ2ðw,Tl,TuÞ¼ ∑
Tu

t¼Tl

t2wt�μðw,Tl,TuÞ2. Substi-
tution back into Equation (8) then yields:
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lnðBCRÞ ¼ ðσ2ðwc,0,TcÞ�σ2ðwb,Tb,TÞÞ IRR2

2!
�δ2

2!

� �

þðμðwc,0,TcÞ�μðwb,Tb,TÞÞ IRR
IRR

2!
�1

� �
�δ

δ

2!
�1

� �� �

þɛð IRRð Þwc,0,TcÞ�ɛð δð Þwc,0,TcÞþ ɛð δð Þwb,Tb,TÞ
�ɛð IRRð Þwb,Tb,TÞ:

(8’)

In Equation (8’), terms with wc and Tc are linearly separable from terms with
wb and Tb and T. Defining x1ðδÞ¼ IRR IRR

2! �1
� ��δ δ

2!�1
� �� �

and
x2ðδÞ¼ IRR2

2! � δ2

2!

� �
, the regression equation we propose respects this separa-

bility, such that

lnðBCRiðδÞÞ ¼ α0þα1Tci þα2T
2
ci
þα3Tbi þα4T

2
bi
þα5Tiþα6T

2
i þα7TbiTi

þðβ0þβ1Tci þβ2Tbi þβ3Tiþβ4TbiTiÞx1iðδÞ
þðγ0þ γ1Tci þ γ2Tbi þ γ3Tiþ γ4TbiTiÞx2iðδÞ
þɛiðδÞ:

(12)

Equation (12) indicates how the reported BCRs relate to other information
(i.e. time-related variables, the discount rate δ and the IRR) that is often
reported in R&D evaluation studies. Line 1 of this equation includes time-
related variables, their squared terms and the interaction term only between
Tb and T since Equation (8’) suggests Tb and T are linearly separable from Tc

but not from each other. Line 2 includes the interaction terms between time-
related variables and x1 , which boils down to the reported IRR, assumed
discount rate (δ) and their squared terms. Line 3 differs from line 2 in that line
3 includes only the squared terms of the reported IRR and δ. Finally, wct and
wbt , the proportions of the total costs and total benefits occurring at time t,
are usually not reported in the original evaluation studies, and their effects on
the reported BCR are captured in the parameter vectors of α,β and γ and the
residual term ɛiðδÞ. To estimate these coefficients so we can project the BCR
into more observations, we recalibrate the 412 BCRs with discount rates
equal to 5, 10, 15 and 20 per cent to generate 1,648 total observations.
Being aware of evident outliers in the 1,648 observations, we use and

compare various robust regression estimators to obtain the best-fitting
empirical relationship between the reported IRRs and approximated BCRs.
The OLS estimates are first derived to benchmark the comparisons (Table 2,
Column 2). We then estimated several variants of the M-estimator (Huber
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1973) – a commonly used robust regression estimator that is robust to vertical
outliers, but not bad leverage points.4 Specifically, the least absolute value
(LAV) estimator (Table 2, Column 4) focuses on the median rather than the
mean errors to mute the influence of outliers. However, the LAV estimator
suffers from low efficiency, so the Huber M-estimator (Table 2, Column 5)
and the bisquare M-estimator (Table 2, Column 3) are employed as two
alternatives with improved efficiency. The S-estimator from the second
generation of robust regression estimators is also employed to detect
potential bad leverage points. For the purposes of this study, we also deploy
an MM-estimator (Yohai 1987) and report the results in Table 2, Column 6.
By combining an M-estimator with an S-estimator, MM-estimators have high
efficiency while preserving a high breakdown point.5

Comparing the coefficient estimates from the different models, we find that
the signs, magnitude and statistical significance vary appreciably. Table 3
reports the results from projecting the 2,126 BCRs (in the log form) using the
relationship identified by each model. While the coefficients for the various
models differ appreciably, the projected medians as well as the 25th and 75th
percentiles are similar. What differs more appreciably among these projec-
tions is the extreme values. With more muted extremes, the OLS estimates are
less inclined to produce nonsensically high or low projections, which is why
our subsequent results rely on these estimates.

5.2 Imputed BCRs and MIRRs

Table 4 reports distribution statistics for the IRRs and imputed BCRs using
four different annual discount rates – specifically 5, 10, 15 and 20 per cent,
which span the range of discount rates in the InSTePP database (Table 1).
The BCR tells us the present value of the benefits of a project per dollar
invested, also in present value, which is not as ubiquitous a metric as the
annualised rates of return commonly reported for financial products (e.g.
mortgages, certificates of deposit, mutual funds and credit cards). However,
the MIRR does have an interpretation that is consistent with the annualised
rates of return commonly reported for these types of financial products.
Therefore, to make our result more comparable to the common annual rates
of returns reported (and that better concord with the rates of return more

4 Rousseeuw & Leroy (1987) categorised outlying observations into three types: vertical
outliers, bad leverage points and good leverage points. Vertical outliers refer to observations
that have outlying values for the corresponding error term but not for the explanatory
variables. Good leverage points refer to those with outlying values for the explanatory
variables but are located close to the regression line. Bad leverage points refer to observations
that have outlying values for the explanatory variables but are located well away from the
regression line.

5 A breakdown point is the number of outliers that can be included in the analysis before the
analysis is adversely affected. The higher the value of the breakdown point is, the more robust
the model estimates are. The OLS estimator admits a breakdown point of zero, thus being
nonrobust to outliers.
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likely to be understood by policymakers), we also report the MIRR
distribution statistics for the four discount rates assuming a time to maturity
of 30 years (i.e. Te = 30), which is the average life of projects in the InSTePP
database.6

The mean rate of return for the IRRs is 59.2 per cent per year with a
standard deviation of 84.1, median of 39.0 and interquartile range of 40.5.
The mean rate of return based on the BCR (in the level form) with a 10 per
cent annual discount rate is 18.0 with a standard deviation of 67.0, median of
5.4 and interquartile range of 10.5. Converting these BCRs to MIRRs using
Equation (6) produces a mean rate of return of 16.7 per cent per year with a
standard deviation of 9.4, median of 16.4, and interquartile range of 6.0 per
cent per year. Comparing the BCR and MIRR results as the discount rate
increases reveals apparently contradictory results. Increasing the discount
rate results in lower BCRs, suggesting a declining value, but higher MIRRs
suggesting an increasing value. Mathematically, the relationship between the
BCR and the discount rate, and the MIRR and the discount rate is
ambiguous, reiterating that while the two measures rank projects identically
when evaluated with a common discount rate, this need not be the case when
evaluations are made with heterogeneous discount rates.
Tables 5 and 6 report distribution statistics for the reported IRR and the

BCRs imputed at a discount rate of 10 per cent per year for a range of
different categories. The estimates reported in these tables have several
notable features. In all cases, there are large ranges in the returns-to-research
estimates around the central tendencies of the respective distributions.

Table 3 Descriptive statistics of projected BCRs (in the log form) under various robust
regression models

OLS RREG LAV M MM85

Sample size 2,126 2,126 2,126 2,126 2,126
Mean 1.43 −0.32 1.12 1.27 −0.38
SD 6.87 26.63 9.79 8.16 34.48
Minimum −189.74 −748.22 −260.25 −224.06 −791.28
25th percentile 1.09 0.97 0.93 0.99 1.00
Median 1.64 1.64 1.62 1.62 1.85
75th percentile 2.54 2.37 2.62 2.54 2.84
Maximum 8.13 39.37 11.76 10.82 315.52

Note: Table entries report a trimmed sample of 2,126 evaluations, which includes 412 approximated BCRs
and 1,714 regression predicted estimates. OLS refers to the ordinary least square estimator; RREG refers
to one version of the M-estimator that is based upon Cook’s distance and estimated by the Stata command
rreg; LAV refers to the least absolute value estimator, also known as the quantile regression estimator, and
is estimated by the Stata command qreg; M and MM85 refer to the M-estimator and MM-estimator,
respectively, and both are estimated by the Stata command robreg with the corresponding options. The
‘goodness of fit’ statistics are included, but represent a mixture of R2 and pseudo-R2 statistics that are not
directly comparable across the models.
Source: Authors’ construction.

6 In the context of the returns-to-research evaluation literature, Te represents the period
from the initiation of research costs to the cessation of evaluated research benefits.
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Moreover, the differences in implication between the IRR and BCR persist
even with significant aggregation. For example, based on the IRR, the
median return to agricultural R&D in the United States outpaced the median
return in Australia and New Zealand. Based on the BCR, the median return
to agricultural R&D in Australia and New Zealand outpaced the median
return in the United States. By commodity, investments in rice yielded the
highest median return based on the IRR, while maize investments yielded the
highest median return based on the BCR. The median BCR ranked
horticultural crops third out of eight commodity categories, while the median
IRR ranked horticultural crops only sixth out of eight. Investments in
agricultural R&D yielded a higher median IRR in Latin America and the
Caribbean than in sub-Saharan Africa, but sub-Saharan Africa had a higher
median BCR. An important comparison where the two measures agree is that
middle-income countries as a group had the highest rates of returns to
agricultural R&D followed by the high- and then low-income country groups.
Table 7 reports the same results in terms of the MIRRs that have been

imputed with a standardised discount rate (10 per cent) and time to maturity
of 30 years (i.e. Te = 30). Again, the median categorical rankings for the
MIRRs are identical to the median categorical rankings for the BCRs, but
not for the IRRs. The median rate of return for all studies based on the
MIRR was 17.0 per cent per year. For crop investments, the median MIRR
ranges from 18.1 per cent per year for maize to 15.6 per cent per year for
roots and tubers and millet and sorghum. The median MIRR for livestock
investments (17.3 per cent per year) was higher than that for crops overall,
but not by much. The median MIRR for developed country investments was
15.8 per cent per year, which was smaller than for developing countries.
Among developing countries, the median MIRR was highest at 18.5 per cent
per year for Asian and Pacific countries. The median MIRR for middle-
income countries was 17.2 per cent per year, which was about 1.5 percentage
points higher than for high- and low-income countries.

6. Conclusion

Zvi Griliches’ seminal analysis of hybrid corn spawned a large literature
seeking to quantify and demonstrate the value of agricultural research and
development (R&D) investments. While his first inclination was to represent
the value of these investments as an annual rate of return in perpetuity
(ARP), he also framed the results of his analysis in terms of benefit–cost
ratios and, at the behest of Martin J. Bailey, an internal rate of return (IRR).
Of the three alternatives, it was the IRR that became predominant, while the
ARP essentially disappeared from the literature. Unlike the ARP, the BCR
did not disappear from the literature with its use occurring about a quarter as
often as the IRR.
Even though the IRR became the predominant measure of the returns to

investments in agricultural R&D, it has had its critics, including Griliches.
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This is potentially important because metrics like the IRR and BCR need not
provide consistent conclusions when comparing the value of different
investments. These potential inconsistencies are well referenced in most
textbooks dealing with capital budgeting, as is the warning against using the
IRR to compare among alternative investments. But are these warnings of
practical concern making the debate among critics and proponents merely an
academic exercise? For example, while textbooks warn that the IRR need not
be unique, this concern has been of little practical consequence in the returns-
to-research literature because there are no examples of nonunique IRRs in
the 2,418 IRR estimates found in the InSTePP returns-to-research (RtR)
database (version 3).
The primary objective of this article was to assess the practical

consequences of relying on the IRR as a metric for measuring the rates of
return to agricultural R&D. We accomplished this objective by comparing
the rankings of agricultural R&D projects in the InSTePP RtR database
based on the IRR and BCR for those projects that reported both. This
comparison revealed the two measures produce vastly different results. One
explanation of the differences is that the BCRs reported in the RtR database
did not always use consistent discount rate assumptions. Recalculating the
BCRs with consistent discount rate assumptions made the BCR and IRR
rankings more consistent, particularly when the BCRs were calculated with a
high 20 per cent discount rate. With a more commonly used 10 per cent
discount rate, substantial differences between the IRR and MIRR rankings
remained.
Given these substantial differences, a secondary objective of these articles

was to impute BCR estimates from the IRR estimates for as many
agricultural R&D evaluations as possible, so this literature could be
reconsidered through the lens of the BCR. This exercise resulted in different
relative assessments of the returns to different categories of crop research.7 It
also led to different results when comparing the value of investments across
different developing and developed country groupings. These results demon-
strate that the debate over the most appropriate metrics for weighing the
value of investments in agricultural R&D is more than just an academic
exercise. Analysts need to carefully consider the assumptions used to
construct different metrics of the returns to research as well as the appropriate
interpretation of those metrics. The choice of metric is also critical for clearly
communicating to policymakers and others who draw on returns-to-research
estimates when allocating resources to agricultural R&D. With the ability to
evaluate project profitability with both the IRR and BCR, textbook warnings
against comparing investments using the IRR, and large practical differences

7 Moreover, using the imputed BCRs and relevant research costs makes it possible to assess
the magnitude of the PVBs associated with the respective projects being evaluated, which has
additional informational value when assessing a portfolio of research projects (see, e.g., Alston
et al. 2020).
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between IRR and BCR rankings of past agricultural R&D investments,
reasonable care dictates analysts and policymakers should avoid using the
IRR.
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