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Chapter 2

Basic Probability Concepts and the Relationships 
to Agricultural Data

by

Jerry R. Skees 
University of Kentucky

This chapter illustrates procedures for developing 
probabilities for yields and prices. Clearly yields and prices 
are the crucial variables when discussing production and 
marketing risk. If one can develop odds associated with 
different levels of yields and prices, this information can be 
used in evaluating alternative production and marketing 
strategies. Before development of relevant probabilities, a 
brief review of risk concepts and alternative procedures for 
developing probabilities is presented.

Risk Concepts

Walker and Nelson provide a comprehensive review of previous 
work in decision-making under uncertainty. They sum up the 
components of decision-making theory as involving a systematic 
approach of identifying the following:

1) actions available to the decision maker;

2) states of nature;

3) consequences of each action-state combination;

4) prior information about occurrence of the states;

5) an experiment relating current or new information to the 
states;

6) strategy alternatives;

7) consequences of each strategy; and

8) a criterion for making a choice.

This chapter investigates steps 2 and 4. Develbping infor
mation (probabilities) concerning the states of nature 
(alternative yield and price levels), is the first step toward 
completing this systematic process for decisions facing a 
corn/soybean farmer. Using the risk jargon (see Anderson, 
Dillion and Hardaker), "prior probabilities" are tied to alterna 
tive "states" of nature. Using these prior probabilities within 
an economic framework (i.e., the simple stochastic budgets



presented in Chapter 3) facilitates evaluation of alternative 
strategies. The payoff matrix of "1 ike 1ihood probabilities" 
associated with alternative strategies provides the basis for 
decision making. Therefore, likelihood probabilities are the 
probabilities of the payoff matrix that relate to a specific 
experiment (steps 5-7 above). This chapter develops prior 
probabilities for the two state variables yields and prices. 
Chapter 3 uses this information to develop representations of the 
net cash flow distribution associated with alternative strategies 
(i.e., the decision to purchase crop insurance and/or to forward 
contract).

Alternative Procedures For Developing Prior Probabilities

Three approaches can be used in developing prior 
probabilities; 1) elicitation of subjective probabilities, 2) use 
of historical data, or 3) use of forecast data. This chapter 
uses a mixture of 2 and 3. Decisions are generally made using 
the decision-maker's personal or subjective assesment of 
probabilities. An extensive literature has been developed on 
procedures for eliciting subjective probabilities (see Hogarth; 
Anderson, Dillion, and Hardaker; Hampton, Moore, and Thomas; and 
Bessler and Moore). Generally this literature suggests that 
individuals do a poor job of assessing probabilities. However, it 
also suggests that carefully developed elicitation procedures can 
improve the ability to assess probabilities.

In some cases, elicitation of subjective probabilities may 
be the only method available. However, when historical data 
and/or forecast information is available it should be fully 
exploited. Young develops a strong argument that economists and 
statisticians should have a comparative advantage in developing 
probabilities and using them for prescriptions.

Developing Farm-Level Yield Probabilities

It is rare to find an ideal historical data set available 
for developing farm-level yield probabilities. Sparse data, 
missing observations, and productivity changes are common. One 
is tempted to retreat and allow those who are "pure" to win the 
day with their fears concerning the use of such data sets to 
calculate probabilities. Sparse data should be viewed as infor
mation and put to its best possible use. Anderson, Dillion, and 
Hardaker have demonstrated that sparse data procedures can 
provide reasonable estimates of the actual probability 
distribution.

What follows is a carefully developed, relatively simple set 
of procedures for using sparse data to develop the probability 
distribution. These procedures are the product of a joint effort 
by all authors of this publication. A FORTRAN program that 
implements these procedures appears in Appendix 2.1. The case 
farm discussed above is used to illustrate the procedures.



The original yield data for the case farm appear in table 2- 
1. The first step requires adjustments for trends. Although 
there are a host of procedures available (see Young for a good 
review), assuming that trends are generally linear provides a 
reasonable and simple procedure. All that is required is the 
slope of a regression line of yields against time:

(eq 1) b = rSy 
st

where b is the trend variable, Sy is the standard deviation of 
the yield data, St is the standard deviation of the time variable 
and r is Pearson's coefficient of correlation which is calculated 
as follows:

(eq 2) r =
N(Eyt) "

/(N(E 2) - (I)2 /N(Et2) - at)‘

(See subroutine CORE in the FORTRAN program in Appendix 2.1).

The trend coefficient (b) is used to normalize the yield data 
into a common year. For the data set presented in table 2.1, the 
trend on corn yields is 1.37 (i.e., a yield increase of 1.37 
bushels per year) and .31* for soybeans. Although the FORTRAN 
program does not calculate the standard errors of these terms, 
the data were also analyzed using SAS. These results suggest 
that both estimates of trend are significantly different than 
zero at the 10 percent confidence level. Data for 1983 were 
unavailable. However, this does not prevent an estimate for 1984 
or any other year: The following equation developes the expected 
yield for 1984.

Ay = Ry + b(84 - t)
where Ay is adjusted yield data, Ry is raw yield data, and other 
variables are as defined above. Adjusted yields appear in table 
2.1 with the original data. Mean and standard deviations also 
appear in table 2.1. Mean values on corn yields increase from 
91.5 to 108.6 after the trend adjustment. Adjusting for trend 
also takes some of the variability out of the data set (note the 
declines in standard deviation values).

The adjusted data can now be used to begin developing the 
probability density function (PDF). Frequency data are presented 
in table 2.2. This information provides initial insight into the 
shape of the PDF. It can be useful to plot this data as in 
figures 2.1 and 2.2 (this type of plotting is known as a 
histogram). These figures also include frequency plots of a 
randomly developed normal PDF that has roughly the same mean and 
standard deviation as the sample data. (Calculations for 
generation of a pseudo random normal PDF appear in subroutine RAN
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Figure 2.1 provides the first evidence that the corn yield 
data are not normally distributed. Normal curves are 
symmetrically distributed around the middle. If this symmetry is 
not present, the PDF is said to be skewed. In this case there 
are more observations to the left of the middle than to the right 
of the middle. Thus, the distribution appears to be negatively 
skewed. (The FORTRAN program calcualtes a skewness measure and 
results do show a negative value - see Appendixes 2.1 and 2.2).

One can also develop a cumulative distribution function 
(CDF) using the adjusted data above. However, in order to use 
only this data without any adjustments for sparse data, one would 
implicitly have to assume that the limited data set represents a 
comprehensive and equally likely discrete set of outcomes. 
Therefore, sparse data rules are applied. In unpublished work by 
King, he concludes that the following sparse data rule provides 
the best unbiased linear estimates when compared to four 
alternatives:

F(Xk) = (K - .5) / ■
where F(X1{) is the cumulative probability, K is Kth observation 
after the data has been arrayed in ascending order of size, and 
N is the number of observations. Thus, in these data sets where 
N = 22 the initial (K = 1) cumulative probability is calculated 
as follows:

(1 - .5) / 22 = .0227

Calculations are made for K = 1 through 22 and these cumulative 
probabilities are matched to the arrayed data. In addition, 
linear extrapolation is used to obtain a yield that corresponds 
to a cumulative probability of 0 and 100 (see tables 2.3 and 
2.4). The cumulative distribution function (CDF) can be used to 
make probability statements concerning yield levels. This type 
of graph is especially useful in developing statements about the 
value above or below which a given proportion of the distribution 
falls. For example, there is a 25 percent chance that corn 
yields for this farmer will drop to 92.8 bushels or below. To 
examine the upper 25 percent, one looks at the value that 
corresponds to 75 percent and concludes that there is a 25 
percent chance that corn yields will be 124.3 greater. Of course 
this also means there is a 50 percent chance that yields will be 
between 92.8 and 124.3 bushels.

The corn CDF is plotted in figure 2.3 using bot i the 
empirical (adjusted) data and the pseudo random normal data isets. 
Once again, the empirical data appears to be nonsymmetricaK On 
the other hand, the soybean data in figure 2.4 follow th( rmal 
curve quite closely. It should also be clear that thes< rves 
can be used to make probability statements concerning ar ield

V



level. This is precisely what is needed for the next chapter. 
If only one crop is being grown, a (0,1) random number can be 
drawn and a corresponding yield level can be developed using 
table look-up functions that linearly interpolate between data 
points. When more than one crop is being analyzed, more 
information is needed and the random yield generation becomes 
more complex (see Chapter 4).

Before considering the need for more information, the issue 
of normality needs further development. Thus far, examination of 
graphs has been used to suggest that the corn yield PDF is 
nonnormal. The Shapiro-Wilk statistic can be used for small 
sample sizes to test the null hypothesis that the sample data are 
from a normal PDF. The Statistical Analysis System (SAS), PROC 
UNIVARIATE procedure (see p. 580 of SAS User's Guide Basics) was 
used to perform these tests on the residual, of the adjusted data 
set appearing in table 2.1. Results do suggest that the corn 
data are from a parent distribution that is nonnormal and that 
soybean data are from a normally distributed parent distribution. 
Although testing for normality is interesting, it is not 
necessary. The empirical CDF's developed above can be used as 
they are.

Accounting For Joint Probabilitiea

One must attempt to capture probabilitistic dependencies in 
decision analyses. Economists typically suggest diversification 
as a risk management strategy. If corn and soybean yields and 
prices were perfectly correlated, diversification would not 
reduce risk. Thus, the degree to which corn and soybean yields 
and prices are related is necessary information for the risk 
analysis in Chapter 4.

Procedures for generating random values that are related 
(see chapter 4) require the Perason Coefficient of Correlation 
(see eq. 2). The r value for the trend adjusted corn and soybean 
yields is .346. If the trend adjustments had not been made, the 
r value is higher (.447).

Price Data
Procedures for developing price data use a combination of 

historical and forecast information. These procedures are 
discussed in Appendixes 2.3 and 2.4. The CDF's for national 
prices were adjusted using a local adjuster for Martin County, 
Minnesota of -15 cents for corn and -40 cents for soybeans. The 
local CDF's appear in table 2.5 and figures 2.5 and 2.6.

Finally, historical data were used to develop the correla
tion between corn and soybean prices. This value is .65. It 
is assumed that prices and farm-level yields are independent 
(i.e., r = 0). This is a reasonable assumption for most areas 
outside the primary corn belt.
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Conclusion
Procedures have been developed to provide essential 

information for risk analyses. As with any statistical analysis, 
these procedures are more reliable as the number of observations 
increase. However, these procedures can be used when limited 
(sparse) data are available.

The CDF's for yields and prices provide the "prior 
probabilities' needed for developing a representation of the 
distribution of the payoff matrix of "likelihood probabilities". 
In addition, information on the correlation between yields and 
between prices is passed along for further analysis in chapter 4.
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Table 2.1 - Original and Adjusted Corn and

Original

Year
Corn
Yield

1961 81 .2
1962 79.1
1963 59.3
1964 91.6
1965 69.3
1966 114.5
1967 97.7
1968 44.8
1969 105.0
1970 108.2
1971 99.2
1972 109.7
1973 106.4
1974 70.9
1975 78.2
1976 47.1
1977 83.2
1978 107.2
1979 117.4
1980 107.5
1981 126.6
1982 107.8

Mean Values= 91.5 
Stand. Deviations 22.8

Adusted Original
Corn Soybean
Yield Yield

112.7 32.4
109.2 29.4
88.1 30.0
119.0 32.3
95.3 24.8
139.2 28.3
121.0 23.5
66.7 35.9
125.6 37.1
127.4 36.7
117.0 32.4
126.1 37.1
121.5 31.5
84.6 26.7
90.5 34.7
58.1 24.4
92.8 28.5
115.4 46.9
124.3 33.0
113.0 34.0
130.7 36.5
110.5 40.0

108.6 32.6
21.0 5.6

Soybean Yields

Adjusted
Soybean
Yield

40.2 
36.9
37.1
39.1
31.3
34.4
29.3
41.3
42.2
41.5
36.8
41.2
35.2
30.1
37.8
27.1
30.9
48.9
34.7
35.4
37.5
40.7

36.8
5.1
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Table 2.2 — Frequency Data For Adjusted Corn and Soybean Yield 
Data

- CORN- - SOYBEANS-

Yield 1
Span

Frequency Percent Yield
Span

Frequency Percent

53-59.9 1 4.5 23-24.9 0 0

60-66.9 1 4.5 25-26.9 1 4.5

67-73.9 0 0 27-28.9 1 4.5

74-80.9 0 0 29-30.9 3 13.7

81-87.9 1 4.5 31-32.9 0 0

88-94.9 3 13.6 33-34.9 4 18.2

95-101.9 1 4.5 35-36.9 3 13.6

102-108.9 0 0 37-38.9 3 13.6

109-115.9 5 22.7 39-40.9 5 22.7

116-122.9 4 18.2 41-42.9 1 4.5

123-129.9 4 18.2 43-44.9 0 0

130-136.9 1 4.5 45-46.9 0 0

37-143.9 1 4.5 47-48.9 1 4.5



Table 2.3 - Cumulative Distribution Function of 
Adjusted Corn Yield Data

Cumulative Corn
Year Probability Yields

* .0 53.9
1976 2.2 58.1
1968 6.8 66.7
1974 11.3 84.6
1963 15.9 88.1
1975 20.4 90.5
1977 25.0 92.8
1965 29.5 95.3
1962 34.0 109.2
1982 38.6 110.5
1961 43.1 112.7
1980 47.7 113.0
1978 52.2 115.4
1971 56.8 117.0
1964 61.3 119.0
1967 65.9 121.0
1973 70.4 121.5
1979 75.0 124.3
1969 79.5 125.6
1972 84.0 126.1
1970 88.6 127.4
1981 93.1 130.7
1966 97.7 139.2

* 100.0 143.4

* End values are developed using linear extrapolation



Table 2.4 - Cumulative Distribution Function of
Adjusted Soybean Yield Data

Cumulative Soybean
Year Probability Yields

« .0 26.0
1976 2.2 27.1
1967 6.8 29.3
1974 11.3 30.1
1977 15.9 30.9
1965 20.4 31.3
1966 25.0 34.4
1979 29.5 34.7
1973 34.0 35.2
1980 38.6 35.4
1971 43.1 36.8
1962 47.7 36.9
1963 52.2 37.1
1981 56.8 37.5
1975 61.3 37.8
1964 65.9 39.1
1961 70.4 40.2
1982 75.0 40.7
1972 79.5 41.2
1968 84.0 41.3
1970 88.6 41.5
1969 93.1 42.2
1978 97.7 48.9

« 100.0 52.2

* End values are developed using linear extrapolation
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Table 2.5 - Cumulative Distribution of Local Farm Prices for 
1984-85 Season

- CORN - - SOYBEANS-

Cumulative 
Probability

Price
$/Bu

Cumulative 
Probabil ity

Price
$/Bu

.010 $2.05 .010 $4.85

.168 2.25 .163 5.35

.339 2.35 .275 5.85

.560 2.45 .388 6.00

.633 2.60 .500 6.50

.706 2.70 .613 7.20

.833 2.80 .725 7.50

.891 2.95 .838 8.00

.932 3.05 .990 9.50

.990 3.20
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FIGURE 2.1 - CORN YIELD FREQUENCY 
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FIGURE 2..2 - SOYBEAN YIELD FREQUENCY
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FIGURE 2.3-CORN YIELD-
CUMULATIVE DISTRIBUTION FUNCTION
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FIGURE 2.4- SOYBEAN YIELD-
CUMULATIVE DISTRIBUTION FUNCTION
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2.5- LOCAL CORN PRICE-
CUMULATIVE DISTRIBUTION FUNCTION
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PROBABILITY

FIGURE 2 .6-LOCAL SOYBEAN PRICE-
CUMULATIVE DISTRIBUTION FUNCTIONS
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APPENDIX 2.1

C «
C THIS PROGRAM WAS DEVELOPED IN JULY OF 1984 BY JERRY R. SKEES « 
C OF THE UNIVERSITY OF KENTUCKY. IT IS DESIGNED TO DEVELOP « 
C EMPIRICAL CUMULATIVE DISTRIBUTION FUNCTIONS FOR CORN AND »
C SOYBEAN YIELDS WHEN SPARSE DATA ARE USED. (ACTUALLY ANY TWO « 
C CROPS COULD BE ANALYZED.) THE PROGRAM DOES NOT PERFORM ANY » 
C STATISTICAL TESTS. THE FORTRAN CODE SHOULD BE FAIRLY UNIVER- » 
C SIAL. IT IS CURRENTLY RUNNING ON A HP-3000. THE RANDOM «
C NUMBER GENERATOR WILL NEED TO BE CHANGED FOR OTHER MACHINES » 
C * *
c»««•***•«»*•»«*««»»«*«««*»*»»•»»«•«»•««•««»»•«•*•»»»«•»««••*•«««, 
C

DIMENSION P(100),CORN(100),BEAN(100),C2(100),B2(100),YR(100) 
C
C DATA IS READ FROM FILE 4 WITH FREE FORMAT 
C IYR= NUMBER OF YEARS OF BOTH CORN AND SOYBEAN DATA 
C ND= NUMBER OF DRAWS FOR NORMAL DISTRIBUTION 
C DYR= DESIRED YEAR FOR ADJUSTING DATA WITH TRENDS 
C ,

READ(4,*) IYR,ND,DYR 
DO 1 1=1,IYR

1 READ(4,*) YR(I),CORN(I),BEAN(I)
C

RAW DATA ARE USED TO CALCULATE LINEAR TRENDS ON TIME 

WRITE(6,20)
CALL DATANL(CORN,IYR,CX,CSD)
WRITE(6,21)
CALL DATANLCBEAN,IYR,SX.SSD)
WRITE(6,24)
CALL DATANLCYR,IYR,YRX.YRSD)
CALL CORR(IYR,CORN,YR.CCOR)
CALL CORR(IYR,BEAN,YR.BCOR 
CALL CORRdYR,CORN,BEAN,BCOR)
CTR=CCOR*CSD/YRSD 
STR=BCOR*SSD/YRSD 
WRITE(6,25)CTR,STR

NEGATIVE TRENDS ARE NOT ALLOWED. THERE ARE CURRENTLY NO 
UPPER BOUNDS ON TRENDS

IF (CTR .LT. 0) CTR=0 
IF (STR .LT. 0) STR=0

TRENDS ARE USED TO NORMALIZE THE DATA TO ANY DYR 

DO 13 1=1,IYR
CORN(I)=CORN(I)+(DYR-YR(I))*CTR 
BEAN(I)=BEAN(I)+(DYR-YR(I))*STR 

13 CONTINUE 
C
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C SPARSE DATA RULES ARE USED TO ADJUST THE PROBABILITIES 
C

DO 3 J=1tIYR 
P(J)=(J-.5)/IYR 
P(J)=P(J)*100 

3 CONTINUE

CALCULATE THE CORRELATION FOR ADJUSTED CORN/SOYBEAN DATA

CALL CORRdYR,CORN,BEAN,COR)
WRITE(6,26)BC0R 
WRITEC6,27)C0R 
CALL RORDER(CORN,IYR)
CALL RORDERCBEAN,IYR)
WRITE(6,28)
CALL DATANLC CORN,IYR,CX,CSD)
WRITE(6,29)
CALL DATANLCBEAN,IYR,SX.SSD)

LINEAR EXTRAPOLATE FOR END POINT PROBABILITIES FOR CDF

IYR2=IYR+2 
IYR1=IYR+1

• C1=(((C0RN(2)-C0RN(1))/(P(2)-P(1)))
+ *C0-PC2)))+C0RNC2)
IF (Cl .LT. 0) C1=0.
SI=(((BEANC2)-BEAN(1))/(P(2)-P(1)))

+ *(0-P(2)))+BEAN(2)
IF (SI .LT. 0) S1=0.
CL=(((CORN(IYR)-CORN(IYR-1))/(P(IYR)-P(IYR-1)))

+ *(100-P(IYR)))+CORN(IYR)
SL=(((BEAN(IYR)-BEAN(IYR-1))/(P(IYR)-P(IYR-1 )))

+ *(100-P(IYR)))+BEAN(IYR)
- DO 14 1=2,IYR1 

C2(I)=CORN(1-1)
B2(I)=BEAN(I-1)

14 YR(I)=P(1-1 )
YR(1 )=0 
YR(IYR2)=100.
C2(1 )=C1 
B2(1)=S1 
C2(IYR2)=CL 
B2(IYR2)=SL 
WRITE(6,30)
DO 9 1=1,IYR2

9 WRITE(6,7) YR(I),C2(I),B2(I)

FIRST TWO MOMENTS FROM SAMPLE ARE USED TO GENERATE A SAMPLE 
OF ND UNDER THE ASSUMPTION OF NORMALITY 

C
CALL RANCCX,CSD,ND,CORN)
CALL RAN(SX,SSD,ND,BEAN)
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C ARRAY THE RANDOM DATA AND PRINT THE ASSOCIATED PROBABILITIES 
C

CALL RORDER(CORN.ND)
CALL RORDER(BEAN.ND)
WRITE(6,31 )
CALL DATANL(CORN,ND,CX,CSD)
WRITE(6,32)
CALL DATANL(BEAN,ND,SX.SSD)
WRITE(6,33)
DO 19 1=1.ND 
XND=ND 
XI =1
P(I)=XI/XND*100

19 WRITE(6,7) P(I).CORN(I).BEAN(I)

NOTE THAT THE PROGRAM HAS RETAINED BOTH THE EMPIRICAL (C2 & B2) 
• AND THE NORMAL DISTRIBUTION (CORN & BEAN).

C
7 FORMAT(1X,F7.1,4F10.1)

20 FORMAT(2X,'MOMENTS FOR RAW CORN DATA1)
21 FORMAT(/,2X,'MOMENTS FOR RAW SOYBEAN DATA')
24 FORMAT(/,2X,'MOMENTS FOR THE YEAR DATA')
25 F0RMAT(/,2X,'CORN TREND=»,F6.3,2X,'SOYBEAN TREND=',F6.3)
26 FORMAT(/,2X,'CORN/SOYBEAN CORRELATION BEFORE ADJUST=*,F6.3)
27 F0RMAT(/,2X,'CORN/SOYBEAN CORRELATION AFTER ADJUST=',F6.3)
28 F0RMAT(/,2X,'MOMENTS FOR TREND ADJUSTED CORN DATA')
29 FORMAT(/,2X,'MOMENTS FOR TREND ADJUSTED SOYBEAN DATA')
30 FORMAT(/,2X,'CUMULATIVE DISTRIBUTION OF ADJUSTED C & S DATA')
31 FORMAT(/,2X,'MOMENTS FOR RANDOM NORMAL CORN SAMPLE')
32 FORMAT(/,2X,'MOMENTS FOR RANDOM NORMAL SOYBEAN SAMPLE')
33 FORMAT(/,2X,'CUMULATIVE DIST OF RANDOM NORMAL C & S SAMPLES') 

RETURN
END

C**ft***ft*«**
SUBROUTI IE RORDER(X.NP)

£««**»««»«»«
C
C THIS SUBROUTINE ORDERS A DATA SET FROM SMALLEST VALUE 
C TO LARGEST; X=THE ARRAY OF DATA AND NP=NUMBER OF DATA 
C

DIMENSION X(100)
NP1=NP-1 
DO 400 J=1,NP1 
AM=X(J)
N=J
JJ=J+1
DO 401 K=JJ,NP 
IF(AM.LE.X(K))GO TO 401 
N=K
AM=X(K)

401 CONTINUE 
X(N)=X(J )
X(J)=AM 

400 CONTINUE 
RETURN
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END

£**»»«**»»•»
SUBROUTINE DATANL(D,ND,X,V)

£*»»»««»*»»*
c
C THIS SUBROUTINE CALCULATES THE FIRST THREE MOMENTS 
C

DIMENSION D(IOO)
XND=ND
SUM=0
DO 20 1=1fND 

20 SUM=SUM+D(I)
X=SUM/XND
SUM=0
DO 30 1=1,ND 

30 SUM=SUM+(D(I)-X)**2 
V=(SUM/(XND-1))**.5 
SUM=0.
DO 40 1 = 1 ,ND

40 SUM=SUM+((D(I)-X)**3/(V«*3))
S=SUM*(XND/((XND-1)*(XND-2)))
WRITEC6,50) X,V,S

50 F0RMAT(2X,,MEAN=,,F6.2,2X,'STD. DEV.=',F6.2,2X,'SKEW=',F6.3) 
RETURN 
END

C******************
SUBROUTINE RAN(XMEAN,SD,N,X)

£*»*«»*««***»**»«»•
c
C THIS SUBROUTINE GENERATES N RANDOM DRAWS FROM A NORMAL
C DISTRIBUTION USING THE MEAN AND STANDARD DEVIATION
C

DIMENSION X(IOO)
C
C Z IS THE SEED FOR THE RANDOM NUMBER GENERATOR 
C

Z=93751593 
- DO 2 1=1,N 

C
C THE FOLLOWING TWO LINES GENERATE (0,1) PSEUDO RANDOM 
C NUMBERS — WARNING!!! THIS MAY NEED TO BE CHANGED 
C

R1=RAND(Z)
R2=RAND(Z)

C
C THE FOLLOWING FORMULA APPEARS IN MANETSCH AND PARK- 
C SYSTEM ANALYSIS AND SIMULATION WITH APPLICATIONS TO 
C ECONOMIC AND SOCIAL SYSTEMS - PART II - PAGE 13.14 
C

Y=((-2*ALOG(R1))**.5)*(COS(2*3.141592654«R2))
X(I)=SD*Y+XMEAN 

2 CONTINUE 
RETURN 
END
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Qfttl *»»»•»*»•« «**«««
SUBROUTINE C0RR(N,X,Y,R)

Q»#»***#»#»*#»»»»»*

THIS SUBROUTINE CALCULATES PEARSON’S COEFFICIENT OF 
CORRELATION FOR A COMPLETE SET OF DATA OF TWO VARIABLES

DIMENSION X(100),Y(100),C(5)
DO 2 1=1,5 

2 C(I)=0.
DO 1 1=1,N
C(1)=C(1)+X(I)»Y(I)
C(2)=C(2)+X(I)
C(3)=C(3)+Y(I)
C(4)=C(4)+X(I)**2 
C(5 )=C(5)+Y(I)**2 

1 CONTINUE
R =((N*C(1))-(C(2)*C(3)))/

+ (((N*C(4)-C(2)**2)**.5)*((N*C(5)-C(3)**2)**.5))
RETURN
END



APPENDIX 2.2 
OUTPUT FROM PROGRAM IN APPENDIX 2.1 

CASE FARM DATA FROM TEXT

MOMENTS FOR RAW CORN DATA
MEAN= 91.45 STD. DEV.= 22.81 SKEW= -.638

MOMENTS FOR RAW SOYBEAN DATA
MEAN= 32.55 STD. DEV.= 5.56 SKEW= .488

MOMENTS FOR THE YEAR DATA
MEAN= 71.50 STD. DEV.= 6.49 SKEW= -.000

CORN TREND= 1.371 SOYBEAN TREND= .338

CORN/SOYBEAN CORRELATION BEFORE ADJUST= .447 
CORN/SOYBEAN CORRELATION AFTER ADJUST= .346

MOMENTS FOR TREND ADJUSTED CORN DATA 
MEAN=108.59 STD. DEV.= 21.00 SKEW= -.963

MOMENTS FOR TREND ADJUSTED SOYBEAN DATA 
MEAN= 36.78 STD. DEV.= 5.10 SKEW= .119

CUMULATIVE DISTRIBUTION OF ADJUSTED C & S DATA
.0 53.7 26.0

2.3 58.1 27.1
6.8 66.7 29.3
11.4 84.6 30.1

. 15.9 88.1 30.9
20.5 90.5 31.2
25.0 92.8 34.4
29.5 95.4 34.7
34.1 109.3 35.2
38.6 110.5 35.4
43.2 112.7 36.8
47.7 113.0 36.8
52.3 115.4 37.1
56.8 117.0 37.5
61.4 119.0 37.7
65.9 121.0 39.1
70.5 121.5 40.2
75.0 124.3 40.7
79.5 125.6 41.2
84.1 126.2 41.3
88.6 127.4 41.4
93.2 130.7 42.2
97.7 139.2 48.9
100.0 143.4 52.3

MOMENTS FOR RANDOM NORMAL CORN SAMPLE 
MEAN=107.81 STD. DEV.= 20.82 SKEW= .005

MOMENTS FOR RANDOM NORMAL SOYBEAN SAMPLE
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MEAN= 36.59 STD. DEV.= 5.06 SKEW= .005

CUMULATIVE DIST OF RANDOM NORMAL C & S SAMPLES
2.0 62.4 25.3
4.0 69.5 27.3
6.0 72.9 28.1
8.0 77.7 29.3

10.0 78.5 29.5
12.0 80.9 30.0
14.0 81.7 30.2
16.0 83.0 30.6
18.0 86.5 31.4
20.0 89.8 32.2
22.0 91.4 32.6
24.0 93.2 33.0
26.0 94.4 33.3
28.0 96.4 33.8
30.0 97.2 34.0
32.0 98.0 34.2
34.0 99.9 34.7
36.0 101.8 35.1
38.0 103.1 35.5

.40.0 103.6 35.6
42.0 104.8 35.8
44.0 106.2 36.2
46.0 106.6 36.3
48.0 106.7 36.3
50.0 107.9 36.6
52.0 108.8 36.8
54.0 109.4 37.0
56.0 109.6 37.0
58.0 111.1 37.4
60.0 112.3 37.7
62.0 112.7 37.8
64.0 114.1 38.1
66.0 114.3 38.2
68.0 117.4 38.9
70.0 119.6 39.5
72.0 121.0 39.8
74.0 122.1 40.1
76.0 123.6 40.4
78.0 125.3 40.8
80.0 126.1 41.0
82.0 128.2 41.5
84.0 128.6 41.6
86.0 129.2 41.8
88.0 129.6 41.9
90.0 130.9 42.2
92.0 134.8 43.2
94.0 137.0 43.7
96.0 143.1 45.2
98.0 152.8 47.5
100.0 158.7 49.0




