
Give to AgEcon Search

The World’s Largest Open Access Agricultural & Applied Economics Digital Library

This document is discoverable and free to researchers across the 
globe due to the work of AgEcon Search.

Help ensure our sustainability.

AgEcon Search
http://ageconsearch.umn.edu

aesearch@umn.edu

Papers downloaded from AgEcon Search may be used for non-commercial purposes and personal study only. 
No other use, including posting to another Internet site, is permitted without permission from the copyright 
owner (not AgEcon Search), or as allowed under the provisions of Fair Use, U.S. Copyright Act, Title 17 U.S.C.

No endorsement of AgEcon Search or its fundraising activities by the author(s) of the following work or their 
employer(s) is intended or implied.

https://shorturl.at/nIvhR
mailto:aesearch@umn.edu
http://ageconsearch.umn.edu/


REGIONAL PREDICTORS OF THE ESTABLISHMENT, CLOSURE, AND RELOCATION OF FOOD RETAILERS IN 

THE LONG RUN 

 

 

 

Syed Badruddoza, Texas Tech University, syed.badruddoza@ttu.edu 
Modhurima Dey Amin, Texas Tech University, modhurima.amin@ttu.edu 

Jill J. McCluskey, Washington State University, mccluskey@wsu.edu 
Wilson Sinclair, Economic Research Service, wilson.sinclair@usda.gov 

Selected Paper prepared for presentation at the 2023 Agricultural & Applied Economics Association 
Annual Meeting, Washington DC; July 23-25, 2023 

 
 
 
 
 
 
 
Copyright 2023 by authors.  All rights reserved.  Readers may make verbatim copies of this document for 
non-commercial purposes by any means, provided that this copyright notice appears on all such copies.  



1 

REGIONAL PREDICTORS OF THE ESTABLISHMENT, CLOSURE, AND RELOCATION OF FOOD 
RETAILERS IN THE LONG RUN 

 

Syed Badruddoza1, Modhurima Dey Amin1, Jill McCluskey2, and Wilson Sinclair3 

 

Version: May 2023 (Latest version here) 

 

Abstract 

 

We used machine learning models to analyze the factors influencing the location decisions of food retailers across the 
United States from 2011 to 2019. We examined both short-run and long-run establishments of 13 different food store 
types and considered 35 socioeconomic predictors at the census tract level. Our findings revealed that the growth rates 
of food store establishments varied depending on the store type and time period. Convenience stores, fast-food 
restaurants, and dollar stores were more likely to experience higher growth in areas with a higher proportion of Black 
population, while grocery stores showed lower establishment rates in these areas. Additionally, areas with higher levels of 
petty crime had fewer overall store establishments, but convenience stores, dollar stores, and fast-food restaurants had 
higher growth rates in high crime areas compared to grocery stores. Tracts with higher median household income 
witnessed greater expansion across all store types. Key predictors for food store establishments included the presence of 
full-service restaurants, percentage of rural population, presence of specialty food stores, and demographic factors. 
These findings emphasize the concentration effect and provide valuable insights for decision-making and resource 
allocation to meet the needs of communities. 
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REGIONAL PREDICTORS OF THE ESTABLISHMENT, CLOSURE, AND RELOCATION OF FOOD 
RETAILERS IN THE LONG RUN 

 

Residents of socioeconomically disadvantaged neighborhoods, especially non-white individuals, may lack access to 
healthful food retailers (Alwitt and Donley 1997; Chung and Myers 1999; Morland et al. 2002; Zenk et al. 2006; Baker et 
al. 2006; Franco et al. 2008; Moore and Roux 2006; Powell et al. 2007; Laska et al. 2010). In socioeconomically deprived 
areas, the availability of healthful food choices decreases, leading to increased prices (Crockett et al. 1992; Larsen and 
Gilliand 2009; Horowitz et al. 2004). The causality between access to and demand for healthful food can operate in 
either direction. Nutritious foods often come at a premium price that low-income households cannot afford, even if they 
had access to such foods (e.g., Allcott et al. 2019). This creates a disincentive for healthful food retailers to locate in low-
income neighborhoods. On the other hand, the absence of healthful food retailers in the area limits the choices available 
to residents and puts upward pressure on prices. In either case, the combination of low-income and low access to 
healthful food makes marginalized communities more vulnerable to poor dietary choices, inadequate nutrition, diseases, 
and unexpected health shocks, as evidenced during the pandemic. 

The economics literature has primarily focused on exploring the correlation between food access and health-
related outcomes. While the lack of access to healthful foods may contribute to health problems, there may also exist 
unobserved factors that jointly influence both access to healthful food and poor health outcomes. A selection problem 
arises because the available data alone cannot reveal the health outcomes of individuals who lack access to healthful 
foods, as it does not account for the potential health improvements that would occur if access were available. 

A number of studies have employed machine learning techniques to understand the food retailing industry. For 
example, Amin et al. (2020) utilized machine learning models to demonstrate that demographic features can predict 
access to healthful food with 72% out-of-sample accuracy. The study found that the Hispanic and African American 
populations were the most important predictors of limited access to healthful food, especially in urban areas. While this 
study provides insights into the overall patterns of the retail food environment, more research is needed to gain a deeper 
understanding of the specific types and characteristics of retailers and their location decisions. The existing literature 
does not provide detailed insights into the dynamics of business decisions and market adjustments in the long run, 
particularly in urban areas where less healthful retailers substantially outnumber their healthful counterparts. 

This paper utilizes census tract-level information to investigate the long-term establishment, closure, and 
relocation patterns of US food retailers between 2011 and 2019. The study combines data from the National 
Establishment Time-Series (NETS), socio-demographic information at the census tract level (including crime rates and 
neighborhood amenities), and data on predictors from 2010 to avoid simultaneity issues. To improve predictions and 
address functional form misspecification, the study employs four high-performing machine learning models: Random 
Forests, eXtreme Gradient Boosting, Neural Networks, Boosted OLS, and Boosted logit. Additionally, the presence of 
food retailers in 2010 is controlled for to account for the initial condition problem. 

The outcome variables considered are the establishment, closure, and relocation of food retailers at the census 
tract level, categorized into four types: large retailers, small retailers, fast-food restaurants, and full-service restaurants to 
ensure brand anonymity. The study finds that the location decisions of food retailers are significantly influenced by the 
presence and density of the African American population and other store types, particularly complementary ones. This 
effect is particularly pronounced for small retailers, fast-food restaurants, and full-service restaurants. Walkability, crime 
rates, and road density also play a role in the establishment of food stores. 

The primary objective of this study is to explore the factors that shape the location choices of food retailers at 
the national level. It specifically examines socioeconomic and regional factors, such as race-based inequality, income 
disparities, and characteristics of rural populations. By analyzing these determinants, the study aims to shed light on the 
underlying factors that drive the selection of locations for food retailers across the country. The research questions 
addressed in this study revolve around understanding how these factors influence the establishment, closure, and 
relocation of food retailers.  

The current version of the paper focuses on analyzing the establishment of food retailers in both the short run 
and long run, while ongoing research is dedicated to examining the closure and relocation aspects. The findings of this 
study may stimulate discussions on the heterogeneous patterns of food demand based on regional characteristics and 
underscore the importance of tailored local solutions to address nutritional inequality. 
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APPROACH  

In this study, we propose a model to examine the relationship between socio-demographic features of census tracts and 
the establishment of food retailers. We aim to understand the impact of these features on the availability and accessibility 
of food retail options within different communities. Socioeconomic features include variables such as population density, 
income levels, racial distribution, educational attainment, crime rates, and neighborhood amenities including the number 
of existing food stores by category. The functional form is unknown, and it captures the complex relationship between 
these socio-demographic factors and the food retailer establishment. Using predictors from 2010, and analyzing the 
establishment of food stores in 2011 and 2011-19 allows us to analyze how different socio-demographic characteristics 
influence the location decision and dynamics of food retailers in a given area. This will provide valuable insights into the 
underlying mechanisms shaping the food environment and its impact on public health. 

We adopt a machine learning (ML) approach, as it has demonstrated high predictive performance in out-of-
sample scenarios (Bajari et al., 2015). ML models are data-driven, reducing reliance on prior assumptions regarding the 
functional form of the relationship. Moreover, these models offer flexibility by optimally selecting parameters through grid 
search. Given the unknown exact functional relationship between food access and its predictors, the ML approach is well-
suited for our analysis.  

The learning aspect of ML involves tuning the hyperparameters based on error rates in repeated subsamples. We 
divide the data from into training (80%) and testing (20%) samples. The training sample is used for model training with 
ten-fold cross-validation. This entails randomly partitioning the training sample into ten equal-sized subsamples, using 
nine for training and one for validation. This process is repeated ten times, each time with a different partition, and 
hyperparameters are updated to minimize prediction errors in the validation set. The learning process concludes when 
optimal hyperparameters are achieved. Finally, the trained model is evaluated on the held-out testing sample (20%).  

We employ the following models: (1) Boosted Ordinary Least Squares (OLS), (2) Boosted Logit (BLogit), (3) 
Random Forest (RF), (4) eXtreme Gradient Boosting (XGB), and (5) Artificial Neural Networks (ANN). Boosted OLS, 
RF, XGB, and ANN are utilized for predicting the continuous response variable, such as the number of food retailers 
opened in 2011-19, while Boosted Logit, RF, XGB, and ANN are employed for predicting binary responses (experience-
based measures). RF and XGB are utilized in regression form for the former and classification format for the latter. These 
models are chosen for their superior predictive performance compared to other models such as tree models or support 
vector machine (Chen and Guestrin, 2016). A non-technical description of these models is provided below.  

Boosted OLS is a modeling technique that combines ordinary least squares regression with boosting, an iterative 
algorithm that builds a strong predictive model. It is effective for handling complex datasets with non-linear relationships. 
Weak learners, such as simple regression models, are sequentially added to create an ensemble model. Boosted OLS 
captures non-linear relationships and interactions while maintaining interpretability. It is commonly used in various fields 
for predictive modeling and identifying important predictors in high-dimensional datasets. Similarly, boosted Logit differs 
from conventional logit regression by iteratively fine-tuning coefficient estimates during cross-validation. 

RF and XGB are ensemble tree-based models. In ML, decision trees select a regressor and split the sample into 
two parts, choosing the split that minimizes prediction error for the response variable (Quinlan, 1993). However, tree 
models without pruning and randomization may overfit the data and yield weak predictions if the trees are highly correlated 
(Hastie et al., 2009). Random Forest addresses this issue by growing a large number of decision trees during training with 
repeated subsampling and randomly chosen predictors. Each resampled portion of the training data is used independently 
to decorrelate the trees. The overall prediction is generated by averaging predictions from all trees in regression tasks and 
through majority voting in classification tasks. 

The XGBoost algorithm, on the other hand, is a variation of gradient boosting that incorporates a set of decision 
trees. Unlike traditional gradient boosting, each new tree in XGBoost adjusts the weights on predictors based on the errors 
from fitting the previous tree. This enhancement is achieved through parallel processing and regularization techniques, 
which help mitigate overfitting and bias (Chen and Guestrin, 2016). 

In contrast, Artificial Neural Networks (ANN) do not rely on a tree-based framework. Instead, they simulate the 
behavior of the human brain, where interconnected neurons learn from experience. ANN assigns weights to predictors 
and calculates errors in predicting the response variable. Linear regression and logistic regression can be seen as special 
cases of simple ANN models, featuring input and output layers without any hidden layers. When a hidden layer is 
introduced, predictors are initially assigned random weights, and the hidden layer nodes make predictions using an 
activation function (often linear for regression and sigmoidal for classification tasks). The output layer is then predicted 
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based on the hidden layer's output using the same activation function. Through iterations, such as forward feeding or 
backpropagation, prediction errors are minimized, and predictor weights are adjusted at each iteration. More complex 
ANN architectures can include additional hidden layers (Herbrich et al., 1999) for enhanced modeling capabilities. 

Machine learning models are not immune to certain issues. Firstly, the presence of highly correlated predictors 
can complicate the assessment of their relative importance. To address this, we follow existing literature and interpretability 
considerations and exclude predictors that exceed a correlation threshold of 0.95 with other predictors. Secondly, class 
imbalance issues may arise when there are fewer target cases (e.g., food insecure households) compared to benchmark 
cases. To mitigate this, we employ the Adaptive Synthetic Sampling Approach (He et al., 2008), which randomly 
oversamples the target cases to balance the representation of the target and benchmark classes. Thirdly, the importance of 
continuous predictors may appear skewed if not standardized. To ensure fair comparison, we standardize all continuous 
predictors within the model. Finally, one limitation of machine learning models is their limited ability to provide clear 
interpretations of predictor weights. Importance factors for a predictor are typically calculated by assessing the change in 
prediction errors when including or excluding the predictor. However, this calculation is sensitive to the order of entry 
and combination of predictors. 

To address this limitation, we employ Shapley values (SHAP) to determine the relative contribution of each 
regressor to the dependent variable (Chen et al., 2021; Shapley, 1951). SHAP values are computed as the weighted sum of 
prediction differences with and without each predictor, where the weights are derived from all possible combinations of 
predictors with different orderings. Each observation is assigned a SHAP value, resulting in a SHAP matrix of the same 
dimension as the predictor matrix. The sum of SHAP values across columns represents the variation beyond the overall 
mean of the predicted variable for each observation. By multiplying SHAP values with the sign of the correlation 
coefficient between SHAP and a predictor, we can ascertain the direction of the association. Thus, larger SHAP values 
indicate greater relative importance of the predictor, while smaller values indicate the opposite. This approach allows us 
to gain insights into the relative importance of predictors in a more meaningful and interpretable manner. 

To evaluate the performance of machine learning (ML) models, we adopt the evaluation metrics recommended 
by Amin et al. (2021). For binary target variables, we utilize accuracy. In the case of continuous response variables, we 
employ the normalized root mean squared error (NRMSE). Later version of the current paper will include more robust 
metrics of the performance. The accuracy metric is computed as the sum of the true positive and true negative predictions 
divided by the sum of all predictions in the confusion matrix. It provides an overall measure of the model's correctness in 
predicting both positive and negative cases. The NRMSE represents the root mean squared error (RMSE) normalized by 
the range of the response variable. It provides a standardized measure of the model's prediction accuracy. 

It is important to note that our approach focuses on the predictive capacity of the models rather than establishing 
causal relationships. By utilizing machine learning techniques, we can construct flexible and data-driven models that 
minimize the out-of-sample prediction errors. This allows us to account for the varying factors not captured in the data 
and obtain accurate predictions for our target variables. 

The dataset used in our analysis consists of three type of response variables (y variables) related to the 
establishment of food retailers. The first response variable type represents the number of food retailers opened in 2011, 
providing insights into the short-run scenario. The second type reflects the number of food retailers established between 
2011 and 2019, offering a perspective on the long-run scenario. Finally, the third response variable type is a binary variable 
indicating whether at least one food retailer was established in the census tract during the 2011-2019 period, allowing us 
to examine the presence or absence of food retailers. These variables are categorized into 13 different store types, capturing 
various aspects of the food retail industry. 

The 13 store types encompass a wide range of food retail categories. These include groceries, convenience stores, 
supercenters (which combine a supermarket with a discount department store), department stores, other general retailers, 
limited-service (fast-food) restaurants, full-service restaurants, cafeterias, snack bars, drinking places, beer retailers, 
specialty food stores, and dollar stores. Each store type represents a distinct aspect of the food retail industry, offering a 
comprehensive view of the establishments and their presence within the census tracts. We discuss data in more detail 
below. 

It is important to note that, we use density-based measure, e.g., number of stores established in a census tract, 
instead of distance-based measure, such as meters from household to the nearest grocery. The use of distance as a measure 
for proximity to grocery stores presents both advantages and disadvantages. However, it is important to consider the 
limitations of this measure for this exercise. First, with the increasing prevalence of online shopping, the relevance of 
distance to physical stores may be diminishing. Online orders allow consumers to access groceries without the need to 
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consider geographical proximity. Second, when measuring distance from the centroid of a tract, it can result in a substantial 
aggregation of data across households, leading to imprecision in assessing individual households' accessibility. Third, 
relying solely on distance fails to account for the complex dynamics of substitute and complement effects in shopping 
behavior. For instance, a consumer may opt not to visit a drug store if a dollar store is within reach, even if it is slightly 
farther away. Fourth, measuring distance individually for each household is a costly and impractical endeavor, particularly 
when considering the entire United States. Lastly, using driving distance or meters as a proxy for distance is imperfect, as 
the mode of transportation can vary significantly among households. Overall, we argue that density-based measure is more 
suitable for understanding the long-run trend in food store establishments across the country. 

 

 

DATA 

 

We collect information from multiple sources to provide comprehensive insights. We utilize data from the US census 2010 
for our analysis, with the US census tracts serving as our units of observation. The data provides comprehensive social, 
economic, housing, and demographic information at the geographical level, offering data in the form of population counts, 
percentages, and aggregate measures such as means and medians. Our choice of predictor variables is guided by Amin et 
al. (2021), who employ machine learning models to predict access to healthful food retailers. They identify a set of 281 
predictors, shortlist 50 variables based on Shapley values, and ultimately select 20 variables that best predict the modified 
Retail Food Environment Index while remaining interpretable and consistent with existing literature. We anticipate that 
these same variables will be relevant for predicting the establishment of food retailers. These predictors encompass various 
characteristics at the census tract level, such as age, race and ethnicity, unemployment, education, mode of transportation 
to work, median household income, poverty rate, and vehicle availability. We further add crime rate, road density, and 
walkability index. The walkability index is collected from the Environmental Protection Agency.  

In our dataset, we initially have a total of 72,538 census tracts. After removing tracts with missing information, 
we are left with 67,618 tracts, covering approximately 97% of the US population and over 95% of the land area in the 
contiguous states. Table 1 provides a summary of the selected predictors, including variables such as median household 
income, poverty rate, the proportion of housing units receiving Supplemental Nutrition Assistance Program (SNAP) 
benefits, inequality as measured by the Gini Index, unemployment rate, educational attainment levels, property values, 
public transportation usage, vehicle availability, land area, population density, and the percentages of various racial and 
ethnic populations. 

The National Establishment Time Series (NETS) data is used to record the annual establishment, employment, 
and location of food retailers identified by the North American Industry Classification System (NAICS) codes. We use the 
starting year information to capture the establishment of the food store types, and NAICS code to identify the food retailer 
categories. The food retailer categories include: 

1. Supermarket and other grocery retailers: These establishments primarily engage in retailing a general line of food 
products, such as canned and frozen foods, fresh fruits and vegetables, and fresh and prepared meats, fish, and 
poultry. 

2. Warehouse Clubs and Supercenters: These establishments are known as supermarkets and other grocery retailers 
that offer a general line of food products, similar to the above category. 

3. Convenience stores: These establishments are primarily engaged in retailing a limited line of goods that typically 
includes items like milk, bread, soda, and snacks. Some convenience stores may also sell automotive fuels in 
combination with groceries. 

4. Specialized food stores: This category includes establishments primarily engaged in retailing specific types of food 
products. Examples include stores selling fresh, frozen, or cured meats and poultry, fresh fruits and vegetables, 
baked goods, candy and confections, and other specialty foods. 

In addition to food retailers, the study also considers different types of restaurants: 

1. Limited-Service Restaurants: These establishments provide food services where patrons order or select items and 
pay before eating. Food and drink can be consumed on the premises, taken out, or delivered. This category 
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includes chain vendors (national and regional), takeout vendors (Asian and other cuisines), and other limited-
service vendors. 

2. Full-Service Restaurants: These establishments provide food services to patrons who order and are served while 
seated. They may offer waiter/waitress service and the option to consume food and drink on the premises. This 
category includes casual dining and fine dining restaurants. 

3. Cafeterias, Grill Buffets, and Buffets: These establishments prepare and serve meals for immediate consumption 
using cafeteria-style or buffet serving equipment. Patrons can select from food and drink items displayed in a 
continuous cafeteria line or buffet stations. 

4. Snack and Nonalcoholic Beverage Bars: These establishments primarily focus on serving specialty snacks or 
nonalcoholic beverages for consumption on or near the premises. Examples include dessert/bakery vendors, 
cafes, juice/tea bars, and other snack and beverage vendors. 

5. Drinking Places (Alcoholic Beverages): These establishments primarily prepare and serve alcoholic beverages for 
immediate consumption. They may also provide limited food services. Examples include bars, taverns, 
nightclubs, and drinking places. 

The comprehensive data on these various types of food retailers and restaurants enables us to analyze the establishment, 
closure, and relocation patterns in the context of regional predictors and demographic factors. 

 

 

RESULTS 
 

Descriptive statistics 

Table 1 presents summary statistics in terms of the mean and standard deviations of the variables in our dataset. We have 
a total of 26 response variables and 35 predictors. These response variables correspond to 13 food store types, with each 
type having two categories: short-run establishments (2011) and long-run establishments (2011-2019). Thus, we have a 
total of 26 response variables resulting from the combination of the food store types and establishment periods. The 
dataset comprises information from 67,618 census tracts. 

As expected, the values of the response variables are generally higher for the long-run establishments (2011-
2019) compared to the short-run establishments (2011) since food stores may not open in a census tract within a single 
year but can be established over a period of ten years. On average, there were 0.168 grocery stores per census tract in 2011, 
while the number increased to 1.364 in the long run. Notably, grocery stores, limited-service or fast-food restaurants, full-
service restaurants, drinking places, and specialty stores experienced significant growth during the period 2011-2019. 
Particularly, full-service restaurants had a remarkable growth rate, with an average of 5.176 new establishments per census 
tract in the last decade (2011-2019). 

Among the predictor variables, we have included the existing number of stores in 2010 for each store type. On 
average, there were 4.8 full-service restaurants per census tract, with a standard deviation of 6.3. The second most common 
food store type was specialty stores, followed by grocery stores. 

In addition to the store-related variables, we also incorporated neighborhood socioeconomic factors such as 
median income, poverty rate, crime rate, etc., which were collected from the US Census Bureau, specifically from the 2010 
census. The walkability index, on the other hand, was obtained from the Environmental Production Agency. We selected 
these predictors based on relevant literature, including the work of Amin et al. (2021). 

Figure 1 illustrates the relationship between the growth rates of selected store types (grocery, convenience stores,  
limited-service (fast-food) restaurants, and dollar stores) and various socioeconomic variables. The growth rates, expressed 
as percentage change, are plotted against four major socioeconomic indicators: the percentage of the Black population, 
median household income, and rural population. In Figure 1, the logarithm of median income is categorized to enhance 
the visibility of patterns. The choice of these predictor variables is based on the literature highlighting the disparities in 
food access, particularly in areas with higher proportions of Black population, lower income levels, higher crime rates, and 
rural populations. 
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Several key observations can be made from Figure 1. Firstly, the establishment of new grocery stores is less 
prevalent in census tracts with higher Black population percentages. Conversely, convenience stores, fast-food restaurants, 
and dollar stores exhibit more balanced growth across different population demographics, with a notable presence in tracts 
with higher Black population percentages. This suggests a distinct long-term pattern in the establishment of grocery stores 
in Black neighborhoods. 

A similar pattern emerges when examining the relationship between food store establishments and petty crime 
rates. Tracts with higher levels of petty crime tend to have fewer store establishments in the 2011-2019 period. Most stores, 
however, were established in areas with lower crime rates. Notably, convenience stores, dollar stores, and fast-food 
restaurants experienced higher growth rates in high crime areas compared to grocery stores. This indicates that factors 
such as shoplifting may play a role in the location preferences of larger grocery stores that offer a wider variety of fresh 
produce options. 

Tracts with higher median household income demonstrate greater expansion of grocery stores, convenience 
stores, fast-food restaurants, and dollar stores. However, the distribution of dollar stores across income categories is more 
uniform, indicating substantial growth in both low and high-income neighborhoods compared to grocery stores. 
Convenience stores also exhibit a more even distribution of growth. Hence, income emerges as a critical determinant in 
the location choices of these types of stores, with convenience and dollar stores being relatively less likely to exclusively 
locate in high-income neighborhoods. 

Lastly, Figure 1 highlights that all types of stores primarily experienced growth in urban tracts during the 2011-
2019 period. The establishment of new grocery stores in rural areas was relatively uncommon, whereas convenience stores, 
fast-food restaurants, and dollar stores showed higher growth rates in rural areas. Particularly, the establishment of new 
fast-food restaurants and dollar stores was more likely in rural areas during the specified period. 

Overall, Figure 1 provides valuable insights into the spatial patterns of store growth rates and their associations 
with socioeconomic variables. The findings suggest disparities in the establishment of different store types based on factors 
such as population demographics, crime rates, income levels, and urban-rural distinctions.  

 

Results from machine learning 

Table 2 presents the out-of-sample predictive performance of four models: Boosted OLS, Random Forests, XGBoost, 
and ANN. The evaluation is based on the normalized root mean squared errors (NRMSE) for both the short-run store 
openings (food stores that opened only in 2011) and the long-run store openings (food stores that opened in 2011-2019). 
The NRMSE values, which indicate the accuracy of the predictions, are generally low, indicating a high level of predictive 
accuracy for our models. 

Among the four models, XGBoost demonstrates the best performance overall, with lower NRMSE values 
compared to the other models. This superior performance may be attributed to the ability of XGBoost to tune a large 
number of hyperparameters and its robustness against overfitting. Boosted OLS performs particularly well in the case of 
short-run store openings in 2011. Alternatively,, Random Forests outperforms Boosted OLS in many cases for the long-
run store openings in 2011-2019. This suggests that while a linear model like Boosted OLS may be effective in predicting 
the location of food retailers in the short run, a more complex and nonlinear model, such as Random Forests, is required 
for better predictability in the long run. 

The results highlight the importance of using machine learning approaches, such as Random Forests and 
XGBoost, when dealing with complex and dynamic phenomena like the opening of food stores over an extended period. 
These models can capture the nonlinear relationships and account for various factors that influence store openings, leading 
to improved predictive performance. 

Table 3 displays the accuracy scores obtained from four models: Boosted Logit, Random Forests, XGBoost, and 
ANN. In this analysis, the response variables are binary, indicating whether at least one store of the respective category 
opened in the census tract during the period of 2011-2019. A value of 1 signifies the presence of a store, while a value of 
0 indicates no store opening. 

The table presents the out-of-sample predictive accuracy for each model, with a focus on 20% of the data. 
Overall, all models achieve accuracy scores around 76%. However, XGBoost demonstrates superior performance 
compared to the other models, exhibiting higher average accuracy. In most cases, the accuracy of XGBoost reaches 
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approximately 80%. Notably, certain store types, such as dollar stores and supercenters, drinking places, and specialty 
stores, show a stronger association with socioeconomic predictors, resulting in more accurate predictions. 

It is important to interpret raw accuracy scores cautiously, as they can be influenced by the randomness of the 
data. As part of our ongoing research, we are actively considering additional performance indicators such as sensitivity, 
specificity, and Cohen's Kappa to provide a more robust assessment of model performance. These measures will further 
enhance our understanding of the models' predictive capabilities and their ability to capture the complexities of store 
openings in the census tracts. 

The high predictive accuracy of the XGBoost model suggests its suitability for feature extraction in determining 
the establishment of various food store types within a census tract. Given the 35 predictor variables, machine learning 
classifiers prove to be more robust as they do not assume any linear functional form. Consequently, we employ the 
XGBoost model to predict the presence of at least one food store in each category during the 2011-2019 period. This 
approach offers insights into the factors that contribute to the establishment of different food store types within a census 
tract. 

Figure 2 presents the relative importance of each predictor in predicting the establishment of 12 food store types. 
These response variables represent the presence of at least one respective food store type in the 2011-2019 period, 
providing valuable information on the determinants of long-term food store establishment. The relative importance factors 
are calculated using median Shapley values multiplied by the correlation between the predictor and response variable. 
Positive importance factors indicate a positive association between the predictor and the response, while negative 
importance factors indicate a negative association. To facilitate interpretation, Figure 2 includes dashed red lines at the 
horizontal axis value of 0. A data point to the right of the red line indicates a positive association, while a data point to the 
left indicates a negative association. The distance between a data point and the red line represents the magnitude of the 
predictor's relative importance. 

The predictor variables are arranged on the y-axis based on the mean absolute value of their relative importance 
across all plots. Notably, the presence of full-service restaurants exhibits the highest average relative importance in 
predicting the establishment of various food store types. Following that, the percentage of rural population and the 
presence of specialty food stores rank as important predictors. Among demographic variables, the Black population 
emerges as a significant predictor, displaying a negative association with the establishment of most food retailer types, 
particularly supercenters and snack bars. Areas with higher Asian population proportions are less likely to have 
supercenters. Walkability and college education level also hold predictive value, positively influencing the presence of all 
food store types. Intriguingly, median income shows a large negative association with the establishment of supercenters 
when accounting for other predictors. This implies that areas with lower median income have experienced at least one 
supercenter establishment in the 2011-2019 period, controlling for other factors. It is worth noting that we controlled for 
poverty rate, households with SNAP benefits, and inequality, all of which display a negative relationship with the presence 
of supercenters. 

Additionally, there is evidence of a concentrating effect for each store category, whereby the likelihood of another 
store locating in a census tract during the 2011-2019 period increases when similar stores already existed in 2010. Similarly, 
the presence of a supercenter in the long run is more likely in tracts where another supercenter was already established in 
2010. This suggests that the existing composition of stores contributes to market efficiency in the long run, rather than 
intense competition among similar store types. Notably, the presence of department stores exhibits a negative association 
with supercenters, indicating competition between these two types of stores. 

Finally, regarding limited-service or fast-food restaurants, convenience stores, and dollar stores, we observe 
distinct patterns in their location preferences. Dollar stores are more likely to be situated in close proximity to other dollar 
stores, indicating a concentration effect. However, they are less likely to be found in high-income areas characterized by 
high property values and road density. Interestingly, dollar stores exhibit a lower likelihood of locating near supercenters 
but a higher likelihood of being situated near grocery stores. 

Fast food restaurants demonstrate a greater propensity for locating in rural areas, particularly in regions where 
fast-food restaurants and department stores are already established. This suggests a preference for areas with existing 
commercial infrastructure. On the other hand, convenience stores display a lower likelihood of being located in regions 
with high property values and a more educated customer base. These stores are more commonly found in rural areas, 
indicating their significance in catering to the needs of residents in these settings. 
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CONCLUDING REMARKS 

This paper examines the establishment, closure, and relocation patterns of US food retailers from 2011 to 2019 using 
census tract-level data. It combines the National Establishment Time-Series (NETS) dataset with socio-demographic 
information to predict and analyze these patterns. Advanced machine learning models, including Random Forests, 
eXtreme Gradient Boosting, Neural Networks, Boosted OLS, and Boosted logit, are employed to improve prediction 
accuracy. The presence of food retailers in 2010 is controlled for to address the initial condition problem. 

In our preliminary analysis, we found that the growth rates of food store establishments varied across store 
types and time periods. Tracts with higher proportions of Black population experienced growth in convenience stores, 
fast-food restaurants, and dollar stores, while grocery stores showed lower establishment rates in these areas. Higher 
levels of petty crime were associated with fewer store establishments overall, but convenience stores, dollar stores, and 
fast-food restaurants exhibited higher growth rates in high crime areas compared to grocery stores. Tracts with higher 
median household income demonstrated greater expansion across all store types. XGBoost consistently outperformed 
other models in terms of predictive accuracy, indicating its suitability for feature extraction. 

Additionally, our analysis revealed important predictors in determining the establishment of food stores. Full-
service restaurants, the percentage of rural population, the presence of specialty food stores, and demographics were key 
factors influencing the growth of food store establishments. Demographic variables such as the Black and Asian 
population played significant roles in explaining the establishment of supercenters in 2011-19. Furthermore, the analysis 
highlighted the concentration effect, where the likelihood of another store locating in a census tract increased when 
similar stores already existed. These findings provide valuable insights into spatial dynamics and factors influencing the 
location choices and growth patterns of food stores, enabling stakeholders to make informed decisions and allocate 
resources effectively to meet the diverse needs of communities.  
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