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## PREFACE

From certain viewpoints intercorrelation (that is, correlation between independent variables) is not a major problem in statistical analysis. Routine instructions for solving multiplewregression problems include formulas for net regression coefficients and standard emrors which automatically take account of the effects of intercorrelation. Nevertheless, research workers are frequently surprised when two anslyses showing nearly the same direct correlations between the dependent and each independent variable yield widely differing net regression and multiple correlation coefficients.

Many of the three-variable calculations discussed in this paper were developed by the senior author in May 1947 to explain such happenings in a precise way. Late in 1952 the junior author rechecked and extended the threevariable calculations. He also developed representative calculations for the four-variable case, setting up the intercorrelation formulas in a matrix notation which permits generalization to any number of variables.

The authors are indebted to Frederick V. Waugh for helpful suggestions on the four-variable and general cases. The four-variable computations were carried out by Jacqueline Spiro.
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# EFFECTS OF INTERCORRELATION UPON MULTIPLE CORRELATION AND REGRESSION MEASURES 

by

Karl A. Fox, Chiel, Statistical and Historical Research Branch, and James F. Cooney, Jr., Mathematical Statistician Agricultural Marketing Service

Trained statisticians have known the eifects of intercorrelation in a general way for some 60 years. They have given particular attention to the extreme case ("multicollinearity") in which two or more independent variables are so highly correlated that their separate effects cannot be distinguished. At the other extreme, where there is no intercorrelation, the effects of the different independent variables are strictly additive.

Many users of the graphic method of regression analysis know that intercorrelation betreen independent variables tends to delay the convergence of successive graphic approximations toward the mathematical solution.

Trained statisticians are also aware that increasing levels of intercorrelation are reflected in increasing standard errors of net regression coeffi-cients--that is, high intercorrelation tends to mean lowered reliability for the individual regression constants. But apparently it is safe to say that most students of elementary statistics and most persons who make regression analyses as an adjunct to their applied work have only a vague idea of the effects of intercorrelation and frequently get results from multiple-correlation analyses that they are unable to explain. More concrete information on the effects of intercorrelation through its whole range of variation and not merely at the points 0 and 1 is therefore expected to be useful. This information for the three-variable case is shown by means of charts and tables for a number of pairs of values of the simple (or gross) correlation coefficients between the dependent variable and each of the two independent variables. The four-variable case is treated for a more limited range of numerical values but in a notation which permits generalization of the results to any number of variables.

## SUMMARY

With given values for $r_{12}$ and $I_{13}$ and a specified size of sample, all of the correlation measures in a three-variable problem can be expressed simply as functions of $r_{23}$. In certain cases as $r_{23}$ increases the coefficient of mitiple determination declines continuously. In other cases it trends down to a minimum value and then increases. For given values of $r_{12}$ and $r_{13}, r_{23}$ can take only a limited range of values. In some cases as the degree of intercorrelation increases beyond a certain level, the "weaker" of the two partial regression coefficients changes sign. Within a considerable range of values of $r_{23}$ in the region of this sign change, the value of the correspond ing partial regression coeflicient, for samples of about 20 observations, does not differ significantly from zero.

The four-variable case is more complicated because six simple correlation coefficients are involved. The same approach can'be used, however, by speciIyIng IIve of these and allowing the sixth one (r34) to vary over its entire paxge of passible values. When each of the three simple intercorrelation coefifcients is very high the values of the partial regression coefficients are very unstable and, in samples of about 20 observations, are smaller than their standard error in all but a small portion of the range of permissible
 coefficients acquire greater stability and exceed their atandard error over a large part of the permissible range of 3 3t.

EFFECTS OF INTERCORRELATTON IN THE THREE-VARIABLE CASE

## The Approach

Mae general problem of three-variable regression analysis is to estimate the values of dependent variable, $X_{I}$, based on given values of two independent vestables, $X_{2}$ and $X_{3}$. Assume that we have already calculated the direct comselation coefficients ( $x_{12}$ and $x_{13}$ ) between $X_{1}$ and $X_{2}$ on the one hand and $X_{1}$ and $X_{3}$ on the other sor a number of difierent problems. Suppose that several of the analyses, based on entrrely different sets of data, have yielded the same values of 12 and $r_{13}$. Nevertheless, in each case, we may obtain arperent values for the multiple and partial correlation coefficients and for the net regression, or beta, coeficicients. The coefficient of multiple determination, R1223, may vary from almost 1.0 down to 0.5 , or lower.

We then ask, Why do these differences occur? In the three-variable case, these variations can be wholly explained by variations in the value of the intercomelation coefficient, r23, betreen the independent variables $X_{2}$ and $X_{3}$.

## Basic Formulas

Several standard methode of calculating multiple correlation and regression coefficients start out from the determinant of sirple correlation coefficients, which for the three-variable case is as follows:

$$
S=\left|\begin{array}{ccc}
1 & r_{12} & r_{13}  \tag{I}\\
r_{12} & 1 & r_{23} \\
r_{13} & r_{23} & 1
\end{array}\right|=1+2 r_{12} r_{13} r_{23}-r_{12}^{2}-r_{13}{ }^{2}-r_{23^{2}} .
$$

Ali the basic correlation and regression measures in the three-variable case can be derived from the values of the three simple correlation coefficlents, With the following exceptions which are trivial in the present context: First, if We wish to talk about net regression coefficients in terms of original units (pounds, dollars, and so on) rather than normalized or standard deviation units we must multiply the beta coefilcienta by the ratio of the standard deviation of the dependent variable to that of the pariticular independent variable concerned. Second, the standara emor of the beta coeificient, or of the comesponding net regression coefifcient, is affected by the number of observations in the sample.

It may be seen from these formulas that once we have fixed the volues of 12 and $r_{13}$, the various measures can be expressed simply as functions of r23. In the charts and tables that follow, the value of each correlstion measure was calculated for series of values of the intercorrelation coefficient re3 covering all or nearly all of the range of possible values of that coefficient, given the stated velues of $\mathrm{r}_{12}$ and $\mathrm{r}_{13} 3^{\circ}$ I/

## Discussion of Charts and Tables

In ifgure 1 the values of $r_{12}$ and $r_{13}$ were chosen in such a way that the coefficient of multiple determinstion is 0.98 when the intercorrelation coefficient is zexo. As $r_{23}$ iacresses, the value of $R_{1}{ }^{2} \cdot 23$ declines continuous $y$, approaching a lowex IXnit of 0.49 as $r 23$ approaches 1 . At this point the variable $X_{3}$ adds nothing to the explanation of $X_{1}$ that is not already given by the single independent vasiable $X_{2}$. The partial correlation coeificient ri2.3 decreases continuously as $\mathrm{r}_{23}$ increases, approaching zero as r23 approaches 1. The beta coefficient also decreases through this entire range and its atandard error increases. By the tine $x_{23}$ exceeds 0.7 , the beta coefficient (based on an assumed 20 observations) is no longer significantly different from zero at the commonly used 5-percent probability level.

Figure 2 illustrates the fact that the values of $r_{12}$ and $r_{13}$ set certain limits upon the range of values which re2 may take. Obviously, If $X_{2}$ and $X_{3}$ are both closely comelated with $X_{1}$ they have some degree of correlation with each other. The exact nature of the liouts set upon $r 23$ by the values of $r_{12}$ and $r_{13}$ is shown in appendix note 1 . In this particular case, r23 cannot be lower than 0.62.

Figure 3 shows a result that may be surprising to many applied woricers. As intercorrelation increases beyond a certain level, the "weaker" of the two partial regression coefficients changes sign from positive to negritive. This

[^0]Equations (2) through (7) define the various correlation and regression measures in terms of the three simple correlation coefficients:

$$
\begin{gather*}
R_{1.23}^{2}=\frac{r_{12}^{2}+r_{13}{ }^{2}-r_{12} r_{13} r_{23}}{1-r_{23}^{2}}  \tag{2}\\
\beta_{12.3}=\frac{r_{12}-r_{13} r_{23}}{1-r_{23}{ }^{2}}  \tag{3}\\
b_{12.3}=\beta_{12.3} \cdot \frac{s_{1}}{s_{2}}, \tag{3.1}
\end{gather*}
$$

where $S_{1}$ and $S_{2}$ are the standard deviations of $X_{1}$ and $X_{2}$ respectively.

$$
\begin{array}{r}
\beta_{13.2}=\frac{r_{13}-r_{12} r_{23}}{1-r_{23}} 2 \\
b_{13.2}=\beta_{13.2} \cdot \frac{s_{1}}{s_{3}} \tag{4.1}
\end{array}
$$

where $S_{3}$ is the standard deviation of $X_{3}$.

$$
\begin{align*}
& r_{12.3}=\frac{r_{12}-r_{13} r_{23}}{\sqrt{\left(1-r_{23} 2\right)\left(1-r_{13}{ }^{2)}\right.}}  \tag{5}\\
& r_{13.2}=\frac{r_{13}-r_{12} r_{23}}{\sqrt{\left(1-r_{23^{2}}\right)\left(1-r_{12}{ }^{2}\right)}}  \tag{6}\\
& S_{\beta_{12.3}}=S_{\beta_{13.2}}=\frac{\sqrt{1-\mathrm{P} \cdot 1 \cdot 23}}{\left(1-r_{23}^{2}\right) \sqrt{1-3}}=\frac{\sqrt{1+2 r_{122_{1} 3^{2} 23^{-r} 12^{2}-r} 13^{2}-r 23^{2}}}{\left(1-r_{23}^{2}\right) \sqrt{N-3}}  \tag{7}\\
& s_{b_{12.3}}=s_{\beta_{12.3}} \cdot \frac{s_{1}}{s_{2}} \text {, and }  \tag{7.3}\\
& s_{b_{13.2}}=s_{\beta_{13.2}} \cdot \frac{s_{1}}{s_{3}} . \tag{7.2}
\end{align*}
$$

change in sibe occura at a value of 223 somewhat above the value of the lower of the two simple correlation coefficients, ri2 and 113 . Within a considerable range of values of r 23 in the region of this sign-change, the value of the corresponding beta coeflicient would not differ sigaificantly from zero. Other features illustrated in IIgure 3 are (1) that the "stronger" of the two regression coefficients increase for a time as the intercorrelation increases, and (2) that the coefilcient of multipie determination trends down to eminimum at some vaiue oi $r_{23}$ greater than the lower of the two direct coesficients and then increases again.

The characteristics of 81 gure 3 are repeated in the data ghown in tablea 4 and 5 and in Pigure 4. Fach shows minimura values 2/ for the coefficient of maltiple determination, $\mathrm{R}_{2} \mathrm{R}_{2} 2$, the gtronger partial correlation coefficient, $r_{12.3}$, and the stronger regression courficient, $\beta_{12.3}$, and each shows a sign change for the weaker coefficients, $\beta 13.2$ and $x_{13.2}$. As the spread between $r_{12}$ and $r_{13}$ increases, so also does the range of permissible values of 823 . When ri3 palls to $0.3, x_{23}$ can take on small negative values as well as poritive vaiues. If $r_{13}$ equais 0.2 , ther $r_{23}$ can thls vaiues alightly lower than -0.3.

Tha sumary trables contain values of the "t-ratios", that is, ratios of the respective net regression coeficients to their stamdard errorb. As in each of the last four cases $\beta_{12.3}$ has a minimum and $S_{\beta 12.3}$ bas a maxiation, the correaponaing t-ratio has a minmua beyond which it rises again with further increases in re3.

2 That is, minime in the mathenatical sense of points at which the sloge with respect to $\mathrm{r}_{23}$ is zero and becomes positive as $\mathrm{r}_{23}$ increases and negative as $r_{23}$ decreases. Further information on these minfrum values is given in appendix note 2.


Figure 1

Table 1.- Data for case in which $r_{12}=0.7, r_{13}=0.7$, and $N=20$


1/ Identical for each $\beta$.
2/ Lowest possible value of $\mathrm{r}_{23^{\circ}}$
3/ Highest possible value of $r_{23}$.

## EFFECTS OF INTERCORRELATION



Figure 2

Table 2. - Data for case in which $r_{12}=0.9, r_{13}=0.9$, and $N=20$

|  |  |  |  |  |  |  | t-r | 10 for - |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $r_{23}$ | $\mathrm{R}_{1}^{2} .23$ | ${ }^{8} 12.3$ | $\beta_{13.2}$ | $r_{12.3}$ | $r_{13.2}$ | $\mathrm{S}_{\beta}$ |  |  |
|  |  |  |  |  |  | $1 /$ | ${ }^{\beta} 12.3$ | ${ }^{8} 13.2$ |
|  |  |  |  |  |  |  |  |  |
| 0.620 2/ | 1.0000 | 0.5556 | 0.5556 | 1.0000 | 1.0000 | 0 | --- | --- |
| . 700 | . 9529 | . 5294 | . 5294 | . 8710 | . 8710 | 0.0735 | 7.2073 | 7.2073 |
| . 800 | . 9000 | . 5000 | . 5000 | . 6883 | . 6883 | . 1277 | 3.9154 | 3.9154 |
| . 900 | . 8526 | . 4737 | . 4737 | . 4737 | . 4737 | . 2135 | 2.2183 | 2.2183 |
| . 950 | . 8308 | . 4615 | . 4615 | . 3306 | . 3306 | . 3195 | 1.4444 | 1.4444 |
| . 980 | . 8182 | . 4545 | . 4545 | . 2076 | . 2076 | . 5193 | . 8752 | . 8752 |
| . 990 | . 8141 | . 4523 | . 4523 | . 1463 | . 1463 | . 7431 | . 6087 | . 6087 |
| . 999 | . 8000 | . 4500 | . 4500 | . 0462 | . 0462 | 2.0000 | . 2250 | . 2250 |
| $1.000 \mathrm{3} / \mathrm{:}$ | --- | --- | --- | --- | --- | --- | --- | --- |

1/ Identical for each B.
2/ Lowest possible value of r23.
3/ Highest possible value of $r_{23}$.


Figure 3

Table 3.- Data for case in which $r_{12}=0.9, r_{13}=0.7$ and $N=20$


1/ Identical for each $\beta$.
2/ Lowest possible velue of $r_{23}$.
3/ Highest possible value of $r_{23}$.

Table 4.- Data for came in which $\mathrm{r}_{12}=0.9, \mathrm{I}_{13}=0.5$ and $\mathrm{N}=20$


1/ Identical for each $\beta$.
2/ Lowest possible value of r23.
3/ Highest possible value of 23 .

Table 5.- Data for case in which $r_{12}=0.9, r_{13}=0.3$ and $N=20$


1/ Identical for each $\beta$.
2/ Lowest possible value of r23.
3/ Highest possible value of 23 .


Figure 4

Table 6.- Date for case in which $r_{12}=0.9, r_{13}=0.1$, and $N=20$


[^1]
## Differences fron the Three-Varieble Case

The problem of intercorrelation in the four-variable case is much more complicated because there are now three intercorrelation coefficients instead of one. We have three independent variables, $X_{2}, X_{3}$, and $X_{4}$, and we may have intercorrelation between $X_{2}$ and $X_{3}, X_{2}$ and $X_{4}$, and $X_{3}$ and $X_{4}$.

Following the approach used in the three-variable case, let us suppose that we have a large number of four ovariable regression analyses on different sets of data. We select a number of these analyses in which the yalues of $r_{12}, r_{13}$, and $r_{14}$ (the direct or simple correlation coefficients between the dependent and each independent variable) are about the same. Nevertheloss, we find that the partial correlation and net regression coefficients are different in each case. These differences are due to the varying degrees of intercorrelation, represented by combinations of values of $r_{23}, r_{24}$, and $r_{34}$.

A systematic exploration of the effects of intercorrelation in the four-variable case would involve a great deal of labor. One possibility would be to $f$ fx the values of $r_{23}$ and $r_{24}$ and to trace the effects of variations in $r_{34}$ upon the different regression measures. Except for a change in notation, such a demonstration would apply equally well to changes in either of the other intercorrelation coefficients, $r_{23}$ or $r_{24}$. Before doing this, however, we shall illustrate the complications of the four-variable case in terms of the basic formulas for correlation and regression coefficients.

## Basic Formulas

It will be convenient at this point to introduce a determinent notation, which avoids excessive rewriting of the simple correlation coefficionts. This notation can be exterded to five or more variables, and also to the three-variable case previously considered.

In the three-variable case, the three-rowed determinant of correlation coefficients

$$
\left.\langle\hat{3}=| \begin{array}{ccc}
1 & r_{12} & r_{13}  \tag{1}\\
r_{12} & 1 & r_{23} \\
r_{13} & r_{23} & 1
\end{array} \right\rvert\,
$$

can be made to yield nine different tworowed determinants by deleting one colum and one row of B. Suppose we call the two-row determinent obtained by deleting the first colum and the first row 今 $11\left(=1-r_{23}{ }^{2}\right)$; that obtained by deleting the first column and the second row, $\Delta_{12}\left(=r_{12}=r_{13} r_{23}\right)$; and so on. The complete set of two-row determinants, which we call the $\mathrm{Q}_{1 j}$, is as follows:

$$
\begin{gather*}
\hat{3}_{11}=1-r_{23}^{2}  \tag{1.1}\\
\hat{3}_{22}=1-r_{13}^{2}  \tag{1.2}\\
\hat{3}_{33}=1-r_{12}^{2}  \tag{1.3}\\
\hat{3}_{12}=r_{12}-r_{13} r_{23}=\hat{3} 21  \tag{1.4}\\
\hat{3}_{13}=-\left(r_{13}-r_{12} r_{23}\right)=\hat{3}_{31}  \tag{1.5}\\
\hat{3}_{23}=\left(r_{23}-r_{12} r_{13}\right)=\hat{3}_{32} \tag{1.6}
\end{gather*}
$$

All of the formulas for correlation and regression measures given in the preceding section for the three-variable case can be stated in terms of $\hat{3}$ and the $\beta_{i j}{ }^{\prime} s$, as follows:

$$
\begin{align*}
& R_{1.23}^{2}=1-\frac{3}{3_{11}}  \tag{2'}\\
& \beta_{12.3}=\frac{\hat{3}_{12}}{\beta_{11}} \\
& \beta_{13.2}=-\frac{\hat{3}_{13}}{\hat{A}_{11}} \\
& r_{12.3}=\frac{\hat{3}_{12}}{\sqrt{\hat{3}_{11} \cdot \hat{3}_{22}}}  \tag{5}\\
& r_{13.2}=\frac{\hat{3}_{13}}{\sqrt{\hat{\beta}_{11} \cdot \hat{\beta}_{33}}}  \tag{6}\\
& S_{P_{12.3}}=S_{B_{13.2}}=\frac{\sqrt{\beta}}{3)_{11} \sqrt{N-3}}
\end{align*}
$$

Once we have fixed the values of $r_{12}$ and $r_{13}, ~ 今$ and all but two of the $3{ }_{1 j}$ 's are functions only of $r_{23}$; these two, $\hat{3}_{22}$ and $\hat{3}_{33}$, are constants. Each of the six formulas in this paragraph involves $3_{11}$, which changes with $r_{23}$,
and another determinant which also changes with $r_{23^{\circ}}$. This means that we cannot vary $r_{23}$ arbitrarily without consistently varying $\qquad$ and the $\qquad$
In the four-variable case, the determinant of correlation coefficients is

$$
4\rangle=\left|\begin{array}{llll}
1 & r_{12} & r_{13} & r_{24}  \tag{8}\\
r_{12} & 1 & r_{23} & r_{24} \\
r_{13} & r_{23} & 1 & r_{34} \\
r_{14} & r_{24} & r_{34} & 1
\end{array}\right|
$$

The determinant of the three intercorrelation coefficients is

$$
4 J_{11}=\left|\begin{array}{ccc}
1 & r_{23} & r_{24}  \tag{9}\\
r_{23} & 1 & r_{34} \\
r_{24} & r_{34} & 1
\end{array}\right|=1+2 r_{23} \quad r_{24} r_{34}
$$

Each of the 15 other possible 4 's is now also a three-rowed determinant. The formulas in the preceding paragraph still apply, with an appropriate change in notation: For staple,

$$
\beta_{12.34}=\frac{4 \Delta_{12}}{4 y_{11}}=\frac{\left|\begin{array}{lll}
r_{12} & r_{23} & r_{24}  \tag{10}\\
r_{13} & 1 & r_{34} \\
r_{14} & r_{34} & 1
\end{array}\right|}{\left|\begin{array}{lll}
1 & r_{23} & r_{24} \\
r_{23} & 1 & r_{34} \\
r_{24} & r_{34} & 1
\end{array}\right|}
$$

All of the 4, for which $1 \neq j$ involve all three intercorrelation coefficients. $\Delta_{22}, 4_{33}$, and $4_{44}$ each contain only one of these coefficients.
But this last point is not very helpful, as each formula (2) through (7) includes either 4 itself or a 41 f for which $i \neq \mathrm{J}$.

We noted in the three-variable case that the values assumed for $r_{12}$ and $r_{13}$ impose certain limits upon the values which might be assumed by $r_{13^{\circ}}^{12}$ Similarly, the values assumed for $r_{12}$ and $r_{14}$ impose restrictions on $r_{24}$, and those assumed for $r_{13}$ and $r_{14}$ impose restrictions on $r_{34}$. For example, if $r_{12}=r_{13}=r_{14}=0.7$, each of the three intercorrelation coefficients may range from -0.02 to 1.0. However, the values of $r_{23}$ and $r_{24}$ also set limits to the permissible values of $r_{34}$. A consistent set of limits for the six simple $r^{\prime} s$ can be derived from the fact that $\widehat{4}_{22}, \widehat{4}_{33}, \widehat{4}_{44}$, and $4_{11}$ must all lie between 0 and 1

## Discussion of Charts and Tables

Pigures 5 through 10 and tables 7 through 13 provide some insights into the effects of intercorrelation in the four-variable case. The first five cases assume that all three of the direct correlation coefficients $r_{12}, r_{13}$, and $r_{14}$ are equal to 0.7. Two of the intercorrelation coefficients, $r_{23}$ and $r_{24}$, are then set equal to $0.9,0.7,0.5,0.3$ and 0.1 , respectively. In each case, the third intercorrelation coefficient, $r_{34}$, is allowed to vary over its entire range of possible values given the values of the other five coefficients and the basic requirements $R_{1}, 234 \leqslant 1$ and $\left|r_{34}\right| \leqslant 1$.

The fact that we have set all three of the direct coefficients equal to one another, and two of the intercorrelation coefficients equal to each other, produces several symmetries in the results. One is that $\beta_{13.24}$ and $\beta_{14.23}$ are equal in each case. Another is that at the point where $r_{34}$ is equal to $r_{23}$ and $\mathrm{r}_{24}$, all three beta coefficients are equal.

Figure 5 reflects a very high degree of intercorrelation. One symptom of this is the fact that 411 , the determinant of intercorrelation coefficients, takes on very small values-- 0.036 or less-over its entire range. In figure 10, in contrast, the value of 411 reaches a peak of 1.0 when all three intercorrelation coefficients are zero, and exceeds 0.5 over a considerable range of values of $r_{34}$. In fact, figure 5 approaches the extreme of multicollisearity to which Frisch gave so much attention in the esrly thirties. The values of the beta coefficients are very unstable and are smaller than their standard errors in all but a small portion of the range of permissible values of $r_{34}$. And the range of permissible values of $r_{34}$ is limited.

Figure 6, in which $r_{23}$ and $r_{24}$ equal 0.7 , shows a greater stability of the beta coefficients with respect to given changes in $r_{34}$ than does figure 5. The standard error of the beta coefficients is also more stable than in the preceding chart. The beta coefficients exceed their standard errors over a considerably wider range of values, although they do not reach twice the level of their standerd errors anywhere in the permissible range. In both of these figures the behavior of $\beta 12,34$ corresponds to that of the weaker coefficient in some of the three-variable charts. When the level of $r_{34}$ drops significantly below the levels of $r_{23}$ and $r_{24}, \beta_{12.34}$ changes sign irom positive to negative. Visually, it appears that $\beta 13.24(=\beta 14.23)$ is a reflection of $\beta 12.34$ about the particular level at which ail three intercorrelation coeflicients and hence all
three beta coefficients, are equal. The value of the botas at this point of equality increases from one case to the next as the paired intercorrelation coeflicients ( $r_{23}$ and $r_{24}$ ) decrease.

Pigure 7 shows still greater stability in the values of the bota coefficients and their standard errors. The beta coefficients exceed their standard errors over a large part of the permissible range and for certain limited values of $r_{34}$, near zoro, they exceed two standerd errors.

The data given in table 10 show increasing stablifty of the beta coefficients and their standard errors within the range of permissible values. However, that range itself is somowhat reduced. Apparently, as $r_{23}$ and $r_{24}$ are lowered, $r_{34}$ must remain significantly above zero if the other constraints on the various correlation measures are to be met. If all three intercorrelation coefficients were zero the coefficient of multiple determination, $R_{1} 2$, should be equal to the sum of squares of the three direct correlation coefricientsooin this case, $3 x(0.7)^{2}=1.47$. As this is an impossible velue of $R_{1}{ }^{2} 234$, the value of $\mathrm{r}_{34}$ which leads to it is not permissible. While the ratios op the beta coefficients to their stendard errors are greater than 1 over most of the range of permissible values, at no point does any one of these ratios exceed 2.0.

Figure 8 shows a still greater contraction of the range of permissible valuos of $r_{34}$. The valuos of the bota coefficients are quite stable within this limited range, but the standard orrors of these coefficionts is changing rapidy within it. Th tratio, $\beta / s_{\beta}$, for $\beta_{12.34}$ excoods 2.0 toward the lowor end of the permissible range of $r_{34}$; t-ratios for the other bota coefficients do not exceod 1.3 at any value of $r_{34}$.

It is ovident from the above results that to have oach of the 3 diroct correlation coefficients equal to 0.7 already constitutes a high degree of intercorrelation if one hopes to achieve significant regression coefficients in a four-variable equation involving only 20 or so observations.

In figure 9, the diroct correlation coeplicients are reduced to 0.5 and two of the intercorrelation coefficients are also set equal to 0.5. This chare may be compared with that of figure 6, in which all 5 of these coefficients were set equal to 0.7. The bota coefficients and their standard errors in figure 9 are considerably more stable and cover a wider range of permissible values then in figure 6. The coefficients exceed their standard errors over most of the pernissible range, and the t-ratios for $\beta_{13.24}$ and $\beta_{14} .23$ exceed 2.0 over a sizable range, reaching a maximum of 2.83 when $r_{34}$ reaches its lowest value.

In Pigure 10 the three direct correlation coofficients are again set equal to 0.5 and two of the intercorrelation coefficients are set at zero. The range of permissible values of $r_{34}$ is about the same as in figure 9 but the degree of stability of the beta coofficients and their standard errors is considerably greater. The coefficient $\beta_{12.34}$ is independent of $r_{34}$. The t-ratios are greater than 1 over almost the full range of permissible values and exceod 2.0 over considerable portions of this range.

## EFFECTS OF INTERCORRELATION



Pigure 5
$\begin{aligned} \text { Table 7.- Data for case in which } r_{12} & =r_{13}=r_{14}=0.7, \\ r_{23}=r_{24}=0.9, \text { and } N & =20\end{aligned}$


1/ Identical for each $\beta$.
2/ Lowest possible value of $r_{34}$.
3/ Highest possible value of $r_{34}$.

## EFFECTS OFINTERCORRELATION
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Figure 6

Table 8.- Data for case in which $r_{12}=r_{13}=r_{14}=0.7$,
$r_{23}=r_{24}=0.7$, and $N=20$


## 1/ Identical for each 8 .

2/ Lowest possible value of $r_{34}$.
3/ Highest possible velue of $r_{34}$.


Figure 7

Table 9.- Data for case in whicb $r_{12}=r_{13}=r_{14}=0.7$, $r_{23}=r_{24}=0.5$, and $N=20$


1/ Identical for each $\beta$.
2/ Iowest possible value of $534^{\circ}$
3/ Highest posaible value of $\mathrm{I}_{34}$.
Table 10.- Data for case in which $r_{12}=r_{13}=r_{14}=0.7, r_{23}=r_{24}=0.3$, and $N=20$


## EFFECTS OF INTERCORRELATION



Figure 8

Table 11.- Data for case in which $r_{12}=r_{13}=r_{14}=0.7$, $r_{23}=r_{24}=0.1$, and $N=20$


1/ Identical for each $\beta$.
2/ Lowest possible value of $r_{34}$.
3/ Highest possible value of $\mathrm{r}_{34}$.

## EFFECTS OF INTERCORRELATION

4 - Variable Case: $r_{12}=r_{13}=r_{14}=.5 ; r_{23}=r_{24}=.5 ; \quad N=20$


Figure 9

Table 12.- Data for case in which $r_{12}=r_{13}=r_{14}=0.5, r_{23}=r_{24}=0.5$, and $\mathrm{N}=20$

$1 /$ Identical for each $\beta$.
2/ Lowest possible value of $r_{34}$.
$3 /$ Eighest possible vaiue of $T_{34}$.

## EFFECTS OF INTERCORRELATION

## 4-Variable Case: $\mathrm{r}_{12}=\mathrm{r}_{12}=\mathrm{r}_{14}=.5 ; \mathrm{r}_{23}=\mathrm{r}_{24}=0 ; \mathrm{N}=20$


U. S. DEPARTMENT OF AGRICULTURE

Figure 10

Table 13.- Data for case in which $r_{12}=r_{13}=r_{14}=0.5$, $r_{23}=r_{24}=0$, and $N=20$


1/ Identical for each $\beta$.
2/ Lowest possible value of $r_{34}$.
3/ Highest possible value of $r_{34}$.

Note 1 - Limits Imposed on Values of $r_{23}$ by Given Values of $r_{12}$ and $r_{23}$

By definition, no simple or multiple correlation coefficient can exceed 1 in absolute value.

Let us repeat toxt equation (2), as follows,

$$
\begin{equation*}
R_{1.23}^{2}=\frac{r_{12}^{2}+r_{13}^{2}-2 r_{12} r_{13} r_{23}}{1-r_{23}} \tag{2}
\end{equation*}
$$

noting that $R_{1.23}^{2}$ must lie botwoen 1 and 0 .
If $R_{1.23}^{2}=1$, we have

$$
\begin{equation*}
1-r_{23}^{2}=r_{12}^{2}+r_{13}^{2}-2 r_{12} r_{13} r_{23} \tag{2.1}
\end{equation*}
$$

Rearranging terms, we have

$$
\begin{equation*}
r_{23}^{2}-2 r_{12} r_{13} r_{23}+\left(r_{12}^{2}+r_{13}^{2}-1\right)=0 \tag{2.2}
\end{equation*}
$$

and, using a standard formula of elementary algebra, we obtain

$$
\begin{equation*}
r_{23}=r_{12} r_{13} \pm \sqrt{\left(1-r_{12} 2^{2}\right)\left(1-r_{13}{ }^{2}\right)} \tag{2.3}
\end{equation*}
$$

If $r_{12}=0.9$ and $r_{13}=0.7$, as in figure 3, we have

$$
r_{23}=0.63 \pm \sqrt{(0.19)(0.51)}=0.63 \pm 0.3113 ;
$$

hence, $r_{23}=0.3187$ or 0.9413 . Substituting these values back in equation (2), we obtain $R_{1.23}^{2}=1$ in each case.

Only if $r_{12}=r_{13}$ can $r_{23}$ reach the maximum value of $l$. But when $r_{23}=1, R_{1.23}^{2}=r_{12}^{2}$, which is, in general, less then 1 . This is shown in figures 1 and 2.

$$
\begin{aligned}
& \text { Thus, if } r_{12}=r_{13}=0.7 \text {, equation (2.3) gives us } \\
& r_{23}=0.49+0.51=1 \text { or }-0.02 \text {. }
\end{aligned}
$$

Substituting $=0.02$ for $r_{23}$ in equation (2) we obtain

$$
R_{1.23}^{2}=\frac{0.98-0.98(-0.02)}{1-(-0.02)^{2}}=\frac{0.9996}{0.9996}=1 .
$$

But if wo substitute $r_{23}=1$ we obtain

$$
R_{1.23}=\frac{0.98-0.98(1)}{1-\left(1^{2}\right)}=\frac{0}{0},
$$

an indoterminato value.
This indeterminacy can be resolved by applying L'Hopital's rule, 3/ from which we obtain

$$
R_{1.23}^{2}=\frac{-0.98}{-2(1)}=0.49\left(r_{12}^{2}\right)
$$

Note 2. Minimum Values of Specified Correlation and Regression Measures
Assume that we are given the values of $r_{12}$ and $r_{73}$ and wish to obtain the values of $r_{23}$ at which various coopficients reach their minimum values within the permissible ranges in which (1) $R_{1,23^{2}}^{1 s}$ equal to or less than 1 and (2) $r_{23}$ is equal to or less than in absolute value. A necessary condition for a minimum is that the partial derivative with respect to $r_{23}$ of a measure that is a function of $r_{23}$ be zero.

1. Starting with equation (2),

$$
\begin{equation*}
R_{1.23}^{2}=\frac{r_{12}^{2}+r_{13}^{2--2 r_{12} r_{13} r_{23}}}{1-r_{23}^{2}} \tag{2}
\end{equation*}
$$

we find that $R_{1.23}^{2}$ reachos a minimun when
$3 /$ See pp. 15-16 of Woods, Fredorick S., Advanced Calculus, new ed., 397 pp., 11lus., New Yoik, 1934, or other standard calculus texts.
we see that the sign is determined by the numerator only.

$$
\begin{aligned}
& \text { If } r_{23}=\frac{r_{13}}{r_{12}}, \beta_{13.2}=0 ; \\
& \text { 11 } r_{23}<\frac{r_{13}}{r_{12}}, \beta_{13.2}>0 ; \text { and } \\
& \text { if } r_{23}>\frac{r_{13}}{r_{12}}, \beta_{13.2}<0
\end{aligned}
$$

3. The minima for the partial correlation coefficients, $r_{12.3}$ and $r_{13.2}$, respectively are given at the points where

$$
\begin{align*}
& r_{23}=\frac{r_{13}}{r_{12}}  \tag{5.1}\\
& r_{23}=\frac{r_{12}}{r_{13}} . \tag{6.1}
\end{align*}
$$

In tables 3 through $6, r_{13}<r_{12}$ and $r_{13.2}$ has no minimum in the permissible range of values for $r_{23}$. However, $r_{12.3}$ has a minimum at the level indicated by equation (5.1).

When $r_{12}=r_{13}, r_{12.3}$ and $r_{13.2}$ are equal and reach their lowest point in the permissible range when $r_{23}=1$.
4. Finally, the minimum value of the standard errors of the beta coofficients can be obtained easily from formula (7),

$$
\begin{equation*}
S_{\beta_{12.3}}=S_{\beta_{13.2}}=\frac{\sqrt{1-R_{1.23}^{2}}}{\left(1-r_{23}^{2}\right) \sqrt{1 /-3}} \tag{7}
\end{equation*}
$$

When $R_{1.23}^{2}=1, S_{\beta_{12.3}}=0$ (provided $r_{23}{ }^{2}$ is less than 1). Thus, in
tables 3 through 6, $\mathrm{S}_{\boldsymbol{\beta}_{12.3}}=0$ at two points, one at each end of the pormissible range of values of $r_{23}$. In figures 1 and $2, S_{\beta_{12.3}}=0$ at one point, the

$$
\begin{equation*}
r_{23}=\frac{\left(r_{12}^{2}+r_{13}{ }^{2}\right) \pm\left(r_{12}{ }^{2}-r_{13}{ }^{2}\right)}{2 r_{12} r_{13}}, \tag{2.4}
\end{equation*}
$$

that is, when $r_{23}=\frac{r_{12}}{r_{13}}$ or $\frac{r_{13}}{r_{12}}$
When $r_{12}=r_{13}$ (as in figures 1 and 2), $R_{1.23}^{2}$ reaches its minimum value when $r_{23}=1$. When $r_{13} \neq r_{12}$, only one of the two values of $r_{23}$ given by equation (2.4) will be less then 1, and hence a permissible value. In figure 3 , we have $r_{23}=\frac{0.7}{0.9}=0.78$; in the data shown in table 4, $r_{23}=0.56$; and so on. It is clear that these are minimum rather than maximum values.
2. Using the same approach, the minima for the beta coefficients, $\beta_{12.3}$ and $\beta_{13.2}$, respectively, are given at the points where
and

$$
\begin{align*}
& r_{23}=\frac{r_{12} \pm \sqrt{r_{12}{ }^{2}-r_{13}{ }^{2}}}{r_{13}}  \tag{3.2}\\
& r_{23}=\frac{r_{13} \pm \sqrt{r_{13}{ }^{2}-r_{12}{ }^{2}}}{r_{12}} \tag{4.2}
\end{align*}
$$

If $r_{12}=r_{13}$, the two beta coefficients are identical and reach their low point when $r_{23}=1$. If $r_{13}>r_{12}$, the low point for $\beta_{12.3}$ is imaginary, while that for $\beta_{13.2}$ occurs at a value somewhat greater than $\frac{r_{13}}{r_{12}}$. The
converse is true if $r_{12}>r_{13}$. In the data shown in table 4, for example, $\beta_{13.2}$ has no minimum value in the permissible range; $\beta_{12.3}$ has a minimum value at the point

$$
r_{23}=\frac{0.9 \pm \sqrt{0.81 \cdot 0.25}}{0.5}=\frac{0.900 \pm 0.748}{0.5}=0.304 .
$$

The second value of $\mathrm{r}_{23}$ is outside the permissible range.
A prominent feature of cases 3 to 6 is the fact that $\beta_{13.2}$ changes sign at a value of $r_{23}$ somewhat greater than that of $r_{13}$. Referring to equation (4),

$$
\begin{equation*}
\beta_{13.2}=\frac{r_{13}-r_{12} r_{23}}{2-r_{23}{ }^{2}}, \tag{4}
\end{equation*}
$$

lowest permissible value of $r_{23}$.
Figures 1 and 2 indicate that, if $r_{13}=r_{12}, S_{\beta}{ }_{12.3}$ approaches infinity as $r_{23}$ approaches 1 . This follows readily from oquation (7), since if $R_{1.23}^{2}$ is less than 1 at the point where $r_{23}=1$, we have a real number divided by zero.

If we set $\frac{S_{\beta_{12} .3}}{r_{23}}=0$ we obtain

$$
\begin{equation*}
r_{23}^{3}-3 r_{12} r_{13} r_{23}^{2}+\left[2\left(r_{12}^{2}+r_{13}^{2}\right)-1\right] r_{23}-r_{12} r_{13}=0 \tag{7.3}
\end{equation*}
$$

For given values of $r_{12}$ and $r_{13}$ this can be solvod most readily by plotting the values of the function for a range of values of $r_{23}$. Thus, for table 5 , the expression (7.3) becomes

$$
r_{23}{ }^{3}-0.81 r_{23}{ }^{2}+0.8 r_{23}-0.27=0
$$

This equals zero when $r_{23}$ is approximately 0.424 . It is clear from the table that this is a maximum, or uppar turning point, rather than a minimum.

Note 3. Relation of Correlation Formulas in Determinant Notations to the $P_{1 j}$ Table or Inverse Correlation Matrix

The elements of the inverse of a matrix of simple correlation coefficients may, in the three-variable case, be written as follows:


The erray of elements in the inverse is often reforred to as " the $P_{i j}$ table" in computation methods such as those developed by Waugh 4/. In this notation, $P_{11}=\frac{\hat{3} 11}{\hat{\beta}}, P_{12}=\frac{-\hat{3} 12}{\hat{\beta}}$, and so on.

[^2]To calculate $\beta_{12.3}$ from the inverse or $P_{1 f}$ table, we divide $-P_{12}$ by $P_{11}$. This is equivalent to equation (3');

$$
\beta_{12.3}=\frac{{ }^{-} P_{12}}{P_{11}}=\frac{\hat{3}_{12}}{\hat{3}} \cdot \frac{\hat{3}}{\hat{B}_{11}}=\frac{\hat{B}_{12}}{\hat{3}_{11}} .
$$

All the other formulas in the text can be derived in the same fashion from the $\mathrm{P}_{1 \mathrm{j}}$ table. For example.

$$
\begin{align*}
& R_{1.23}^{2}=1-\frac{1}{P_{11}}=1-\frac{3}{31}, \\
& r_{12.3}=\frac{{ }^{-P_{12}}}{\sqrt{P_{11}} \cdot \sqrt{P_{22}}}=\frac{\frac{\hat{B} 12}{B 3}}{\frac{\sqrt{\beta_{11} \cdot B_{22}}}{\beta}}=\frac{\beta 12}{\sqrt{B_{11} \cdot B_{22}}},
\end{align*}
$$

and so on.
The text formulas in determinant notation can be generalized for any number of variables. The same is true of the corresponding formulas in the $P_{i j}$ notation. Thus,

$$
\begin{equation*}
\beta_{12.34}=\frac{{ }^{-} P_{12}}{P_{11}}=\frac{4\rangle_{12}}{A} \cdot \frac{4}{A_{11}}=\frac{4_{12}}{\Delta_{11}} \tag{10}
\end{equation*}
$$

where $P_{11}$ and $P_{12}$ are the first and second elements in the first row of a 4 -rowed determinant,

$$
I_{(4)}=\left|\frac{4_{1 j}}{4}\right|-1, j=1, \ldots .4
$$


[^0]:    I/ In the charcs and tables that follow, $x_{12}$ and $r_{13}$ are always taken as positive, and the corresponding velues of r23 and other measuree are predominantly positive. If the same absolute values of $r_{12}$ and $r_{13}$ are taken with negative signs, the corresponding values of $R_{1}{ }^{2}, 23, r_{23}, S_{\beta_{12} .3}$ and $S_{\beta_{13} .2}$ are the same a.s before; absolute values of $\beta_{12} .3, \beta_{13.2}, r_{12.3}$ and $r_{13.2}$ are the same as before but with the opposite sign. If we take ri2 positive and 113
     $\beta_{12.3}$ and $r_{12}^{2} .3$ will be the same as in the first case ( $r_{12}$ and $r_{13}$ both positive); and the absolute values of $\beta 13.2$ and $\mathrm{r}_{13} .2$ will be the same as in the first case but with opposite sign. Finally, if we take rl2 negative and rl3 positive, the values of $\mathrm{r}_{23}$ Hill be predominantly negative; those of $R_{1}{ }^{2} \cdot 23$, $S_{\beta_{12.3}}, S_{\beta_{13.2}, B_{13.2}}$ and $r_{13.2}$ W111 be the same as in the first case; and the absolute values of $\beta_{12} .3$ and $r_{12}, 3$ will be the same as in the first case but with opposite sign. As the absolute values of all the measures are unchanged by these interchanges of signs, the figures tabulated below each chart can be used for all four cases with appropriate changes in aigns.

[^1]:    1/ Identicel for each $\beta$.
    2/ Lovest possible value of r23.
    $3 /$ Highest possible value of $r_{23}$

[^2]:    4 Waugh, F.V.A Simplified Method of Determining Muitiple Regression Constiants, Amer. Statis. Assoc. Jour. 30:694-700. 1935.

