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Abstract

With the widespread usage of multi-region multiteedCGE models in various areas of
policy analysis, there is an increasing need tovigeo a validation of the commonly
employed baseline scenario. So far, there have loegn a few attempts to validate CGE
model outcomes in a systematic way. This studyfissaattempt to validate a multi-country,
multi-sector CGE model. The paper broadly follows thistorical’ approach to validate the
MAGNET - the GTAP based model of LEI-Wageningenuénsity. The GTAP 6 database
with base year 2001 is used to construct projestion the period 2001-2007, which are
subsequently compared with historical time-sergs 6éutput, value added and labour for a
large number of countries and detailed sectorsallyinregression analysis is applied to
investigate if forecast performance structurallyfedls across sectors and countries. This
information can be used as a guidance to improwetting.



1 Introduction

Quantitative impact assessments employing the ctabjm general equilibrium (CGE)
framework have become the de facto option whenyaimag the economic ramifications of a
(set of) policy shock(s) within a fully inclusive@omic system. Growing demand for CGE
work has been principally driven by policy oriewit institutions requiring detailed
information on how changes in economic policy afi@ifferent sectors and actors within an
economy. In response, the supply of CGE modellifigrts has been greatly facilitated by
significant advances in computing power, the adaliyaand flexibility of both mainstream
(i.,e., GAMS, GAMS/MPSGE) and specialist (i.e., GEMFK) software packages, open
access to models and associated training (e.gbaGldrade Analysis Project - GTAP,
GLOBE) and affordable availability of sophisticatéatabases (e.g., GTAP database). As the
credibility of CGE models has steadily improved othee last two decades, this has resulted
in an extensive body of CGE literature, much ofahhinitially dealt with trade policy (e.g.,
Robinson et al., 1993) and market integration (Ba&thal., 2000) scenarios, but has
subsequently branched out into other areas of ¢hdeaic literature to include (inter alia)
transport (Hensher et al, 2004) and tourism (Blakd Sinclair, 2003), renewable energy
(e.g., Bohringer and Loschel, 2006), biofuels (Tadoair,et al., 2011) and climate change
(e.g., Bohringer and Rutherford, 2010)

Interestingly, Dixon and Jorgensen (2013) note, thgghind any policy-relevant CGE result
is an enormous amount of background work on datanation and computation. Ideally, the
result is also supported by model validation" (@p.@¢hapter 1). In the case of the former
statement, it is beyond doubt that the level ofhssipration of CGE modelling and data
construction is at unprecedented levels. Notwitiditay, even a cursory view of the literature

reveals that the issue of CGE model validationrbasived relatively scant attention.

This study is a first attempt to validate a mudisatry, multi-sector CGE model. The paper
broadly follows the ‘historical’ approach to valitdahe MAGNET — the GTAP based model
of LEI-Wageningen University.

2 Methodology

2.1 Previous approaches



A review of the literature reveals only a limitedmber of studies that systematically verify
and validate the results of (multi-country multct®) CGE models (see Dixon and Rimmer,
2013 for an overview). Broadly speaking, two apphes to CGE model validation can be
distinguished. First, the ‘partial’ approach, whidtuses on how well the model is able to
deal with shocks. In this approach, price fluctmagi of a single commodity predicted by the
model are compared with real world patterns. Typicacommodities are selected that
exhibit high price volatility due to supply and dand shocks, such as agricultural products,
whose supply is strongly influenced by variatiormieather. Time series analysis is used to
estimate the distribution of production shocks thed caused by random events for each
region in the model. Subsequently, the observetempats mimicked by the model by
introducing productivity shocks using stochastimation. Finally, the real world variance
in commodity prices is compared with the varianctgrices that result from the model. The
two key papers that apply this approach are Valelazet al. (2007) and Beckman et al.
(2011). The first paper validates the GTAP-AGR niaalgplying the methodology to the
international wheat market, while the second papédates the GTAP-E model by looking

at international petroleum prices.

The second validation approach can be referredstthe ‘historical’ approach because it
relies on historical simulations to validate CGEd®mlg. The main focus is to get the baseline
‘right’. The methodology has been developed byasdeers at the Centre of Policy Studies
in Australia (Dixon and Rimmer, 2002, 2010). It ststs of a two steps. In the first step, the
historical simulation, the model is solved using rasich information as possible on
movements over the simulation period in prices godntities for consumption, exports,
imports and government spending disaggregated bymmality and on changes in
employment, investment and capital stocks disaggeeg by industry. By treating this
information as exogenous, changes in consumer rprefes and technologies (i.e. factor
augmenting technical change) become endogenousaanie quantified. In the second step,
the forecast simulation, it is assumed that chamygseferences and technologies from the
past remain the same in the future and are theraised as exogenous variables in the
model. Together with projections for a number ofragate macro-level variables such as
total consumption and GDP, forecast are made ati¢tegled industry level (e.g. production,
capital, labour, imports and exports) as well assoconption and government spending. In the

final step, the model results are compared withalalata for the forecast simulation period.



By successively introducing the ‘real’ pattern @abgenous variables (e.g. ‘'macro variables,
trade and tariffs, technology and preferences)rtipact of different exogenous factors on the
forecast can be measured. Dixon and Rimmer (20dpljeal the method with the USAGE

model, a recursive dynamic 500-industry CGE modi¢he USA. Using uniform weights for

all commodities they found an average gap of 18gerbetween the model forecast and the
actual percentage change of output. Although theb®n seems high, a comparison revealed
that the USAGE forecasts are still almost twicegased as a simple extrapolation of past
trends. Using information on past trends to preflictire development is the most basic

approach to forecasting and helps put model resutigoerspective.

2.2 Validating a multi-country multi-sector model

One major problem with validating models with alib coverage as compared to single
country models is the lack of datasets that contéstorical output and input data for that
cover a large number of industries and countried are consistent in time and space.
Moreover to validate model projections using histr data a relative long time period
should be covered. To solve this issue the GTARt&lthse with base year 2001 is used to
construct projections for the period 2001-2007.sEhprojections are subsequently compared
with historical time-series from the KLEMS databasdich presents output, value added
and labour data for a large number of countriesdetdiled sectors. In this way, it is possible
to compare model projections and historical dat82tountries and 22 sectors. To measure
forecast performance the average error (AE) isiag@imilar to Dixon and Rimmer (2010),
which is computed at the sector, industry and tt#g€l. Finally, regression analysis is
applied to investigate if forecast performancedtrally differs across sectors and countries.
This information can be used as a guidance to iwgtiee modelling.

Problems with country coverage and lack of detaifddrmation on a number of variables,
combined with the very complex and unusual clo$oréistorical simulations, in particular
in the case of multi-country models, causes sefwaklems in implementing the first step in
the method proposed by Dixon and Rimmer (2010nddewe directly proceed with step
two and assume that the standard assumptions coimen preferences and technical change
in MAGNET adequately represent future patterns. @tmparison with historical trends for

the period 2001-2007 will indicate whether thisuemsption is reasonable.



To measure forecast performance we use the averemg AE) introduced by Dixon and
Rimmer (2010). As we are analysing a multi-coumtigdel we can compute AE both at the
sector, industry and total level. AE is defined as:

AE = SLwi x| fi - ab]/ (14 2), (1)

wheref;! is the forecast of a variable by the model, iis tase the percentage change in the
labour productivity, land yield and consumption rghaf industryi in countryc between
2001 and 2007a. is the actual percentage change in the labourugtinty, land yield or
consumption share of industiyin country ¢, and?} is the weight that is associated with
industryi in countryc. The AE is the absolute difference between foreeast observed
values that is rescaled to the final year for thhedast period (here 2007). We present two
versions of AE: a simple and a weighted averagehénlatter case country weights (GDP)
are used in case of labour productivity and vyiellilev sector weights are used for
consumptiort. If AE is close to zero, the forecast resemblesweald patterng. Apart from

the AE, which is a formal measure to validate tredet, we also present a number of plots
that show historical trends in labour productivigll computations, data analysis and plots
are coded in R, a free software programming languagd a software environment for
statistical computing and graphics (The R Core T,&0t3).

3 Benchmarking data

The main source of information for sectoral outpmnid input data are the EU KLEMS
Growth and Productivity Accounts (March 2011 Updatbereafter KLEMS) prepared by

! Only weighting at the country level implies thdit sectors are equally important within
countries despite obvious differences in outputemployment. The EU KLEMS database
presents data in national currencies which prewetsomputation of industry-level weights.
An potential option for future research is to useirdry PPPs also available on the EU
KLEMS site to convert all data in the same currency

2 Dixon and Rimmer (2010) also compared their fosecavith simple extrapolations of past
trends — the basic alternative in the absence alefforecasts. Such an analysis falls outside
the scope of this paper but could be an interestiggue for follow up work.



the Groningen Growth and Development Centre (GGbD)e database is the result of a
research project funded by the EU to produce ctargisong-run sectoral productivity data
for OECD countries which can be used for compagatmalysis on economic growth and
structural change. It includes indicators for eauoim growth, productivity, employment
creation, capital formation and technological clearay the sector level for 28 OECD
countries from 1970 to 2007. The database provildfesmation on up to 71 sectors at the
most detailed level, which cover the total econortyis organised around the growth
accounting methodology, which is rooted in neositzd economic production theory. It
includes output measures (total output and valuwed)d inputs (capital (K), labour (L),
energy (E), materials (M) and service inputs (S) #otal factor multifactor productivity
(MFP). At present, the KLEMS database covers 26pean countries (of the EU27 only
Bulgaria is not included), as well as the Unitedt&s, Canada, Australia, Japan and Kdrea.
More detailed information about the database, ssuand methodology can be found in
Timmer et al. (2007a, 2007b) and O’'Mahony and Tim(@609).

Table 1presents a list of KLEMS countries that are usgdHe analysis as well as some key
variables that are needed for the comparison. Eomtries for which data is available are
excluded from the analysis. Australia was onlyrlatdded to the database and therefore
could not be included in time for this project. Bapan, Portugal, Poland and Slovenia, data
is only available up to 2006 which makes compariaith MAGNET projections with end
year 2006 problematic. For the remaining countoetput, value added and labour data is
available for the period 1970-2007. Capital stool,ehence, TFP is available for a limited
number of countries and in most cases for a shpeeod starting in 1981. KLEMS and
GTAP vary with respect to the level of detail inrteén industry groups. For historical
reasons, GTAP provides a very detailed breakdownthef agricultural sector in 14
subsectors, while KLEMS only gives one compositetaecalled ‘agriculture, forestry and

fishing'. On the other hand, KLEMS offers detailiedformation for a few industries, in

3 All data can be downloaded fromww.euklems.nefaccessed December 6, 2012]. World

KLEMS, a related project, is currently making afogfto collect similar data for a number

of large emerging economies. Se@w.worldklems.nefAccessed December 6, 2012].

* Australia was only added in a later edition of ELEMS and is therefore not included as a

separate country in the validation exercise.



particular chemicals (3 subsectors) and wholesateratail trade (3 subsectors) which are
captured by a single aggregate in GTAP. OverallABThas a finer industry breakdown than
KLEMS. To match the two sources, sub-sectors whgmgegated where need@able 4 in
the Annex shows the concordance between KLEMS amidR3sectors.

Table 1: KLEMS country and data coverage

Cod | Country Period Output, value added and Capital stock and

e employment TFP

AU | Austria 1970- X X

T 2007

BEL | Belgium 1970- X X
2007

CZE | Czech 1995- X X

Republic 2007

DN | Denmark 1970- X X

K 2007

ESP | Spain 1970- | X X
2007

EST | Estonia 1995- | X
2007

FIN | Finland 1970- X X
2007

FR | France 1970- | X X

A 2007

GB | United 1970- X X

R Kingdom 2007

GE | Germany 1970- | X X

R 2007

GR | Greece 1970- | X

C 2007

HU | Hungary 1995- X X




N 2007

IRL | Ireland 1970- X X
2007

ITA |lItaly 1970- X X
2007

JAP | Japan 1970- | X X
2006

LV | Latvia 1995- X

A 2007

LT Lithuania 1995- X

U 2007

LU | Luxembourg | 1970- | X

X 2007

ML | Malta 1995- X

T 2007

NL | Netherlands 1970- | X X

D 2007

PRT | Portugal 1970- | X
2006

POL | Poland 1995- X
2006

SV | Slovakia 1995- X

K 2007

SV | Slovenia 1995- X X

N 2006

SW | Sweden 1970- X X

E 2007

US | United States| 1977- | X X

A 2007

Source: Timmer et al. (2007b)

Note: Capital stock and TFP are often not avail&mehe complete period but cover the
period 1981-2007 for most countries.




4 MAGNET model setup’
4.1  Aggregation

In order to fully exploit the data we distinguisHaage number of individual countries and
only aggregate countries for which no additionaiadia available. Using the concordance

table, we mapped the GTAP sectors to KLEMS sectors.

4.2  Standard model settings

Unless otherwise noted, the MAGNET model we ugdismpaper is the version described in
Woltjer and Kuiper (2013). Key modules and setfmgthis particular analysis include:

» Segmented factor markets

* Endogenous land supply

» Consumption corrected for PPP

* Input technology shifters (ASCALE)
» Standard GTAP elasticities

» Standard GTAP CES nest

We do not switch on the CAP and biobased modules=dihese extensions are not relevant
to the measures being examined within this resedfcinthermore, we prefer to use a
relatively simpler setup to be able to isolate #féects of changes in assumptions on

technological change and consumption.

4.3 Drivers

To make forecasts with MAGNET, projections are iegflion the growth of GDP and the

four production factors whose supply is exogenaaural resources, capital stock, skilled
labour and unskilled labour). The standard appraacto assume that natural resources
increase at a a quarter of the rate of GDP growedpital stock growth increases at a similar

® For detailed information see Woltjer and Kuiped13)



rate to GDP and skilled and unskilled labour inseeat a the same speed as population
growth. Table 2 shows the development of the standard drivers AGMET for the period
from 2001 to 2007. All data is taken from USDA/ERSI reflect actual trends for 2001-2007
not projections. It also presents the growth irualkcemployment and capital stock from
KLEMS. KLEMS provides different series for employnteincluding corrections for hours
worked and self-employment. We use the serieshernumber of persons engaged which
resembles the population series, also expressqgubrsons, and captures self-employment
which is important in the agricultural sector. Gapstock is constructed using the Perpetual
Inventory Method, which aggregates past investmaritis weights given by the relative
efficiencies of capital goods at different agese Thacro-data from KLEMS is used to
analyse the impact of better data on drivers on MEG forecasts for labour productivity
and yield.

For a number of countries, Table 2 reveals substadifferences between the USDA/ERS
and KLEMS series. Most striking is the divergencetween the two sources in the
population/employment data for EST, HUN, LTU and AMwvhose trend is negative for
population and positive for employment. For GDPi@dpstock, the differences are less
obvious but can be observed for a number of ceegguch as DNK, FIN, IRL and ITA. The
correlation between population/employment and GBital stock is 0.45 and 0.76,
respectively. This suggests, at least in the medium that population projections are not a
good approximation for employment growth, whilengsGDP as a proxy for capital stock is

a more reasonable assumption.

Table 2: Development of key Drivers by source (2062007)

Country Population Employment GDP Capital stock
(USDA/ERS) (KLEMS) (USDA/ERS) (KLEMS)

AUT 0.84 3.59 15.69 9.09

BEL 0.98 5.18 13.38 -

CYP 12.47 10.54 22.59 -

CZE -0.33 4.92 32.93 25.35

DEU -0.10 1.04 8.68 13.23




DNK 2.10 4.12 11.01 20.55
ESP 10.15 21.38 22.06 34.31
EST -3.95 14.76 61.05 -

FIN 1.12 6.98 22.43 13.00
FRA 3.58 3.73 11.45 14.44
GBR 3.16 5.41 16.53 21.95
GRC 1.18 7.25 28.29 -
HUN -0.94 1.20 20.27 20.95
IRL 14.13 21.46 37.24 58.17
ITA 2.93 7.65 6.29 14.40
JPN 0.53 - 11.23 -
KOR 2.27 8.63 32.44 -

LTU -1.93 13.41 61.51 -
LUX 7.97 19.62 30.25 -

LVA -4.17 15.41 69.33 -

MLT 2.55 8.72 15.39 -

NLD 1.90 3.99 12.56 -

POL -0.32 - 30.46 -
PRT 2.47 - 6.03 -
SVK 0.79 6.86 47.31 -
SVN -0.10 - 31.66 -
SWE 1.02 2.89 21.52 25.68
USA 5.94 4.24 16.48 18.36

Source: USDA/ERS for GDP and population, KLEMSdamployment and Capital stock

Note: for JPN, POL, PRT and SNV data for 2007 issimg and therefore figures are not
presented.




4.4  Technical change

Apart from assumptions on several macro-level dsivparameters for technical change are a
key determinant of long-term projections within MA&T. In the standard design of
MAGNET, a combination of two variables/parametegdirte technological change in the
model. First, ALAND is a proxy for the change inogenous yields, for instance because of
the introduction of high-yielding seeds or climateange. Values for ALAND are region
specific and cover the period 2001-2030, taken fBrinsma (2003). At present there is no
data on actual yield improvement per country fog fheriod 2001-2007 to improve the
projections’ Secondly, ASCALE is a technology shifter that wisttes the rate of overall
country-level technical change (AKNREG). In thenstard set-up ASCALE is based on
expert knowledge and assumes different rates dihteal change for three broad groups of

sectors, (agriculture, manufacturing and serviessyell as across factors of production.

4.5 Consumption

In GTAP, private (household) consumption behavisunodelled via a Constant Difference
of Elasticity (CDE) function, which is a relativeliexible, non-homothetic function allowing
for non-constant marginal budget shares, and ibraséd by GTAP using data on income
and price elasticities of demand. Since the uséh@fCDE function in practice results in
constant income elasticities over time — leadinginoealistically high consumption of food
items in fast growing economies — in MAGNET incoelasticities are adjusted over time
using real (PPP-corrected) GDP per capita. Thisuleodses the CDE function from the
standard GTAP model, but calibrates the price amtdme elasticities in each step of the
Euler optimization routine, based on a functior&dationship between real (PPP-corrected)
GDP per capita and income elasticities, and on exogsly given price elasticities that are

normally taken from the GTAP database. In calcofathe income elasticities commodities

® In theory one could use FAOSTAT data on yieldsmprove the historical projection.
However, yields are influenced by a myriad of fasteuch as weather shocks, (inter)national
agricultural and trade policies, extension servimed R&D. It requires extensive qualitative

and quantitative analyses to separate these elsmwhith beyond the scope of this paper.



are divided into different groups that determine tider of calculation. At this moment the
commodities categorized in the service sector eaed in order to guarantee that the sum of

the income elasticities equals one.

5 Results
51 Model validation

Table 3 presents the results from applying Equation (1l)atwmour productivity projections
with MAGNET using different weights and samples.bbar productivity is defined as
production volume (VALOUTPUTxqo) divided by emplogmt (VFMxqf). Basic AE is the
simple mean (equal weights) of all sectors and tt@min the sample. Weighted AE uses
GDP as weights to aggregate the countries, whilst@ghts are used for the sectors within a
country. Weighted AE KLEMS represents the weightdtfl of a subsample of countries,
namely the 17 countries for which we have compdietia (all countries in the last column of
Table 1) This measure will clearly show the impact of o in assumptions on capital
stock and TFP, for which data is only available KhEMS countries. The three indicators
are presented for three experiments, which togetiffer a validation of MAGNET with
respect to labour productivity projections in comgan to the KLEMS database. In the pure
forecast, MAGNET is used employing standard maawegtions (population growth for
employment growth and GDP growth for capital stagkwth). In the second and third
experiments, actual KLEMS data on employment anpitaiastock from Table 2 are
successively introduced. All other drivers and agstions on technical change remain the

same.

The analysis indicates that the basic AE for adgfindustry and country is 17.32 percent. In
other words, the average error for labour proditgtiprojections with MAGNET is 17

percent which seems rather high. In particulacamparison an average labour productivity
growth of 26.44 percent that is observed for theope2001-2007. However, if we take a
closer look at the data, things are not as badhag seem. In fact, the average labour
productivity per industry and country ranges frod9 -to 240 percent with a standard
deviation of 34 percent and therefore substantidiyiates from the average in most
countries and sectors. The table also shows thae iintroduce better data on employment,
the forecast error is reduced by 0.7 percent. Quesely adding capital stock data, the AE

declines a further 0.04 percent.



So far we have treated all countries in our samagleequally important. However, in most
policy experiments for which we are using MAGNETe are interested in projections for
large economies, such as the USA or the total EBaogconomy, which is dominated by
Germany, France, ltaly and the United Kingdom, @adt of small countries like Latvia,
Cyprus and Malta. The Weighted AE of around 11 qeert shows that the forecast error is
much smaller in large economies than in small obsfng GDP as weights reduced the AE
by approximately 5 to 6 per cent. If we only lodkilee subsample of 17 KLEMS countries,
the forecast error is reduced even further. Simdathe simple AE, the results suggest that
using employment instead of population trends vatluce the forecast error, although the
improvement is less large. This is not surprisimge the largest difference between the
population and employment figures occur in a groéigmall countries that are not in the
core KLEMS group Table 2). Applying capital stock figures, on the other iadoes not
seem to gain much and can even slightly deteriahatguality of the forecast. The reason for
this might be the well-known difficulties in constting capital stock series. As the
employment projections provide the best results emeploy this model set up in all

subsequent analysis.

Table 3: AE for MAGNET forecasts of labour productivity (2001-2007)

Experiment Basic AE Weighted | Weighted AE

AE KLEMS
Standard MAGNET 17.32 11.30 10.84
Standard MAGNET + Employment 16.62 11.03 10.64
Standard MAGNET + Employment + 16.58 11.07 10.68
capital stock

Table 3 provides a basic aggregate measure of the exterwhich model forecasts

correspond to actual trends. But what causes #meses? And are the forecast errors similar
across countries or are a few countries performerny poorly while the forecast is almost
perfect in others? Similarly, is the AE the sameosg all industries or are we missing
something in the model which causes a persistanatiten for high-tech or low-tech sectors?

Answers to these questions will provide directionshow to improve the model, for instance



by improving the SAMs of certain countries or chiaggthe parameters for technological
change. To investigate the AE distribution by coymind industry, we present a number of
box plots (also sometimes referred to as box andkehplots). A box plot consists of a box
whose bottom and top reflects the first and thdrtjles. The band inside the box represents
the second quartile (the median). In addition weealda diamond inside the box to indicate
the mean of the distribution. The upper whiskeepgt from the hinge to the highest value
that is within 1.5 * IQR of the hinge, where IQR tise inter-quartile range, or distance
between the first and third quartiles (the sizéhefbox). The lower whisker extends from the
hinge to the lowest value within 1.5 * IQR of thede. Data beyond the end of the whiskers

are outliers and plotted as points.

Figure 2present the box plots for AE per countryg amctor, respectively. In contrast with
Equation (1) we refrain from taking the absolutéugeof the difference between actual and
forecasted growth. In this way, the figures alsespnt information of the direction of the
error (i.e. overshooting or undershooting). The mefeach country/sector is used to rank

the boxes. Units with the highest mean are ondpe t

Clearly MAGNET is not performing well for a numbef small economies, in particular
Latvia, Malta and Lithuania. These countries as® aharacterised a high dispersion of the
AE, a mean that is far from zero and a few extrentéers. Of the larger countries, Hungary
and Greece exhibit the largest dispersion in faeeeor, while the forecast for Germany on
average undershoots actual growth, indicated byarage below zero. Without further
information it is difficult to come up with explamans why these countries give problems.
One possible reason might be the structural qualitthe SAMs which is not in line with
economic reality. Another reason might be the aemge of country specific structural
change or socio-economic events within the sameteg@ which have not been picked up

by the model.

Figure 2 indicates that there are also large diffees in the forecast error across sectors. The
petrol and electricity sectors show large disperaod means that are different from zero,
whereas for agriculture and paper the fit seemg geod. Also here the explanations might
be twofold. On the one hand, the large AE in thegbesector might indicate a turbulent

period of radical technical change or industry gpeevents (e.g. manipulation of the oil



production by the OPEC) that is very specific fahmrt to medium period and therefore not
picked up by the model. On the other hand, it migkitect the long run pattern of
technological advancement of the electronics sestoch is not appropriately modelled in
MAGNET. The Calibration report aims to addressdbeond explanation.



Figure 1: Box plot for labour productivity AE per country
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Note: figures based on standard MAGNET+employmesdeh Some outliers are not
depicted as they are out of the plot range.

Figure 2: Box plot for labour productivity AE per sector
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5.2 Regression analysis

[To be added]

6 Conclusions

[to be added].
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Table 4: EU KLEMS — GTAP concordance

Annex

GTA | GTA | GTAP description KLEM | KLEMS description

P P S code

Num | code

ber

1 PDR | Paddy rice AtB Agriculture, Hunting, forestry
and fishing

2 WHT | Wheat AtB Agriculture, Hunting, forestry
and fishing

3 GRO | Cereal grains nec AtB Agriculture, Huntingyeistry
and fishing

4 V_F | Vegetables, fruit, nuts AtB Agriculture, Hurg, forestry
and fishing

5 OSD | Oil seeds AtB Agriculture, Hunting, forestry
and fishing

6 C_B | Sugar cane, sugar beet AtB Agriculture, Hgtforestry
and fishing

7 PFB Plant-based fibers AtB Agriculture, Huntifayestry
and fishing

8 OCR | Crops nec AtB Agriculture, Hunting, forestry
and fishing

9 CTL | Bovine cattle, sheep and AtB Agriculture, Hunting, forestry

goats, horses and fishing

10 OAP | Animal products nec AtB Agriculture, Huntjrigrestry
and fishing

11 RMK | Raw milk AtB Agriculture, Hunting, forestry
and fishing

12 WOL | Wooal, silk-worm cocoons AtB Agriculture, Hiimg, forestry
and fishing

13 FRS Forestry AtB Agriculture, Hunting, forestry

and fishing




d

A

14 FSH Fishing AtB Agriculture, Hunting, forestry
and fishing

15 COA | Coal C Mining and quarrying

16 OIL Oil C Mining and quarrying

17 GAS | Gas C Mining and quarrying

18 OMN | Minerals nec C Mining and quarrying

19 CMT | Bovine meat products 15t16 Food productgetages and
tobacco

20 OMT | Meat products nec 15t16 Food products, @mes and
tobacco

21 VOL | Vegetable oils and fats 15t16 Food produmtserages and
tobacco

22 MIL | Dairy products 15t16 | Food products, bevesaged
tobacco

23 PCR | Processed rice 15t16 Food products, beveeagke
tobacco

24 SGR | Sugar 15t16 Food products, beverages an
tobacco

25 OFD | Food products nec 15t16 Food products, bgesrand
tobacco

26 BT Beverages and tobacco 15t16 Food products, beverages and

products tobacco

27 TEX | Textiles 17119 Textiles, textile producesather
and footwear

28 WAP | Wearing apparel 17t19| Textiles, textile praig, leather
and footwear

29 LEA | Leather products 17t19| Textiles, textilegwrots, leather
and footwear

30 LUM | Wood products 20 Wood and products of wond &
cork

31 PPP Paper products, publishing 21t22 Pulp, papeer products,
printing and publishing




<<

32 P C Petroleum, coal products 23 Coke, refineablgeim
products and nuclear fuel

33 CRP | Chemical, rubber, plastic 23t25 | Chemical, rubber, plastics and

products fuel products

34 NMM | Mineral products nec 26 Other non-metallimenal
products

35 | S Ferrous metals 27t28 Basic metals and fatedc
metal products

36 NFM | Metals nec 27t28 | Basic metals and fabricated
metal products

37 FMP | Metal products 27t28| Basic metals and fabeit
metal products

38 MVH | Motor vehicles and parts 34t35  Transportipoent

39 OTN | Transport equipment nec 34t35  Transportpgent

40 ELE | Electronic equipment 30t33 Electrical antieg equipment

41 OME | Machinery and equipment nec 29 Machinerg, ne

42 OMF | Manufactures nec 36t37 Manufacturing necyRkng

43 ELY | Electricity E Electricity, gas and water plyp

44 GDT | Gas manufacture, distribution E Electricggis and water supply

45 WTR | Water E Electricity, gas and water supy

46 CNS | Construction F Construction

47 TRD | Trade G Wholesale and retail trade

48 OTP | Transport nec 60t63 Transport and storage

49 WTP | Water transport 60t63 Transport and storage

50 ATP | Air transport 60t63 Transport and storage

51 CMN | Communication 64 Post and telecommunications

52 OFI Financial services nec J Financial interrataoin

53 ISR Insurance J Financial intermediation

y



54 OBS | Business services nec 71t74  Real estateygemnd business
activities
55 ROS | Recreational and other LtQ Community social and persona
services services
56 OSG | Public Administration, LtQ Community social and persona
Defense, Education, Health services
57 DWE | Dwellings NA NA
Source: Timmer et al. (2007b) and GTAP database
Table 5: FAOSTAT — GTAP concordance
GTAP number | GTAP code GTAP FAO code FAO
description description
1 pdr Paddy rice A27 RicePaddy
1 pdr Paddy rice A2804 RicePaddyE
2 wht Wheat Al15 Wheat
2 wht Wheat A2511 Wheat2
6 Sugar cane, sugar
cb beet Al157 Sugarbeet
6 Sugar cane, sugar
c b beet A2537 SBE
6 Sugar cane, sugar
cb beet A156 Sugarcane
6 Sugar cane, sugar
c b beet A2536 SCA

Source: FAOSTAT and GTAP database




Table 6: Sector aggregation

Code | description

PDR | Paddy rice

WHT | Wheat

GRO | Cereal grains nec

V_F | Vegetables, fruit, nuts

OSD | Oil seeds

C_B | Sugar cane, sugar beet

PFB | Plant-based fibers

OCR | Crops nec

CTL | Bovine cattle, sheep and goats, horses

OAP | Animal products nec

RMK | Raw milk

WOL | Wool, silk-worm cocoons

FRS | Forestry

FSH | Fishing

C Minerals nec

15t16| Beverages and tobacco products

17t19| Leather products

20 Wood products

21t22 | Paper products, publishing

23 Petroleum, coal products

23t25| Chemical, rubber, plastic products

26 Mineral products nec

27t28| Metal products

34t35| Transport equipment nec




30t33

Electronic equipment

29 Machinery and equipment nec

36t37| Manufactures nec

E Water

F Construction

50t52| Trade

60t63 | Air transport

64 Communication

J Insurance

70t74 | Business services nec

LtQ | Public Administration, Defense, Education,

Health




Table 7: Region aggregation

Code | description

AUT | Austria

BEL | Belgium

DNK | Denmark

FIN Finland

FRA | France

DEU | Germany

GBR | United Kingdom

GRC | Greece
IRL Ireland
ITA Italy

LUX | Luxembourg

NLD | Netherlands

PRT | Portugal

ESP | Spain
SWE | Sweden
CYP | Cyprus

CZE | Czech Republic

HUN | Hungary

MLT | Malta

POL | Poland

SVK | Slovakia

SVN | Slovenia

EST | Estonia

LVA |Latvia




LTU

Lithuania

RUS

Russian Federation

CHN

China

USA

United States

JPN

Japan

KOR

Korea

IND

India

BRA

Brazil

LAC

Latin America

AFR

Africa

WEO

Western European
countries

ASIA

Asia
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