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“Value-At-Risk” in Agricultural Supply Chains – Summary 
Daniel O’Brien1: Western Economics Forum Fall 2022 Issue Lead Editor 

“Value-At-Risk” in Agricultural Supply Chains is the focus of the Fall 2022 issue of the Western 
Economics Forum.  The editorial team of Matthew Elliott, David Riplinger, Aleksan Shanoyan, 
Hernan Tejeda and Daniel O’Brien recognized the increasing relevance of supply chain-related 
challenges in agriculture – both domestic and foreign.  And given the financial impacts on agriculture 
when associated supply chains do not function effectively, the editors chose to approach this broader 
issue in the economic framework of “Value-At-Risk.”  

Different types of factors can cause Agricultural Supply Chains to be at risk.  These include 
naturally occuring factors such as widespread disease outbreaks (such as COVID-19), weather 
extremes and associated climate variation.  Global factors impacting ag supply chains can include 
variation in ocean freight rates and countries’ currency valuations, logistical transportation and 
storage issues, periodic shortages in key international agricultural inputs such as fertilizers or 
pesticides, and tight labor supplies in various countries. Domestic U.S. and global political and legal 
factors such as country-to-country geopolitical conflicts and trade disagreements, as well as 
differences in energy policy and ag production and processing regulations may also impact 
agricultural supply chains.  

There are four articles in this issue dealing with these topics.  They are: “A Portrait of Firms 
that Trade in Meat Products” by Schweizer, Steinback and Zhuang; “Effect of Diversification on Farm 
Resilience: Evidence from Kansas” by Lindbloom, Davtyan, Shanoyan and O’Brien; “Global Animal 
Protein Trade Impact of Largescale Human Health Events” by Marks, Thompson, Upendram and Yu; 
and “Investigating the Growth of Brazilian Agricultural Exports” by Schweizer and Yildirim.  A brief 
description of each follows below 

A fifth article originates from the 2022 WAEA Annual Meeting Grain Student Paper 
competition.  “Livestock Risk Protection: Selecting Optimal Coverage Contracts for Producers” by 
Haviland and Feuz was one of the papers selected for presentation at the 2022 Annual meeting.  
These authors choose to publish their paper in this issue of the WEF as was offered to them.  
Congratulations to these agricultural economists in the early stages of their career! 

Editor Team for the Fall 2022 issue of the Western Economics Forum: 
Matthew Elliott, South Dakota State University 
David Ripplinger, North Dakota State University 
Aleksan Shanoyan, Kansas State University 
Hernan Tejeda, University of Idaho 
Daniel O’Brien, Kansas State University 

1 Professor, Department of Agricultural Economics, Kansas State University 
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A Portrait of Firms that Trade in Meat Products 
Heidi Schweizer, Sandro Steinbach, and Xiting Zhuang 
 

This study provides an integrated view of U.S. firms that engage in international meat trade, focusing 
on a constructed dataset linking firm-level trade transactions to a unique panel on U.S. business 
activities from 2010 to 2020. This novel dataset enables us to examine several dimensions of firm 
activity in the meat industry, including how many different products firms trade, how many 
countries with which firms trade, the characteristics of those countries, and the concentration of 
foreign sales across firms. The authors find that significant market concentration implies that meat 
processing and foreign trade disruptions could have system-wide consequences beyond the United 
States. 
 
 
Effect of Diversification on Farm Resilience: Evidence from Kansas 
Michael Lindbloom, Nash Davtyan, Aleksan Shanoyan, and Daniel O’Brien 
 

The concept of system resilience has emerged to complement conventional risk management options 
and is defined as the ability of a system to withstand predicted or unpredicted disturbance through 
development of effective buffering and adaptive capabilities. This study uses 47 years of farm-level 
data from the Kansas Farm Management Association database to calculate a diversification index and 
a resilience index of a farm 𝑖𝑖, during time period 𝑡𝑡, and specify an econometric model to estimate the 
effect of diversification and other farm characteristics on farm resilience. The contribution of this 
study is threefold. First, it presents the first application of the resilience triangle method at the 
individual farm level. Second, it provides empirical evidence of the effect of diversification and other 
farm characteristics on resilience. Third, it highlights potentially fruitful areas for future research on 
farm resilience. 
 
 
Global Animal Protein Trade Impacts of Largescale Human Health Events 
Mary Lynn Marks, Jada M. Thompson, Sreedhar Upendram, and T. Edward Yu 
 

Despite the emergent literature on COVID-19, little has been done to collectively identify and analyze 
the effects of largescale human health events on animal protein trade. Using export trade data from 
2010-2020 for animal protein exporters, this analysis estimates the effects human health events (i.e., 
MERS-Cov, COVID-19, Ebola, and Zika virus) on global animal protein trade for 23 individual 
commodities (6-digit HS level). Results show heterogeneity between diseases, products, and 
exporters.  This heterogeneity indicates differences in response between events, dependent on event 
size, scope, and impacts. The study results can help improve preemptive business continuity 
planning and deepen the understanding of the implications of future emerging largescale health 
events on the meat industry. 
 
 
Investigating the Growth of Brazilian Agricultural Exports 
Heidi Schweizer and Yasin Yildirim 
 

Many explanations have been offered for the rapid rise of Brazilian market share in the global 
marketplace such as increased agricultural land, infrastructure improvements, and a supportive 
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policy environment. Using a gravity model where the dependent variable is the value of Brazilian 
agricultural exports to its trading partners, the authors examine the collection of factors commonly 
included in explanations of Brazilian agricultural and export growth between the years 1996-2018. 
Specifically, they include measures for currency depreciation, domestic agricultural policies, 
improvements to internal infrastructure (rail and road), changes in agricultural inputs like land use 
and technology adoption, as well as the standard set of explanatory origin/destination variables such 
as bilateral trade agreements. Their results show that agricultural export flows are dominantly 
associated with domestic factors including changes in agricultural inputs and transportation 
infrastructure. 
 
 
Livestock Risk Protection: Selecting Optimal Coverage Contracts for Producers 
Logan B. Haviland and Ryan Feuz 
 

The authors evaluate the optimal producer-selected coverage options comprised of coverage length 
and level for each marketing month for feeder cattle steers (600-900lbs.) insured with Livestock Risk 
Protection insurance. The optimal contracts are identified as those which have historically provided 
the highest probability of a positive net return and the highest average net return. They find that, 
regardless of marketing month, the optimal contracts consist of relatively high coverage levels 
whereas the optimal length of the contracts varies across months. The results are compared against 
actual policies purchased to evaluate whether producer decision patterns align with the current 
findings. 
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A Portrait of Firms that Trade in Meat Products 

By Heidi Schweizer1,  Sandro Steinbach2, and Xiting Zhuang3 

Abstract 
This paper provides an integrated view of U.S. firms that engage in international meat trade. 
We explore a newly constructed dataset linking firm-level trade transactions to a unique panel 
on U.S. business activities from 2010 to 2020. This novel dataset enables us to examine several 
dimensions of firm activity in the meat industry, including how many different products firms 
trade, how many countries with which firms trade, the characteristics of those countries, and 
the concentration of foreign sales across firms. We find that more globally engaged firms 
which export meat products dominate trade flows among trading firms. Larger 
exporters/importers trade more of a given product with a given destination/source country 
than smaller exporters/importers and export/import more products to/from more 
destinations/sources. Between 2010 and 2020, the meat import market became less 
concentrated, while the concentration in the export market grew considerably. This significant 
market concentration implies that meat processing and foreign trade disruptions could have 
system-wide consequences beyond the United States. 
 
Keywords: Meat industry, global supply chains, market concentration, HHI 

JEL codes: Q17; Q18 

Acknowledgements: We are grateful to IHS Markit for facilitating access to the PIERS 
database and acknowledge financial support from the Storrs Agricultural Experiment Station 
for this study. 

 

1 Department of Agricultural and Resource Economics, North Carolina State University, hschwei@ncsu.edu 

2 Corresponding Author, Department of Agricultural and Resource Economics, University of Connecticut, 860-486-2836, 
sandro.steinbach@uconn.edu 

3 Department of Agricultural and Resource Economics, University of Connecticut, xiting.zhuang@uconn.edu 
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Introduction 
Meat products are a significant driver of agricultural trade. U.S. meat export and import value more 
than doubled since 2010, reaching about $14 billion and $5 billion in 2020 (see Figure 1). They average 
about 35 percent and 19 percent of total trade in processed agricultural products (USDA, 2022). 
During the coronavirus pandemic, domestic supply chains have come to the forefront of public 
consciousness, particularly for meat, where market concentration and its implications at the 
processing level are discussed in depth by the academic literature (e.g., McKendree et al., 2020; 
Hamilton and Sunding, 2021; Ma and Lusk, 2021). In contrast, little is known about shipment 
characteristics or the attributes of U.S. meat trading firms. Aggregated trade statistics tell us that meat 
exports are often containerized, and, aside from Canada and Mexico, meat shipments go primarily to 
Asia, where demand for proteins is exploding. In addition, as evidenced by the purchase of 
Smithfield Foods in the early 2010s, foreign firms have acquired U.S. companies to bolster and 
diversify their meat supply chains.  

These anecdotes are compelling as we observe some firms strategically reorganizing their 
supply chains. The previous literature broadly investigated the determinants and behavior of food 
firms engaging in international trade. These studies use firm-level data from Europe, while no study 
has looked at U.S. meat firms (Curzi and Olper, 2012; Eum et al., 2021; Jafari et al., 2022). The existing 
research focused on the U.S. meat trade encompasses trade policies and agreements, welfare 
analyses, pricing, export/import demand, and competitiveness (Arnade et al., 1998; Paarlberg and 
Lee, 2001; Miljkovic et al., 2003; Henneberry and Mutondo, 2009; Hejazi et al., 2019). However, this 
directly relevant research is based on aggregated rather than firm- or transaction-level data, 
establishing a need for more granular statistical analysis to fill in the details about the participants in 
the U.S. meat trade. 

We provide context to the existing literature and current trends in U.S. meat trading patterns 
by creating a new dataset linking ocean shipping bills of lading to U.S. firms from 2010 to 2020. 
Specifically, we explore this firm-level data by the number of products, number of countries, HHI 
concentration, and firm characteristics. We find that the import and export markets are concentrated 
with few firms and few sources and destinations accounting for the lion’s share of trade value. 
Moreover, these firms tend to trade simultaneously in multiple products and locations. The data also 
shows that market concentration and the U.S. sources and destinations of trade are changing over 
time. Export market concentration increased while import market concentration decreased. There are 
considerable regional differences in market concentration among both sources and destinations. 

Our contribution is to provide a richer picture of the U.S. meat trade and its participants by 
creating a firm-level meat trading activity dataset. The new dataset provides insight into meat market 
concentration that may point to vulnerabilities in the robustness of U.S. meat trade and supply 
chains. Supply chain risks refer to the probability of sudden events that severely disable a system 
(Tang and Musa, 2011). Specifically, trade and supply risk can be found when high market 
concentration is either on a region or company level. Specific sources of agri-food supply risk and the 
ability to manage this risk are geographic, political, or organizational in nature (Zhao et al., 2017). 
These sources of supply chain risk may have been suspected but have not been documented until 
now. 

Methods and Data 
We constructed a dataset that links firm-level trade data with firm characteristics of the U.S. meat 
industry from 2010 to 2020. The trade data was constructed from transaction-level bills of lading for 
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all U.S. exporting and importing firms from the Port Import/Export Reporting Service (PIERS) 
database (IHS Markit, 2022). PIERS covers all maritime trade transactions through U.S. ports at the 
Harmonized System (HS) subheading (six digits) level, including trade quantity in kilograms and the 
estimated trade value. We aggregated all trade data at the HS heading (four digits), filtering 
companies trading in goods listed under HS headings 0201 to 0210, including all types of meat and 
edible meat offal. 

Then, we matched the annualized firm-level trade data with firm characteristics from the 
National Establishment Time Series (NETS) dataset (NETS, 2022). NETS allows us to compare meat 
firms trading with foreign partners against companies focused on the domestic market. NETS is a 
longitudinal dataset that collects various characteristics of U.S. companies at the establishment level. 
We restrict our analysis to firms listed under the North American Industry Classification System 
(NAICS) codes 3116, 424470, and 445210, covering meat processing and trading firms. 

The export and import values in the PIERS database are estimated. Therefore, we compared their 
reliability against the U.S. Trade Statistics published by the Census Bureau (2022). The PIERS import 
value deviates about 20 percent from the administrative dataset. We updated the trade value using 
unit value information from the Census Bureau, which we constructed at the state-destination-
product-year level to account for this issue. This approach allowed us to reduce the gap in trade 
value between both datasets to less than 2 percent, providing a more reliable price dispersion 
measure for the market concentration analysis.4 
 
Results and Discussion 
Distribution Across Meat Export and Import Markets 
Table 1 reports the distribution of exporting and importing firms and the export and import values 
by the number of products and trade destinations. Sixty-three percent of exporting firms export a 
single product to a single market (panel (a)), but these meat firms account for merely 2 percent of 
export value (panel (c)). In contrast, only 3 percent of firms export more than five products to more 
than five destinations but account for more than 67 percent of the export value. The picture looks 
similar for meat imports. We find that 73 percent of meat firms import a single product from one 
foreign market (panel (b)) while accounting for only 4 percent of all meat imports (panel (d)). At the 
same time, meat firms that import more than five products from five source markets account for 
merely 1 percent of all meat firms but about 45 percent of the import value. These results imply that 
U.S. meat export and import markets are concentrated among a few firms. 

Larger exporters/importers export/import more of a given product to/from a given 
destination/source than smaller exporters/importers and export/import more products to/from more 
destinations/sources. This pattern can be explained by considerable sunk “entry” costs in the meat 
industry. Bernard et al. (2012) developed a multi-product and multi-destination model based on the 
framework proposed by Melitz (2003) to explain this pattern. Their theoretical model shows that 
high-ability firms that face fixed costs in serving each market with all meat products can generate 
sufficient revenue to recover the fixed cost of serving these markets with a variety of meat products. 
This mechanism can explain the observed pattern of few firms trading multiple products in multiple 

4 The data is available for replication purposes upon request from the authors. 
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locations, and many firms concentrating on one destination market and offering only one to several 
products. 

Firm Share Distribution 
The export data presented in Table 2 indicate that the top 1 percent of firms (23) exported 71 percent 
of all meat products in 2020. This share increased by almost 10 percent compared to 2010. In contrast, 
the concentration in the import market decreased slightly between 2010 and 2020. The top 1 percent 
comprised 17 firms in 2010 and 22 businesses in 2020. These firms were responsible for 70 percent of 
meat imports in 2010 and 63 percent in 2020. The shares indicate that the import market became less 
concentrated, while the concentration in the export market grew considerably. Note that the top 10 
percent of firms are responsible for more than 95 percent of the meat trade. This market concentration 
is considerable. In addition to that, the share of the top 1 percent of meat exporting and importing 
firms in the overall number of U.S. meat firms is small, reaching about 0.1 percent in 2020. This 
significant concentration implies that meat processing and foreign trade could have system-wide 
implications beyond the United States (e.g., Balagtas and Cooper, 2021; Ma and Lusk, 2021).  
 

Market Concentration 
We compare market concentration in foreign trade of meat products in Table 3. The table shows the 
Herfindahl-Hirschman Index (HHI) between 2010 to 2020. We compare the total HHI against the 
smallest and largest 25 percent percentiles and report the count of meat trading firms by year. The 
HHI provides limited evidence for considerable market concentration in the meat export market at 
the aggregated level. The HHI is upward trending between 2010 and 2020, while the number of meat 
firms that exported remained stable at around 2,100. In contrast, the import market recorded a 
significant increase in the number of firms importing meat products. The count reached an all-time 
high in 2016 when more than 2,300 firms imported meat products. This increase is reflected in the 
import HHI, which decreased from about 1,400 to 360. The smallest and largest 25 percent percentiles 
support this pattern. We find that two meat exporters were responsible for 25 percent of all foreign 
sales in 2020. The observed concentration pattern in the import market is similar. Although the 
aggregated calculations provide little evidence for considerable market power, the concentration is 
higher when limiting the product scope and destination/source coverage. 
 
Destination and Source Market Concentration 
Table 4 shows the destination and source country concentration measured by the firm and trade 
share over time between 2010 and 2020. We find that the destination market concentration in terms of 
firm share did not change much during the study period. In contrast, the export share increased 
considerably for meat firms serving ten or more destination countries. While the share of firms 
stagnated at about 5 percent, the export share grew by 8 percent between 2010 and 2020, reaching 
more than 85 percent the later year. The opposite pattern is observed for meat importing firms. While 
the number of firms importing from 10 or more source countries stayed at about 3 percent, their 
import share fell from 77 percent to 72 percent. These results indicate that the export market became 
more concentrated between 2010 and 2020, while the import market has the opposite trend. 
Amplified by the coronavirus pandemic and mergers and acquisitions, growing market power is an 
increasing concern in the domestic U.S. meat industry (Kuiper and Lansink, 2012; Weersink et al., 
2021). Our results show that this pattern is also reflected in the export market. 
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Regional Difference in Destination and Source Concentration 
We compare the average market concentration by destination and source region in Table 5. The table 
shows the HHI and firm count average for 2010 to 2020. We find the highest market concentration in 
the export market for Polynesia and Eastern Europe. Major export markets in terms of trade value are 
less concentrated. For example, the HHI for Northern America is 831 and 718 for Eastern Asia. 
Similar patterns are observed in the import market. The import market concentration is highest for 
small regions in Oceania, while we find evidence of low market concentration for significant import 
markets. For instance, the HHI for Australia and New Zealand is 598, 418 for Northern America, and 
720 for Latin America and the Caribbean. These results point toward considerable regional 
differences in the market concentration for meat products. 
 
Conclusion 
We investigated the characteristics of U.S. firms trading meat products by exploring a novel dataset 
linking firm-level international trade transactions to a unique panel on U.S. business activities from 
2010 to 2020. Our dataset implies that market power is an increasing concern in the meat export 
market, consistent with the growing domestic market concentration that has increased in importance 
and hastened during the coronavirus pandemic (Weersink et al., 2021). Although the evidence here is 
only suggestive regarding market power, the data documented trends and sources of potential 
vulnerability due to concentration, implying that meat processing and foreign trade disruptions can 
have system-wide consequences beyond the United States (Balagtas and Cooper, 2021; Ma and Lusk, 
2021). This knowledge about meat trading activity can be helpful to policymakers when addressing 
domestic market issues and policy with U.S. trade partners.  
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Figures and Tables 

Figure 1. Containerized Meat Exports and Imports by U.S. Port Region 

 

(a) Meat Exports 

 

(a) Meat Imports 

Note. The U.S. port region classification comes from the U.S. Census Bureau (2022). 
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Table 1. Distribution of Import and Export by Number of Products and Export Destinations, Average for 
2010 to 2020 (All in Percent) 
(a) Share of Exporting Firms  (b) Share of Importing Firms 
Number 
of 
Products 

Number of Countries   Number 
of 
Products 

Number of Countries 

1 2 3 4 5+ All   1 2 3 4 5+ All 
1 63.17 5.48 1.30 0.62 0.75 71.32   1 73.15 5.46 1.05 0.37 0.20 80.23 
2 6.35 4.98 1.70 0.84 1.24 15.12   2 5.87 3.67 1.34 0.52 0.55 11.96 
3 1.64 1.34 1.17 0.66 1.51 6.32   3 1.24 1.13 0.76 0.46 0.78 4.37 
4 0.64 0.44 0.39 0.33 1.55 3.36   4 0.35 0.29 0.29 0.26 0.82 2.00 
5+ 0.36 0.25 0.22 0.24 2.80 3.87   5+ 0.13 0.07 0.11 0.07 1.05 1.43 
All 72.16 12.50 4.79 2.70 7.86 100.00   All 80.75 10.62 3.55 1.67 3.40 100.00 
(c) Share of Exporting Value  (d) Share of Importing Value 
Number 
of 
Products 

Number of Countries   Number 
of 
Products 

Number of Countries 

1 2 3 4 5+ All   1 2 3 4 5+ All 
1 2.33 1.20 0.52 0.42 1.22 5.68   1 4.37 1.43 0.79 0.81 0.88 8.28 
2 1.28 1.01 0.58 0.46 3.55 6.88   2 1.76 2.50 2.81 1.73 4.30 13.10 
3 0.73 0.62 0.45 0.91 6.17 8.88   3 0.63 1.84 1.91 1.74 9.21 15.34 
4 0.52 0.40 0.39 0.53 7.28 9.13   4 0.32 0.44 1.19 1.75 13.51 17.21 
5+ 0.71 0.40 0.27 0.79 67.27 69.44   5+ 0.13 0.12 0.74 0.69 44.40 46.08 
All 5.58 3.62 2.21 3.11 85.48 100.00   All 7.22 6.34 7.43 6.71 72.30 100.00 
Note. We used the unique firm identifier to aggregate trade data for all meat trading firms at the product-country pair level. The 
export and import share by firm count and value was then calculated by collapsing the firm-level data at the product-country pair 
level and dividing by the count of all firms or trade values. We included firms trading in meat products listed under HS headings 
(four-digit) 0201 to 0210. 
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Table 2: Export and Import Market Firm Distribution for 2010 and 2020 

 
Number of Firms  Percentage of 

Firms 
 Percentage of Trade 

Firm Rank 
(percentile) 

2010 2020  2010 2020  2010 2020 

(a) Exports 
Top 1 percent 21 23  0.12 0.13  61.25 70.75 
Top 5 percent 103 111  0.57 0.63  87.34 92.33 
Top 10 percent 204 219  1.12 1.25  94.30 96.03 
Top 25 percent 506 547  2.79 3.11  98.28 98.76 
Top 50 percent 1,012 1,091  5.57 6.21  99.59 99.68 
(b) Imports 
Top 1 percent 17 22  0.09 0.13  69.67 62.70 
Top 5 percent 80 105  0.44 0.60  87.00 90.03 
Top 10 percent 160 208  0.88 1.18  92.29 95.19 
Top 25 percent 399 519  2.20 2.96  97.04 98.45 
Top 50 percent 796 1,038  4.38 5.91  99.16 99.69 
Note. We ranked firms according to their size and calculated the number of firms by percentile, their share in 
all meat firms, and the trade share. The number of meat firms without foreign trade comes from the NETS 
database (NETS, 2022). We included NAICS codes 3116, 424470, and 445210. 

 

  

Fall 2022 Volume 20 Issue 2 Western Economics Forum                                                                      15



Table 3: Market Concentration Between 2010 and 2020 
(a) Export 

Year 
Total  

Smallest 25% 
Percentile  

Largest 25% 
Percentile 

HHI Count  HHI Count  HHI Count 
2010 312 2,021  57 1,979  5,766 2 
2012 324 2,282  68 2,248  5,514 2 
2014 384 2,206  87 2,175  5,316 2 
2016 397 1,973  91 1,945  5,038 2 
2018 505 1,772  93 1,743  5,063 2 
2020 459 2,181  94 2,154  5,161 2 
(b) Import 

Year 
Total  

Smallest 25% 
Percentile  

Largest 25% 
Percentile 

HHI Count  HHI Count  HHI Count 
2010 1,437 1,590  62 1,565  10,000 1 
2012 793 1,633  84 1,610  6,234 2 
2014 306 2,272  64 2,237  5,216 2 
2016 411 2,329  55 2,289  6,635 2 
2018 306 2,175  68 2,132  6,677 2 
2020 362 2,073  70 2,035  5,804 2 
Note. We measured market concentration by the Herfindahl-Hirschman Index 
(HHI) at the annual level and report the count of meat firms exporting and 
importing each year. We also calculated the HHI for the smallest and largest 20 
percent percentiles. 
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Table 4: Destination and Source Market Concentration Between 2010 and 2020 

 Share of Firms (in Percent)  Trade Share (in Percent) 
Destination 
or Source 
Countries 2010 2012 2014 2016 2018 2020  2010 2012 2014 2016 2018 2020 
(a) Exports 
1 62.20 66.17 62.87 60.87 59.14 62.40  3.33 3.04 2.06 2.09 1.86 1.90 
2 15.44 14.15 15.10 15.21 16.08 15.08  5.25 2.13 2.07 2.51 1.82 2.39 
3-4 10.24 8.90 10.92 11.40 10.89 11.05  3.75 7.73 5.98 3.88 3.59 3.34 
5-9 6.78 5.96 5.98 7.35 7.34 6.56  11.11 7.43 7.15 7.83 9.23 7.31 
10+ 5.34 4.82 5.12 5.17 6.55 4.91  76.56 79.67 82.73 83.70 83.50 85.07 
(b) Imports 
1 70.44 71.77 73.81 73.85 74.21 78.15  4.74 4.74 3.97 5.03 3.84 3.96 
2 13.71 13.96 13.07 13.65 13.01 9.89  3.62 3.84 3.28 3.62 3.34 2.33 
3-4 8.30 7.59 7.22 7.00 7.13 5.84  6.49 5.13 7.45 7.05 7.61 7.78 
5-9 4.84 4.41 3.39 3.43 3.36 3.62  7.91 9.07 12.10 20.79 19.92 13.85 
10+ 2.70 2.27 2.51 2.06 2.30 2.51   77.24 77.22 73.20 63.51 65.28 72.08 
Note. We used the unique firm identifier to aggregate trade data for all meat trading firms at the country-year level. The 
annual export and import shares were then calculated by collapsing the firm-level data at the annual level for each 
destination or source group and dividing it by the count of all firms or trade values. 
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Table 5: Destination and Source Region Concentration, Average for 2010 to 2020 
(a) Export 

Destination Region 
Total  

Smallest 25 
Percentile  

Largest 25 
Percentile 

HHI Count  HHI Count  HHI Count 
Northern Africa 1,426 68  1,029 63  8,210 1 
Sub-Saharan Africa 822 94  489 86  4,764 2 
Latin America and the 
Caribbean 

246 999  63 950  2,284 5 

Northern America 831 71  466 56  5,520 2 
Eastern Asia 718 703  220 689  4,609 2 
Southeastern Asia 439 273  201 251  3,269 3 
Southern Asia 1,218 35  940 29  6,929 2 
Western Asia 616 160  374 148  4,083 3 
Eastern Europe 2,206 33  2,195 28  8,200 1 
Northern Europe 1,561 43  967 39  8,654 1 
Southern Europe 687 154  401 144  4,663 2 
Western Europe 857 206  237 193  6,603 2 
Australia and New Zealand 1,720 82  1,759 78  8,202 1 
Melanesia 1,724 34  1,724 31  8,231 1 
Micronesia 1,050 38  845 32  5,618 2 
Polynesia 2,851 24  2,807 23  10,000 1 
(b) Import 

Source Region 
Total  

Smallest 25 
Percentile  

Largest 25 
Percentile 

HHI Count  HHI Count  HHI Count 
Northern Africa 2,856 10  2,388 8  8,729 1 
Sub-Saharan Africa 7,295 2  6,895 2  10,000 1 
Latin America and the 
Caribbean 

720 498  120 473  6,702 2 

Northern America 418 127  184 101  3,694 3 
Eastern Asia 518 673  63 633  4,950 3 
Southeastern Asia 1,061 152  212 138  6,782 2 
Southern Asia 1,812 35  990 30  8,949 1 
Western Asia 2,744 26  1,644 24  10,000 1 
Eastern Europe 5,212 3  5,078 3  10,000 1 
Northern Europe 2,148 57  1,116 52  8,262 1 
Southern Europe 848 125  284 112  5,877 2 
Western Europe 1,890 216  369 208  8,225 1 
Australia and New Zealand 598 491  133 467  4,549 3 
Melanesia 5,658 4  6,148 4  10,000 1 
Micronesia 6,298 8  3,231 10  9,212 1 
Polynesia 5,137 3  8,036 2  10,000 1 

Note. The geographic region classification comes from the United Nations Statistics Division (UNSD, 2022). 
 

Fall 2022 Volume 20 Issue 2 Western Economics Forum                                                                      18



 
Effect of Diversification on Farm Resilience: Evidence from Kansas 
 
By Michael Lindbloom1, Nash Davtyan2, Aleksan Shanoyan3, and Daniel O’Brien4 

  Abstract 
Large drops in net farm income can have a devastating impact on farmers’ ability to sustain and 
recover production volumes. In turn, these drops could send shock waves through the supply 
chain and multiply the magnitude of value at risk. Although conventional risk management 
techniques have helped to moderate the impacts of specific sources of risk, they lack the ability to 
comprehensively cope with uncertainty. The concept of system resilience has emerged to 
complement conventional risk management options and is defined as the ability of a system to 
withstand predicted or unpredicted disturbance through development of effective buffering and 
adaptive capabilities. Researchers have posited that farm diversification is an adaptive capability 
that can enhance resilience. This study aims to evaluate this assertion by using 47 years of farm-
level data from the Kansas Farm Management Association database to calculate a diversification 
index and a resilience index of a farm 𝑖𝑖, during time period 𝑡𝑡, and specify an econometric model to 
estimate the effect of diversification and other farm characteristics on farm resilience. The 
contribution of this study to the growing body of literature on agri-food system resilience is 
threefold. First, it presents the first application of the resilience triangle method at the individual 
farm level. Second, it provides empirical evidence of the effect of diversification and other farm 
characteristics on resilience. Third, it highlights potentially fruitful areas for future research on 
farm resilience. 

Keywords: resilience, diversification, production agriculture, Kansas, farm 

JEL codes: Q12, Q13, Q19 

Introduction 
During the three year period from 2014 through 2016, the average U.S. net farm income declined by 
approximately 56 percent (Featherstone, 2016). This period of decline followed a 96% increase 
between 2009 and 2013 (USDA – Agricultural Statistics 2021). Although fluctuations in net farm 
income have not been uncommon over time, this plunge in average farm profitability was one of the 
most severe drops since the 1980s farm crisis. Risk and uncertainty are generally accepted as 
inexorable facts of life for agricultural producers. However, large drops in net farm income can have 
a devastating impact on farmers’ ability to sustain and recover production volumes. These factors, in 
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turn, could send shock waves through the broader agricultural supply chain – multiplying the 
magnitude of value at risk.  

Although conventional risk management techniques have helped to moderate the impacts of 
specific sources of risk, they lack the ability to cope comprehensively with uncertainty. The 
challenges brought by the uncertainties associated with COVID-19, a once-in-a-century global 
pandemic, and more recently by the Ukraine-Russia war, the most significant armed conflict on the 
European continent since World War II, have further highlighted the shortcomings of available risk 
management options in their ability to minimize the effects of environmental, global, and political-
legal shocks on agricultural producers and agri-food supply chains. 

In an effort to improve how farmers cope with risk and uncertainty, system resilience concepts 
have started to find applications in research on production agriculture. Agricultural resilience can be 
defined as the ability of an agricultural production system to return to normal (or improved) 
operations after having experienced an unexpected economic or environmental shock. This definition 
is based on the existing body of literature concerned with agricultural resilience (Berardi et al., 2011; 
Lin, 2011; Hammond et al., 2013; Milestad et al., 2012), as well as the broader concepts of system 
resilience (Bhamra et al., 2011; Brand and Jax, 2007; Carlson et al., 2012; Martin-Breen and Anderies, 
2011) and ecological resilience (Carpenter et al., 2001; Folke et al., 2004; Folke, 2006; Holling, 1973).   
Broadly speaking, system resilience embraces the fact that every production system will always be 
subject to some level of unpreventable vulnerability (Juttner & Maklan, 2011), thereby demanding 
that the system either endure or adapt for survival. Rather than attempting to mitigate the potential 
impacts from specific sources of risk, system resilience is focused on preparing the system to buffer 
against unexpected shocks and then have the adaptive capabilities to recover in the post-shock 
environment. Developing resilience, thus, is a continual process in which stakeholders are regularly 
evaluating their resource allocation decisions.  

This study has two broad objectives. The first objective is to establish and compute an index of 
farm resilience. The second objective is to classify, measure, and compare the resilience-enhancing 
capabilities of farms. A vital component of any resilient system is the development of buffering 
capabilities that allow the system to withstand disturbance. Researchers have posited that 
diversification5 of farm production is a buffering capability that can enhance the ability to respond to 
external shocks; in other words, it can strengthen resilience (Featherstone and Moss, 1990; Lin, 2011; 
Kremen and Miles, 2012). This study aims to test this assertion by using 47 years of farm-level data 
from the Kansas Farm Management Association database and conducting an empirical examination 
of the effect of diversification and other farm characteristics on farm resilience to a distinct set of 
ecological and economic shocks. By applying system resilience theories to production agriculture, a 
new set of risk management tools becomes available to farmers and policy makers. An improved 
understanding of the drivers of overall farm resilience can inform management and policy decisions 
aimed at reducing the magnitude of value at risk from unexpected shocks. 
 
 
 

5 Literature provides varying definitions of farm diversification. Please see Ilbery 1988, Evans and Ilbery 1993 for an 
extensive discussion. 
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Methods 
The methods utilized in this study involve a conceptual model which applies an existing resilience 
methodology, the resilience triangle, to a production agriculture setting. The resilience triangle has 
been applied previously to measure the resilience of hospital infrastructures following earthquakes 
the resilience of automobile supply chains, and agricultural supply chains (Bruneau et al., 2003; Yang 
and Xu, 2015). To the authors’ knowledge, this study is the first application of the resilience triangle 
method at the individual farm level. With the resilience triangle approach, the extent of a system’s 
resilience is defined by the area of the triangle that results from connecting three points on a graph: 
(a) pre-shock performance level, (b) lowest post-shock performance level, and (c) post-recovery 
performance level. Intuitively, systems with large resilience triangles will have lower levels of 
resilience (substantial impact of the shock, long recovery, or both), and systems with smaller 
resilience triangles will have greater resilience (smaller impact of the shock, shorter recovery, or 
both). The advantage of this method for measuring system resilience is in its ability to simultaneously 
capture both the impact of the shock as well as the time to recover. In order to make the resilience 
triangle areas easier to interpret, a resilience index was computed by taking the inverse of the 
resilience triangle area described above. Thus, higher values of the resilience index correspond with 
more resilient farms. 

To achieve the second objective of identifying resilience-enhancing capabilities of farms, and 
more specifically to measure the impact of farm diversification on resilience, the following conceptual 
model was proposed: 

𝑅𝑅𝑖𝑖 = 𝑓𝑓([𝐵𝐵𝑖𝑖], [𝐴𝐴𝑖𝑖], [𝑇𝑇𝑖𝑖], [𝑋𝑋𝑖𝑖])                                                    (1) 
 
where 𝑅𝑅𝑖𝑖 is the resilience index value of the farm 𝑖𝑖, [𝐵𝐵𝑖𝑖] is a vector of variables representing the farm’s 
buffering capability, [𝐴𝐴𝑖𝑖] is a vector of the farm’s adaptive capability variables, [𝑇𝑇𝑖𝑖] is a vector of 
binary variables indicating shock periods, and [𝑋𝑋𝑖𝑖] is a vector of the farm-specific characteristics that 
impact resilience. Because the resilience index values 𝑅𝑅𝑖𝑖 range between zero and one, the fractional 
logit regression, first introduced by Papke and Wooldridge (1996), was used as an estimation method 
in the econometric analysis.  
 
Data 
The data for this research was obtained from the Kansas Farm Management Association (KFMA). The 
KFMA data contains detailed, farm-level, financial and production information for farms in Kansas 
between 1973 and 2020. The data analysis involved five main steps. First, the real net farm income 
was selected as a specific performance measure to be the basis for computing farm resilience index. 
This measure is an indicator of past farm resource management decisions and can reflect the impacts 
of a shock on the fundamental functioning of the system. If real net farm income declines, it will be a 
result of either an increase in farm expenses, a decrease in value of farm production, or both. The 
second step was the identification of shock periods that impacted all Kansas farms. To accomplish 
this step, the statewide average values of real and nominal net farm income per acre for 8,513 KFMA 
farms were graphed from 1974 through 2020 (Figure 1). The net farm income per acre fluctuated 
extensively over this period of time. However, there were unique time periods that stood out: the 
drop in net farm income per acre in 1979, the drop in net farm income per acre in 1998, and the drop 
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in net farm income per acre in 2015. Consequently, three shock periods selected for the analysis 
include 1979 - 1988, 1998 - 2004, and 2015 - 2020 periods. To determine whether the 1979, 1998 and 
2015 shocks were caused by revenue declines, cost increases, or both, real average value of farm 
production and real average cash farm expenses (hired labor, machinery repairs, building repairs, 
paid interest, purchased feed, seed and other crop expenses, fertilizer and lime, machine hire, 
organization fees, vet-medicine drugs, crop storage and marketing, livestock marketing and 
breeding, gas/fuel/oil, real estate, personal property taxes, general farm insurance, utilities, cash farm 
rent, herbicide and insecticide, conservation, auto expense) for 8,513 KFMA farms between 1974 and 
2020 was examined in Figure 2. The data indicate that for all three shock periods the drop in average 
real net farm income was caused by both a decline in the value of farm production and an increase in 
farm expenses. 

Third, the resilience index was calculated for a subsample of farms. The two criteria used for 
including farms in the analysis are (i) farms that produced crops during three shock periods, and (ii) 
farms that were operational for the entire duration of each shock period. This resulted in a sample of 
1,2936 units of analysis (farm 𝑖𝑖 during shock 𝑡𝑡) including 258 farms for shock one, 638 farms for shock 
two, and 397 farms for shock three. Table 1 presents the summary statistics by region for the farms in 
each of three shocks across six geographic regions of Kansas: northwest (NW), southwest (SW), 
north-central (NC), south-central (SC), northeast (NE), and southeast (SE). The resilience index for 
each farm was calculated using the following formula: 

 

𝑅𝑅𝑖𝑖 =  �
𝑡𝑡𝐿𝐿(𝑁𝑁𝑁𝑁𝑁𝑁1 − 𝑁𝑁𝑁𝑁𝑁𝑁3) + 𝑡𝑡𝑃𝑃(𝑁𝑁𝑁𝑁𝑁𝑁3 − 𝑁𝑁𝑁𝑁𝑁𝑁2) + 𝑡𝑡𝑁𝑁(𝑁𝑁𝑁𝑁𝑁𝑁2 − 𝑁𝑁𝑁𝑁𝑁𝑁1)
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�
−1

              (2) 

 
Which is the inverse of the area of the triangle resulting from connecting three points, the pre-shock 
net farm income (𝑁𝑁𝑁𝑁𝑁𝑁1 at time 𝑡𝑡𝑃𝑃), the lowest net farm income during the shock (𝑁𝑁𝑁𝑁𝑁𝑁2 at time 𝑡𝑡𝐿𝐿), and 
the net farm income at the end of the shock period (𝑁𝑁𝑁𝑁𝑁𝑁3 at time 𝑡𝑡𝑁𝑁). The resilience index is calculated 
on the individual farm level. While the shock period is based on average farm performance, the 
reduction in NFI as a result of the shock can happen at various times for each farm. Consequently, the 
resilience index for each farm is calculated using the period with an initial drop in NFI for that 
particular farm during (around) each shock period. 

Fourth, the diversification index was calculated for each farm as a reflection of buffering 
capability. The calculation of the diversification index was based on the Herfindahl-Herschman (HH) 
index (Rhoades, 1993). The diversification index used in the analysis reflects the average of crop-acre 
diversification levels during the shock periods and was computed as shown in equation (3). Then the 
average value of the crop diversification index was computed using the values from the three years 
prior to the shock, as shown in equation (4).  

 

6 A farm can leave the KFMA database for reasons other than only not surviving economically. They can retire, 
consolidate, switch to another accountant, etc. 
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                                                             (3) 
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where 𝐷𝐷𝑖𝑖𝑛𝑛 is the diversification level of farm 𝑖𝑖 at time period 𝑛𝑛, 𝑇𝑇𝐴𝐴𝑇𝑇𝑘𝑘 refers to the total acres planted to 
crop 𝑘𝑘, and 𝑇𝑇𝐴𝐴𝑇𝑇 is the total acres planted. The 𝑘𝑘 crops include dry and irrigated acres of: wheat, corn, 
grain sorghum, soybeans, sugar beets, alfalfa, silage, other grain, other hay, and other cash crops. By 
taking the inverse of this summation, higher levels of 𝐷𝐷𝑖𝑖 will indicate more diversification. For 
example, if a farm had dedicated 100% of its acres to a single crop, then 𝐷𝐷𝑖𝑖 = 1, on the other hand, for 
a highly diversified farm the value of 𝐷𝐷𝑖𝑖 will be close to zero. To compute the change acre 
diversification, the difference between 𝐴𝐴𝐷𝐷𝑖𝑖𝐴𝐴𝑖𝑖 and 𝐷𝐷𝑖𝑖𝑛𝑛 was calculated. 

Other variables included in the model to reflect buffering capabilities include: the square term 
of the average acre diversification index (𝐴𝐴𝐷𝐷𝑖𝑖𝐴𝐴𝑖𝑖2) to capture the potential nonlinear effect of 
diversification on resilience, the average debt-to-asset ratio for the three years immediately before the 
shock (𝐷𝐷𝐴𝐴𝑅𝑅𝑖𝑖) and its square term to capture the effect of debt on the ability to withstand and recover 
from shocks, the average real value (in $10,000) of beginning crop inventories for the three years prior 
to the shock (𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑁𝑁𝑛𝑛𝐴𝐴𝑖𝑖) to capture the effect of crop inventory on resilience. The variables reflecting 
adaptive capabilities include: the change in the level of revenue diversification (𝐷𝐷𝐷𝐷𝑅𝑅𝑖𝑖) experienced by 
farm 𝑖𝑖 from period 𝑡𝑡𝑃𝑃 to 𝑡𝑡𝐿𝐿, the change in the average level of the crop-acre diversification index 
(𝛥𝛥𝐴𝐴𝐷𝐷𝑖𝑖𝐴𝐴𝑖𝑖) from the three years prior to time period tL, and the change in the average operating 
expense ratio (∆𝑂𝑂𝑂𝑂𝑅𝑅𝑖𝑖′), from the three years prior to the shock to the average operating expense ratio 
between periods 𝑡𝑡𝑃𝑃 and 𝑡𝑡𝐿𝐿. These variables reflect the extent of changes on the farm in response to the 
shock (i.e., extent of adaptation). 

The control variables include: the age of the primary operator (𝐴𝐴𝐴𝐴𝑒𝑒𝑖𝑖) and the square of the age 
(𝐴𝐴𝐴𝐴𝑒𝑒𝑖𝑖2), the average size of the farm in acres (𝐴𝐴𝐴𝐴𝐶𝐶𝑒𝑒𝑖𝑖) and its square term (𝐴𝐴𝐴𝐴𝐶𝐶𝑒𝑒𝑖𝑖2) which is calculated 
for the duration of the shock, and binary control variables reflecting shock periods (𝑇𝑇𝑖𝑖𝑇𝑇𝑒𝑒𝑖𝑖) to capture 
the effect of differences between shock periods, as well as a set of binary variables to capture the 
effect of geographic heterogeneity. The fifth and last step of the data analysis was the estimation of 
the econometric model using the fractional logit estimation method.  

Results 
Farm Resilience Across Shocks and Regions 

Resilience index was computed at the individual farm level, and average values are shown by region 
in Table 2. These results show that the most resilient regions in the first shock period were the 
southwest and south-central regions, and the least resilient were the northeast and southeast. For the 
second shock period, the most resilient regions were the southwest and north-central, and the least 
resilient regions were the southeast and northeast. For the third shock, the most resilient regions were 
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the south-central and southwest, while the least resilient were north-central and northeast. Table 2 
also shows the percentage of farms recovered from each shock by region. A recovered farm is defined 
as a farm with post-shock net farm income per acre that was equal or greater than its pre-shock net 
farm income per acre. For the first shock, the north-central was the region with the highest percentage 
of recovered farms. For the second and third shock, the southwest region had the highest percentage 
of recovered farms.  

 
Factors Affecting Farm Resilience 
Table 3 presents summary statistics by region for the variables reflecting select buffering and 
adaptive capabilities. The results of fractional logit estimation are presented in Table 4. Estimations 
were conducted using farm i at shock period t as the unit of analysis. Three sample specifications 
were analyzed: (i) a total sample of 1,293 observations, (ii) a sub-sample of 350 recovered farms only, 
and (iii) a sub-sample of 943 non-recovered farms only. The first column presents the variable names 
followed by three sections of parameter estimates and marginal effects for each sample specification 
with corresponding standard errors presented in parentheses. 

The results of the total sample analysis indicate that all variables included in the model to 
reflect buffering and adaptive capabilities have a statistically-significant effect on resilience. More 
specifically, the parameter estimate for crop-acre diversification is positive and statistically 
significant. While the parameter estimate for its square term is negative and statistically significant. 
Notably, because of the way the diversification index is calculated, the higher values (close to 1) mean 
less diversified (i.e., more specialized) while lower values (close to 0) mean more diversified. Thus, 
the results indicate that as diversification increases the resilience will likely decline, but at some level 
of diversification the effect on resilience turns positive, meaning as diversification increases the 
resilience increases as well. This implies that on the diversification continuum, farms at the two 
extremes (i.e., most specialized and most diversified) are likely to be on average more resilient 
compared to ones in the middle of the continuum.  

The parameter estimate for debt-to-asset ratio is negative and statistically significant, while the 
parameter estimate of its square term is positive and statistically significant. This indicates that as the 
debt-to-asset ratio increases, the resilience decreases up to some level of debt-to-asset ratio above 
which the increase in debt-to-asset ratio is associated with an increase in resilience (i.e., inflection in 
the direction of the effect). This result is counterintuitive because one would expect a linear 
relationship between debt-to-asset ratio and resilience. The fact that the relationship between debt-to-
asset ratio and resilience at the higher end of the debt-to-asset ratio distribution turns positive might 
be because of other factors that are hard to control in the model. Such factors may include 
relationships of the farmer and the lender as well as the reputation of the borrower.  

The results also indicate a statistically-significant, negative relationship between the value of 
crop inventory prior to the shock and farms’ resilience to the shock. This is likely due to the potential 
negative effect of the shock on prices, which might not be the case for all shocks. However, the results 
also indicate that there is no statistically-significant difference in the resilience of farms in the total 
sample during the second and third shock compared to the first shock period. 

The parameter which estimates for variables reflecting farms’ adaptive capabilities indicates 
that the increase in revenue diversification during the shock period is associated with increased farm 
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resilience. This result is not surprising as the revenue diversification includes revenue from non-farm 
income and government payments. The results also indicate that farms that reduced their level of 
diversification during the shock period experienced an increase in resilience. This result is also not 
surprising as it is reasonable to expect farms to abandon and/or reduce activities that became less 
profitable due to the shock thus reducing diversification. The statistically-significant, negative 
parameter estimate for change in operating expense variable indicates that, on average, farms that 
managed to reduce their costs during the shock period were able to enhance their resilience to the 
shock. Regional dummies were included for northwest, southwest, north-central, south-central, and 
northeast regions with southeast omitted to serve as a comparison group. The results of estimation 
suggest that farms in northwest and southwest regions were more resilient than farms in southeast, 
while the farms in northeast were less resilient than those in southeast. 

The estimation results from the sub-samples of recovered and unrecovered farms are largely 
consistent with the results based on total sample. One notable difference is that for the sample of 
recovered farms only, the age has a statistically-significant, non-linear effect. This implies that the 
farm resilience declines with an increase in operator's age up to a certain age, after which the effect of 
age on resilience turns positive. This is likely due to higher flexibility and adaptability of farm 
operators at the lower end of the age distribution and relatively higher economies of learning and 
experience at the higher end of the age distribution of farm operators. 

Conclusions 
The challenges brought by the uncertainties associated with global pandemic and geopolitical 
tensions have further highlighted the shortcomings of available risk management options in their 
ability to minimize the effects of environmental, global, and political-legal shocks on agricultural 
producers and agri-food supply chains. To help improve farmers’ ability to cope with risk and 
uncertainty, system resilience concepts have started to find applications in research on production 
agriculture. Rather than attempting to mitigate the potential impacts from specific sources of risk, 
system resilience is focused on preparing the system to buffer against unexpected shocks and then 
have the adaptive capabilities to recover in the post-shock environment. The purpose of this study is 
to improve the understanding of farm resilience and the effect of diversification and other farm-level 
characteristics on resilience as buffering and adaptive capabilities. An improved understanding of the 
drivers of overall farm resilience can inform management and policy decisions aimed at reducing the 
magnitude of value at risk from unexpected shocks. 

The methods involve an application of the resilience triangle approach and the analysis of 
unique, 47-year panel data on Kansas farms. The analysis involves calculation of the resilience index 
for each farm across three distinct shock periods, and the econometric estimation of the effect of 
diversification, financial leverage, inventory, and other farm characteristics. The results indicate that 
the crop-acre diversification and debt-to-asset ratio have a non-linear effect on resilience. This implies 
that up to a certain threshold, diversification and financial leverage can serve as effective buffering 
capabilities against shocks. The results also indicate that the ability of farms to increase revenue 
diversification, shed less profitable activities, and manage down the costs can serve as indication of 
strong adaptive capabilities for enhancing resilience. Potential directions for further research to build 
on the findings of this study can include examination and comparison of resilience-enhancing 
capabilities across specific shocks, as well as studying farms that not only recovered to the pre-shock 
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performance levels, but also surpassed it. Thus, revealing the effects of potential transformative 
capabilities in addition to buffering and adaptive capabilities. The contribution of this study to the 
growing body of literature on agri-food system resilience is threefold. First, it presents the first 
application of the resilience triangle method at the individual farm level. Second, it provides 
empirical evidence of the effect of diversification and other farm characteristics on resilience. Third, it 
highlights potentially fruitful areas for future research on farm resilience.  
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Figure 1: Average Value of Real and Nominal Net Farm Income for 1974-2020 in Kansas; U.S. 

Census Bureau Producer Price Index (Base year = 1982:84) 
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Figure 2: Statewide Averages of the Value of Farm Production and Cash Farm Expenditures for 
1974-2020 in Kansas 

 
  

 $-

 $50.00

 $100.00

 $150.00

 $200.00

 $250.00

 $300.00

 $350.00

 $400.00

 $450.00
A

ve
ra

ge
 V

al
ue

 (U
SD

) T
ho

us
an

ds

 Avg Real Expense  Avg Real Value of Farm Production

Fall 2022 Volume 20 Issue 2 Western Economics Forum                                                                      30



Table 1: Summary Statistics by Geographic Region 

  Northwest  Southwest  North-
central  

South-
central  Northeast  

First Shock Period 
Number of Observations  18 34 31 63 44 
Avg. Age  47 52 48 48 48 
Avg. Acres Operated 2727 2318 1218 1216 1391 
Crop-Only Farms  39% 76% 55% 78% 64% 
Diversified Farms  61% 24% 45% 22% 36% 
Avg. Real NFI  $6,249  $10,342  $7,676  $18,307  $23,946  
Avg. Real NFI / Acre  $4.83  $6.83  $9.54  $21.17  $49.94  
Avg. Real NFI * $5,524  $6,678 $7,134 $16,663 $23,052  
Avg. Real NFI / Acre * $4.04  $4.65  $8.49  $19.17  $48.23  

Second Shock Period 
Number of Observations  38 34 111 139 108 
Avg. Age  49 54 50 51 52 
Avg Acres Operated 2792 2383 1607 1767 1554 
Crop-Only Farms  82% 97% 77% 94% 79% 
Diversified Farms  18% 3% 23% 6% 21% 
Avg. Real NFI  $29,252  $16,247  $13,535  $23,860  $34,135  
Avg. Real NFI / Acre  $21  $13  $13  $19  $34  
Avg. Real NFI * $12,743  $(1,170.33) $5,629  $11,671  $24,866  
Avg. Real NFI / Acre * $10  $2  $5  $10  $25  

Third Shock Period 
Number of Observations  31 8 125 40 92 
Avg. Age  56 66 58 60 60 
Avg. Acres Operated 4569 2508 2073 2285 1550 
Crop-Only Farms  81% 88% 82% 98% 84% 
Diversified Farms  19% 13% 18% 3% 16% 
Avg. Real NFI  $130,740  $74,511  $65,107  $100,882  $76,264  
Avg. Real NFI / Acre  $47  $32  $55  $57  $62  
Avg. Real NFI * $109,573  $56,337  $56,125  $89,230  $69,062  
Avg. Real NFI / Acre * $40.14  $24.55  $47.84  $50.40  $55.40  
* Government payments are excluded     
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Table 2: Average Resilience Index (R) Values by Region (Index values are multiplied by 100) 
  Northwest  Southwest  North-central South-central  Northeast  Southeast  

Avg. R 1st Shock 0.626 1.486 0.892 1.326 0.509 0.506 
% Recovered farms  33% 41% 45% 43% 39% 43% 
Avg. R 2nd Shock 1.071 1.233 1.158 1.035 0.362 0.699 
% Recovered farms  24% 26% 20% 22% 23% 19% 
Avg. R 3rd Shock 1.645 2.681 0.716 2.159 0.621 0.875 
% Recovered farms 45% 75% 21% 30% 24% 27% 
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Table 3: Summary Statistics of Variables Reflecting Farm Characteristics 
    Capabilities Variables  Northwest  Southwest  North-central  South-central  Northeast  Southeast  

First Shock Period 
3-yr. Debt to 
Asset Ratio 

38% 31% 27% 37% 25% 27% 

3-yr. Acre Divr. 0.559 0.522 0.377 0.469 0.302 0.361 
3-yr. Crop Inventory 
$  

$68,151 $90,866 $35,700 $40,187 $53,553 $58,329 

Chg. Rev. Divr. 0.175 0.189 0.243 0.148 0.111 0.117 
Chg. Acre Divr. -0.088 -0.069 -0.007 -0.005 -0.026 -0.013 
Chg. Expense Ratio  -0.162 -0.103 -0.070 -0.100 -0.045 -0.028 

 
Second Shock Period 

3-yr. Debt to 
Asset Ratio 33% 29% 37% 31% 24% 29% 

3-yr. Acre Divr. 0.418 0.480 0.358 0.466 0.327 0.372 
3-yr. Crop Inventory 
$  

$92,971 $79,388 $41,199 $54,670 $74,318 $76,933 

Chg. Rev. Divr. -0.078 -0.156 -0.022 -0.120 0.024 -0.018 
Chg. Acre Divr. -0.046 -0.028 -0.031 -0.045 0.004 -0.023 
Chg. Expense Ratio  0.056 0.017 0.075 0.051 0.126 0.086 

 
Third Shock Period 

3-yr. Debt to 
Asset Ratio 17% 11% 18% 11% 16% 22% 

3-yr. Acre Divr. 0.354 0.435 0.295 0.414 0.383 0.382 
3-yr. Crop Inventory 
$  $226,682 $164,454 $109,903 $140,918 $138,153 $153,923 

Chg. Rev. Divr. -0.033 0.025 -0.082 -0.130 -0.059 -0.027 
Chg. Acre Divr. 0.001 -0.025 -0.014 -0.031 0.015 0.029 
Chg. Expense Ratio  0.063 0.026 0.044 0.066 0.073 0.041 
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Table 4: Results of Fractional Logit Estimation 

Total Sample  Recovered Farms  
Non-Recovered 

Farms 

R index Coef. 
Marginal 

Effect  Coef. 
Marginal 

Effect  Coef. 
Marginal 

Effect 
3-yr. Debt-to-Asset Ratio -0.9700** -0.0086* -0.5515 -0.0053  -1.3584** -0.0117* 
 (0.4641) (0.0045)  (0.3611) (0.0034)  -0.6542 (0.0065) 
Sq. 3-yr. Debt-to-
Asset Ratio 

 
0.2327** 

 
0.0021** 

 
0.2769*** 

 
0.0027***  

 
0.2706** 0.0023* 

 (0.1057) (0.0010)  (0.0961) (0.0009)  (0.1339) (0.0013) 

3-yr. Acre Diversification  
 
6.1074*** 

 
0.0542** 

 
5.5798*** 

 
0.0534***  

 
7.9224*** 0.0682** 

 (2.2994) (0.0236)  (1.9020) (0.0200)  (3.0018) (0.0314) 
Sq. 3-yr. Acre 
Diversification  

 
-4.0402** 

 
-0.0359* 

 
-4.1097** 

 
-0.0394**  

 
-5.1893** -0.04468* 

 (1.8434) (0.0184)  (1.6565) (0.0170)  (2.5184) (0.0253) 
3-yr. Crop Inventory 
(10,000$) 

 
-0.0182** 

 
-0.0002* 

 
0.0314*** 

 
-0.0003**  

 
-0.0234* -0.0002 

 (0.0091) (0.0001)  (0.0114) (0.0001)  (0.0137) (0.0001) 

Chg. Rev. Diversification  
 
-0.1587 

 
-0.0014 

 
-0.1389 

 
-0.0013  

 
-0.4977* -0.0043* 

 (0.1187) (0.0011)  (0.1098) (0.0011)  (0.2567) (0.0024) 

Chg. Acre Diversification  
 
3.4636** 

 
0.0307** 

  
0.6589 

 
0.0063  

 
4.0456** 0.0348** 

 (1.5679) (0.0151)  (1.1272) (0.0107)  (1.7216) (0.0162) 

Chg. Expense Ratio  
 
-1.4835* 

 
-0.0132 

 
-1.4639* 

 
-0.0140*  

 
-1.7620* -0.0152 

 (0.8642) (0.0081)  (0.8064) (0.0078)  (1.0470) (0.0098) 

Age 
 
-0.0276 

 
-0.0002 

  
-0.1679** 

 
-0.0016**  

 
0.0104 0.0001 

 (0.0339) (0.0003)  (0.0698) (0.0007)  (0.0423) (0.0004) 

Sq. Age 
 
0.0002 

 
0.0000 

  
0.0015** 

 
0.0000**  

 
-0.0001 -0.0000 

 (0.0004) (0.0000)  (0.0006) (0.0000)  (0.0005) (0.0000) 

Average Acre 
 
0.0001 

 
0.0000 

  
0.0003** 

 
0.0000**  

 
0.0000 0.0000 

 (0.0001) (0.0000)  (0.0001) (0.0000)  (0.0001) (0.0000) 

Sq Acre 
 
-0.0000 

 
0.0000 

  
-0.0000 

 
-0.0000  

 
-0.0000 (-0.0000) 

 (0.0000) (0.0000)  (0.0000) (0.0000)  (0.0000) (0.0000) 
Northwest         
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0.4919** 0.0044** - - - - 
 (0.2023) (0.0018)  - -  - - 

Southwest 
 
0.5951** 

 
0.0053** 

  
- 

 
-  

 
- 

 
- 

 (0.2927) (0.0026)  - -  - - 

North-central 
 
0.3631 

 
0.0032  

 
- 

 
-  

 
- 

 
- 

 (0.2927) (0.0023)  - -  - - 

South-central 
 
0.4815 

 
0.0043  

 
- 

 
-  

 
- 

 
- 

 (0.3265) (0.0030)  - -  - - 

Northeast 
 
-0.3515 

 
-0.0031** 

  
- 

 
-  

 
- 

 
- 

 (0.1587) (0.0015)  - -  - - 

Shock 2 
 
0.2545 

 
0.0021 

  
-0.2238 

 
-0.0021  

 
0.4358 

 
0.0038 

 (0.2591) (0.0023)  (0.2469) (0.0024)  (0.3130) (0.0029) 

Shock 3 
 
0.4824 

 
0.0034 

  
0.6381*** 

 
0.00611**  

 
0.3650 

 
0.0031 

 (0.3043) (0.0024)  (0.2484) (0.0025)  (0.3791) (0.0034) 

Constant 
 
-5.7633*** 

  
-1.7303   

 
-7.2521*** 

  (1.0377)     (1.6089)     (1.3183)   
             In parentheses presented Robust Standard Errors for Coefficients and Standard Error for Marginal Effect calculated using Delta Methods. 
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Global Animal Protein Trade Impacts of Largescale Human Health 
Events 
 
By Mary Lynn Marks1, Jada M. Thompson2*, Sreedhar Upendram3, and T. Edward Yu4 
 
Abstract 
The emergence of largescale global human health events is expected to increase with evolving 
zoonotic and transboundary diseases, climate change, agricultural consolidation, increased 
globalization, and reliance on trade. The government and market response to a disease is dependent 
on the size of the outbreak, pathogenicity and virulence of the disease, and the perceived risks of its 
introduction and spread. The impact of largescale human disease events and their respective 
institutional response can lead to financial and market disruptions and effect nearly every industrial 
sector and market, including animal protein trade. The latest human disease event, the COVID-19 
(SARS-CoV-2) pandemic, continues to be the largest, most expansive disease event in the last century. 
The COVID-19 pandemic has had sizeable implications domestically and internationally. Labor 
shortages and supply chain disruptions coupled with demand changes and disease eradication 
policies substantially impacted global markets. Despite the emergent literature on COVID-19, little 
has been done to collectively identify and analyze the effects of largescale human health events on 
animal protein trade. Using export trade data from 2010-2020 for animal protein exporters, this 
analysis estimates the effects human health events (i.e., MERS-Cov, COVID-19, Ebola, and Zika virus) 
on global animal protein trade for 23 individual commodities (6-digit HS level). Results show 
heterogeneity between diseases, products, and exporters.  This heterogeneity indicates differences in 
response between events, dependent on event size, scope, and impacts. The study results can help 
improve preemptive business continuity planning and deepen the understanding of the implications 
of future emerging largescale health events on the meat industry.  
 
Introduction 
The incidence of largescale global human health events is expected to increase with emergent 
zoonotic and transboundary diseases, climate change, agricultural consolidation, increased 
globalization, and reliance on trade. Government and market response to a disease is dependent on 
the size of the outbreak, pathogenicity and virulence of the disease, and the perceived risks of its 
introduction and spread. The impact of largescale human disease events and their respective 
institutional response can lead to financial and market disruptions and affect nearly every industrial 
sector and market, including animal protein trade. The latest human disease event, the COVID-19 
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(SARS-CoV-2) pandemic, continues to be the largest and most expansive disease event of the last 
century with sizeable implications domestically and internationally. Labor shortages and supply 
chain disruptions coupled with demand changes and disease eradication policies triggered by the 
pandemic substantially impacted global markets.  

Despite the considerable consequences of the largescale human disease events, little has been 
done to collectively identify and analyze the effects of largescale human health events on animal 
protein trade. Using export trade data for the last decade for animal protein exporters, this analysis 
estimates the effects recent human health events (i.e., MERS-Cov, COVID-19, Ebola, and Zika virus) 
had on global animal protein trade for 47 individual commodities (6-digit Harmonized System (HS) 
level). The results provide animal protein and allied industries a better understanding of the 
economic implications of supply chain disruptions related to human health events. This study seeks 
to expand this existing knowledge by evaluating recent human health events to support a more 
comprehensive understanding of the risks to supply chains arising from disruptive disease events. 

 
Background 
Increased globalization, zoonotic diseases affecting specific regions, and diversity in protein demand 
have created expansive and competitive global animal protein commerce. The value of total world 
protein exports in 2019 were approximately $134 billion, led by the United States, Brazil, and 
Australia (United Nations 2021). Beef, pork, and poultry represented the majority of protein traded 
with a combined $111 billion value (United Nations 2021). The interconnectedness of these markets 
creates value risks in the supply chain, where disruptions have multinational and multidimensional 
effects.  

The effects on the supply chain from disruptions in production, transportation, and logistics 
related to human disease events in a country may be exacerbated by the global trade effect. Trade 
partners could suspend trade until the exporter is declared disease-free using the World Organization 
for Animal Health (OIE) standards or by other trade governing bodies. Even when a disease is not 
generally transmitting to humans. For example, the U.S. outbreak of highly pathogenic avian 
influenza (HPAI) from 2014 to 2015 led to 45 trading partners imposing import restrictions on U.S. 
poultry but had very few zoonotic cases in the US (Thompson et al. 2020). These bans stem from the 
risk of disease spread and are compounded when the disease is transboundary and zoonotic (spread 
between animals and humans, or vice versa). Emergence of a degenerative cattle disease Bovine 
Spongiform Encephalopathy (BSE) and its human equivalent Creutzfeldt-Jacob disease led to mass 
animal depopulation, supply disruptions, and trade restrictions for the United Kingdom in 1996 
(Henson and Mazzocchi 2002). Similarly, the U.S. reported a single BSE-confirmed case in bovine in 
2003, 53 countries banned U.S. cattle and beef exports with estimated losses over $3 billion despite no 
zoonotic spread (Pendell et al. 2010). BSE’s severe effects identify the risk-averse policies importing 
countries adopt to preserve their domestic animal health and consumer food safety based on 
perceptions of disease spread, zoonosis, and acceptable risks.  

Largescale communicable human health events also cause changes in risk perception and can 
lead to rapid response to reduce disease transmission. Specifically pandemics, as defined by high 
human morbidity and mortality rates over large geographical areas, have substantial impacts on 
public health and markets (Madhav et al. 2017). Emerging diseases with the potential for widespread 
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transmission and losses have historically been zoonotic, furthering the impacts of disease livestock on 
international trade (Madhav et al. 2017). The 2009 H1N1 event, commonly referred to as Swine Flu, 
had widespread transmission and affected commodity markets (Gatherer 2009; Attavanich, McCarl, 
and Bessler 2011). While several studies have analyzed animal diseases’ effects on protein trade and 
mass human health events respectively, few have analyzed human health events’ impacts on 
international meat exports. Those that have focused predominantly on the meat industry and trade in 
relation to the COVID-19 global pandemic due to its size and sprawling effects. Some of these studies 
have focused on COVID-19’s supply chain disruptions (Weersink et al. 2021; Maples et al. 2021) and 
trade impacts (Zhang 2020; Mallory 2021).  

Some of the supply chain effects are related to the multidimensional impacts of a disease event 
related to changes in demand preferences, labor supply, storage, transportation, and the effects of 
these disruptions in production, processing, and marketing. Hayes et al. (2021) analyzed the COVID-
19 outbreak’s effects on the U.S. pork, turkey, and egg markets and determined both supply and 
demand were highly impacted. However, the effects were not homogeneous. For example, prices 
associated with restaurant and school consumption (e.g. turkey and breaker eggs) decreased 
resulting from COVID-19, while products associated with at-home use price surged (e.g. pork and 
shell eggs) (Hayes et al. 2021). Similarly, McEwan et al. (2020) similarly found volatile initial outbreak 
demand led to surging hog prices, but were expected to fall after market stabilization and production 
disruptions were addressed.  

Supply chains at risk, lead to a need to address the effect of a realized event and build 
resilience. In this case, resilience as understanding of not only identifying the effects of an event and 
the weak points in the system but also in the adaptability of the supply chain in an evolving situation 
(Stone and Rahimifard 2018; Scholten, Stevenson, and van Donk 2020). Identification of the effects 
and resiliency have emerged in the literature for select events (Hobbs 2021a; 2021b; Chenarides, 
Manfredo, and Richards 2021) but more is needed to fully understand the impacts of a disease event 
across the meat supply chain and help provide information to help adapt in the event of a disease 
outbreak.  

 
Methodology 
International trade depends on economic and political factors. In addition to relative comparative 
production efficiencies, international trade is dependent on trust related to outcomes of the 
transactions as well as acknowledging potential trade disruptions. These trade disruptions may not 
be captured fully by price and may include supply chain issues, geopolitical impacts, and risk 
perceptions. Risk exists on both the importer and exporter side of international trade, whether in 
political, financial, or unforeseen risk (Bhogal and Trivedi 2008). This risk is especially present in 
agricultural products when considering disease spread possibilities. Threats exist at both the 
importer and exporter level, with countries considered to be disease-free due to biosecurity practices 
and standards affecting international trade levels (Shanafelt and Perrings 2017). This concept includes 
the threat and perception of spread as well as the event.  
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To conceptualize the incorporation of perceived trade disruptions (including disease risk) in trade, a 
formal definition of trade can be described by Equation 1: 
 

𝑈𝑈𝑡𝑡𝑅𝑅�𝑃𝑃,𝑋𝑋𝑖𝑖,𝑍𝑍𝑗𝑗 ,𝑑𝑑� > 𝑈𝑈𝑡𝑡𝐴𝐴�𝑃𝑃,𝑋𝑋𝑖𝑖,𝑍𝑍𝑗𝑗 ,𝑑𝑑�      (1) 
 
where trade will only occur when the utility of trade to an importer (R) in time t, dependent on price 
(P), importer characteristics (Xi), exporter characteristic (Zj), and any market disruptions (𝑑𝑑) are 
greater than the utility derived from autarky (A). In this analysis, the disruptions captured would be 
associated with potential disease spread during a global pandemic and their supply chain impacts. 

To determine the effect of a human health event on the value exported, a time series panel 
regression is estimated on the logged value of trade using Equation 2:  

 
𝑙𝑙𝑙𝑙𝑇𝑇𝑇𝑇𝑇𝑇𝑑𝑑𝑇𝑇𝑖𝑖,𝑡𝑡𝑘𝑘 = 𝛽𝛽1 + 𝛽𝛽𝑛𝑛|𝑛𝑛≠1�𝐷𝐷𝐷𝐷𝐷𝐷𝑇𝑇𝑇𝑇𝐷𝐷𝑇𝑇𝑖𝑖,𝑡𝑡 × 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑖𝑖,𝑡𝑡� + 𝜆𝜆𝑙𝑙𝑙𝑙𝑆𝑆ℎ𝑇𝑇𝑇𝑇𝑇𝑇𝑘𝑘,𝑖𝑖,𝑡𝑡−1 + 𝜃𝜃𝑅𝑅𝑇𝑇𝑇𝑇𝑅𝑅𝑇𝑇𝑅𝑅𝑇𝑇𝑇𝑇𝑖𝑖,𝑡𝑡 + 𝛿𝛿𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑖𝑖,𝑡𝑡 +
 𝜓𝜓𝜓𝜓𝑅𝑅𝑙𝑙𝑅𝑅ℎ𝐷𝐷𝑡𝑡 + 𝛾𝛾𝛾𝛾𝑇𝑇𝑇𝑇𝑇𝑇𝑡𝑡 + 𝜀𝜀𝑖𝑖,𝑡𝑡          (2) 
 
where the transformed value of trade exported from exporter i in time t for commodity k is a function 
of the individual human health events (Disease) and meat product state (Type), the logged natural 
logarithm of exporters’ share (Share) of the total commodity trade of protein k at time t-1, and fixed 
effects for the animal protein exporter (Exporter) and time (Month and Year). 𝜀𝜀𝑖𝑖,𝑡𝑡 represents the error 
term, 𝛽𝛽 , 𝜆𝜆,𝜃𝜃, 𝛾𝛾,𝜓𝜓, and 𝛿𝛿 represent estimated coefficients. Share represent the exporters importance in 
that protein market and may capture some effects related to trade persistence based on habit 
formation that may influence trade restriction decisions. Share variables are lagged to address 
endogeneity. The Type variable characterizes the commodity’s export state (Fresh, Frozen, Other5). The 
regression will be estimated for each k protein– Beef, Poultry, Swine, Other6. The time series panel 
regression models are estimated in Stata (StataCorp 2019) accounting for serial correlation and 
estimated with robust standard errors to account for heterogeneity.  
 
Data 
Monthly value of trade was collected from the UN Comtrade database from 2010 to 2020. The data 
include monthly countries’ export values (in US dollars) of six-digit UN Harmonized System (HS) 
commodity codes for all products in the 0201, 0202, 0203, 0204, and 0207 commodities to provide the 
most granular data, while remaining consistent across trading partners (United Nations 2017). In total 
47 codes were analyzed.  

While there are many countries that export, given excess supply or high international demand, 
this analysis primarily focused on consistent meat exporting countries. To limit this study to 
countries that consistently export meat products, exporters were limited to those that accounted for 
more than 1% of global protein trade at the two-digit HS level for the study period (Table 1). There 
are 23 exporters included in the analysis based on the trading criteria.  

5 The type Other indicates the six-digit HS code not specifying fresh or frozen. This only occurs in the Other protein model 
and is characterized as Other Other. 
6 The protein commodity Other represents the animal proteins analyzed not including beef, swine, or poultry. In this 
study, this is sheep and goat meat products. 
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Non-endemic diseases7 were studied based on criteria that 1) the event covered multiple 
months and 2) cases reported on at least two continents (Table 2). The pandemics include Ebola, 
MERS-Cov, Zika, and COVID-19. While the H1N1 event was an important global disease, data from 
the pandemic period are not available for the selected exporters. Expanded data would solve this 
omission and improve future studies.  Rather than use the official event dates as reported by the 
World Health Organization (WHO) or Center for Disease Control (CDC) which list from detection 
until full control, the pandemic periods where trade may be impacted were recorded based on a 
measure of the global importance of the disease. These event periods were estimated using Google 
Trend data to account for news and searches for the disease. This allows a refinement of the recorded, 
affected months where the disease had its highest relevance in the general population globally. Using 
WHO and CDC dates as general guidelines to inform date parameters, diseases were recorded as a 
binary variable if the Google Trend index was higher than 408, which indicated the global importance 
of the disease in that period (Equation 3).  

 

𝐷𝐷𝐷𝐷𝐷𝐷𝑇𝑇𝑇𝑇𝐷𝐷𝑇𝑇𝑗𝑗,𝑡𝑡 = �
1 𝐷𝐷𝑖𝑖 𝐺𝐺𝑇𝑇𝑇𝑇𝑇𝑇𝑙𝑙𝑑𝑑𝑡𝑡 > 40

0 𝑅𝑅𝑅𝑅ℎ𝑇𝑇𝑇𝑇𝑒𝑒𝐷𝐷𝐷𝐷𝑇𝑇        (3) 

 
To maintain contiguous disease periods where appropriate, an exception to this rule was created 
where a low index rate occurring between months that meet the criteria was recorded as a one. In 
other words, index rates below 40 but between event-level months were considered a low segment of 
a disease event and therefore recorded as a disease period. For example, the index for MERS-Cov was 
65 in July 2013, 29 in August, 19 in September, and 42 in October. All months were recorded as a 
MERS-Cov disease period and part of the same event. 
 To account for heterogeneity between animal proteins, individual binary variables were 
created for the four overarching protein commodity categories. These allow for trade impacts to be 
protein specific. To account for an exporter’s contribution to the global market in a specified period, 
indicators for exporters share of the market is calculated for each commodity annually at the 4-digit 
HS level and expressed in Equation 4 as: 
 

𝑙𝑙𝑙𝑙𝑆𝑆ℎ𝑇𝑇𝑇𝑇𝑇𝑇𝑃𝑃𝑖𝑖,𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦 = 𝑙𝑙𝑙𝑙(
𝑇𝑇𝑦𝑦𝑦𝑦𝑇𝑇𝑦𝑦𝑖𝑖,𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦

𝑃𝑃

∑ 𝑇𝑇𝑦𝑦𝑦𝑦𝑇𝑇𝑦𝑦𝑖𝑖,𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦
𝑃𝑃𝑛𝑛

𝑖𝑖
)      (4) 

 
where P represents the 4-digit HS commodity codes: 0201 and 0202 for Beef Shares, 0203 for Swine 
Shares, 0204 for Other Shares, and 0207 for Poultry Shares. Variables accounting for general seasonal 
effects and time (month and year) are included in the model. Select data are summarized in Table 3. 
 
 
 

7 This study will not include endemic diseases—those already present, common, and reoccurring in the area, as the effects 
of an endemic disease would already be absorbed into the market.  
8 The 40 threshold was used as it was a natural break in the Google Trend index during known disease dates. Other 
values were used to test the sensitivity to this analysis and the results were robust.  
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Results 
Results for all four protein trade models are presented in Table 4. The effects represent the average 
trade response between exporters and include any market substitutionary effects in destination 
markets. Fixed effects for exporters are not included in this table for brevity, but full results are 
available upon request. 
 
COVID-19 Results 
The COVID-19 pandemic emerged globally with the highest global infection count impacting labor 
supply, transportation, production, and consumption at an unprecedented level. Animal protein 
trade was impacted by these disruptions both as direct effects of trade restrictions imposed to reduce 
disease spread but also in indirect effects on trade related to reduced production and supply chain 
blockages. These effects are evident in the significant changes in trade during the COVID-19 period 
compared to non-disease event periods. There was an estimated average 28.82% reduction in the 
value of Fresh Beef trade, 26.66% in Fresh Poultry, 38.12% in Frozen Poultry, and 14.79% in Frozen Other 
products. These impacts are consistent with the nascent literature on COVID-19 and the a priori 
expectations and that the disease led to reductions in the value of trade across meat exporters.  

Contrarily there was an exception to the substantial decline in trade value across exporters. 
Frozen Swine trade which increased in trade value during the period (by an estimated 44.77%). This 
could be driven by several factors. Frozen products have longer shelf lives, are able to travel further 
distances, and may have better food safety for long distance trade than fresh products. Exporting 
countries that increased trade may not have been affected or perceived as affected by the respective 
importers, and therefore may have been thought of as safer to import, thus increasing trade. 
Additionally, the concurrent African Swine Fever animal health event in key importing countries 
(e.g., China) may, in part, have led to increased demand despite COVID-19. Assuming this strong 
demand, these results may reflect the changing global price for the products, such that an exporter 
able to move product would have done so at a premium price.  
 
Zika Results 
Similar to COVID-19, the Zika virus pandemic led to a reduction in trade value for animal protein 
products compared to non-disease periods. Fresh Beef decreased by 5.82%, Fresh Poultry 12.19%, and 
Frozen Other 20.55%. These trade disruptions had a stronger exporter-specific effect than COVID-19’s 
impacts, with the Zika outbreak affecting Brazil and the US, two large poultry, bovine, sheep, and 
goat exporters (Waggoner and Pinsky 2016; United Nations 2021). Zika may have more subdued 
impacts on the supply chain directly, not driven by bottlenecks in transportation but rather impacts 
on human health. The emergence of Zika which is less relatively virulent than other pandemics may 
have affected trade market perceptions. It had the second highest infection counts, but many 
products were not significantly impacted, which may reflect the difference between a pandemic with 
mass mortalities compared to morbidities. The trading partners that limited movements of products 
related to Zika may have done so as a precaution to mitigate the risk of moving infected mosquitos, 
the primary transmission agent.  
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MERS-Cov and Ebola Results 
Both the MERS-Cov and Ebola outbreaks, the first two in the dataset, had minimal impact on trade 
values compared to the other events. These events were also limited in infection cases and typically 
were found in notable animal protein exporters. Frozen Poultry and Frozen Other products were 
significantly impacted during the Ebola pandemic (13.88% and 23.37%, respectively), with increased 
value of trade compared to non-disease trade. There were no significant differences in disease to non-
disease trade periods for the MERS-Cov pandemic. These results likely indicate that the countries 
impacted did not substantially affect the movement of products or any changes in imports was 
compensated in destination switching. In terms of the supply chain, the lack of outbreaks in notable 
exporters may have contributed to the limited effects of these events. 
 
Additional Factors 
Additional factors were accounted for to capture trade creation and restriction parameters. Briefly, 
these include exporter-specific effects, temporal effects, and product effects. Product shares (along 
with Exporter fixed effects) are exporter-specific effects which help explain heterogeneity in trade 
values across exporters. These behave in expected ways, with increases in own product lagged shares 
lead to increase in trade value, e.g., an increase in global beef exports (Beef Shares) by 1% leads to a 
58% change in trade value. The only significant cross share impact was Poultry Shares positive effect 
on Other products, which likely relates to the nature of animal protein mixes by exporters. Temporal 
effects were also significant showing seasonal effects in protein trade.  
 
Conclusion 
Future large-scale human health events are inevitable. Research indicates the emergence and 
reemergence of transboundary and zoonotic diseases will continue to intensify. This intensification 
compounded with increased global food supply dependence will continue to create risks in the value 
of food production and marketing and for costs to consumers stemming from supply chain 
disruptions, lost sales revenues, and possible reduced access to inputs and transportation. In terms of 
trade, there are additional layers of geopolitics and varying importer risk perceptions which can also 
impact the value of food trade.  

The effects of largescale human health events are significant on animal protein trade. 
However, results indicate that these effects are heterogenous across proteins and product type, which 
is important to understand how to adapt during an event, such as shifting focus to alternative export 
products or markets more quickly. The relative intensity of trade disruption relates to the severity of 
the disease and its impacts on human and animal health, labor, production, processing, 
transportation, and markets. The literature on agricultural impacts of pandemics have focused on 
COVID-19 but are consistent with the outcomes from this study. Preparing for these events in 
building multilateral trade relationships and addressing supply chain pressure points may help 
exporters face the challenges in evolving international trade during an event. This may help reduce 
bottlenecks in moving products to markets, allow for expedited reviews between partners, or reduce 
the geographic scope of trade restrictions related to agreed biosecurity protocols, aiding business 
continuity in the supply chain. Future work could expand on the scope of disease and countries 
studied and address limitations of available data.  
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Table 1: Global Meat Exporters With More Than 1% of Trade Shares from 2010-2020 
Country Total Trade Value (US $) % of World Trade 
USA $231,913,177,113 14.60% 
Brazil $200,208,608,857 12.60% 
Netherlands $149,058,295,926 9.38% 
Germany $140,325,552,043 8.83% 
Australia $132,367,722,962 8.33% 
Denmark $82,362,079,322 5.19% 
Canada $81,564,368,024 5.14% 
Spain $79,526,910,644 5.01% 
France $74,160,817,259 4.67% 
New Zealand $74,041,685,052 4.66% 
Belgium $68,314,870,874 4.30% 
Poland $56,286,544,108 3.54% 
Ireland $52,220,003,080 3.29% 
India $43,313,138,310 2.73% 
Italy $38,196,052,609 2.40% 
United Kingdom $32,530,448,511 2.05% 
Argentina $31,510,773,054 1.98% 
Uruguay $23,424,429,775 1.47% 
Austria $20,948,711,089 1.32% 
Hungary $19,033,579,887 1.20% 
Mexico $17,595,666,547 1.11% 
China $17,199,552,600 1.08% 
Source: (UN Comtrade 2021) 
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Table 2: Summary of Global Human Health Pandemics Studied, 2010-2020 

Pandemic Continents Affected Estimated 
Infections1 

Event Periods in 
Data 

COVID-19 Asia, Africa, North America, South 
America, Europe, Australia 

460,280,1682 Mar-Dec 2020 

Zika  North America, South America 707,133 Feb-Sept 2016 
Ebola Africa, North America, Europe 28,652 Aug-Oct 2014 
MERS-Cov Asia, Africa, North America, Europe 2,519 Jun-Oct 2013 
1 Infection rates are provided for context. The data are not available by period and are not included in the analysis. 
2 COVID-19 infection counts as of March 2022. 
Source: (WHO 2021; da Costa, Moreli, and Saivish 2020; Ikejezie 2017; CDC 2020) 
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Table 3: Summary Statistics for Animal Protein Trade Analysis 2010-2020 
Variable Unit Obs. Mean Std. Dev. Min Max 
Trade Value Millions USD 75,724 13.28 39.73 0.00 680.52 
Beef Share Trade Share 75,724 0.04 0.04 0.00 0.16 
Swine Share Trade Share 75,161 0.05 0.05 0.00 0.18 
Other Share Trade Share 74,915 0.05 0.10 0.00 0.43 
Poultry Share Trade Share 75,485 0.04 0.05 0.00 0.28 
COVID-19 1 if Disease Present;  

0 Otherwise 
75,724 0.07 0.25 0 1 

MERS-Cov 1 if Disease Present;  
0 Otherwise 

75,724 0.05 0.21 0 1 

Ebola 1 if Disease Present; 
 0 Otherwise 

75,724 0.02 0.15 0 1 

Zika 1 if Disease Present; 
0 Otherwise 

75,724 0.06 0.24 0 1 

Fresh 1 if Product Fresh;  
0 Otherwise 

75,852 0.48 0.50 0 1 

Frozen 1 if Product Frozen;  
0 Otherwise 

75,852 0.50 0.50 0 1 

Other 1 if Product Other; 
 0 Otherwise 

75,852 0.02 0.15 0 1 
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Table 4: Select Estimated and Transformed Elasticities for the Effects of Human 
Health Events on Meat Trade by Protein, 2010-2020 
 Beef Swine Poultry Other 
COVID-19 
Fresh 
Frozen 
Other 

 
-28.82***(0.07) 
-2.96 (0.13) 

 
-5.82 (0.09) 
44.77**(0.15) 

 
  -26.66***(0.08) 
-38.12***(0.07) 

 
-12.19 (0.12) 
-22.12*(0.13) 
-14.79 (0.32) 

Zika 
Fresh 
Frozen 
Other  

 
-5.82*(0.03) 
-6.76 (0.10) 

 
1.01 (0.07) 
-2.96 (0.08) 

 
-12.19* (0.07)  
-6.76 (0.05) 

 
-10.42(0.10) 
-20.55***(0.08) 
-11.31(0.12) 

MERS-Cov 
Fresh  
Frozen 
Other  

 
0.00 (0.03) 
4.08 (0.07) 

 
2.02 (0.06) 
-10.42 (0.08)         

 
-4.88 (0.06) 
3.05 (0.06)      

 
4.08 (0.08) 
1.01 (0.09) 
-25.17 (0.27) 

Ebola 
Fresh 
Frozen  
Other 

 
2.02 (0.06) 
7.25 (0.11) 

 
2.02 (0.06) 
-1.00 (0.08)         

 
-3.92 (0.07)   
13.88*(0.07)     

 
5.13 (0.10) 
23.37**(0.10) 
11.63 (0.20) 

Protein Commodity Shares    
Beef Share 
Swine Share 
Other Share 
Poultry Share 

58.00***(0.18) 
13.00 (0.07) 
3.00 (0.04) 
12.00 (0.09) 

18.00 (0.15) 
58.00***(0.11) 
-7.00(0.04) 
-4.00 (0.09) 

-4.00 (.08) 
4.00 (.08) 
-2.00 (.03) 
77.00***(0.16) 

6.00 (0.11) 
0.00 (0.05) 
37.00***(0.13) 
32.00*(0.18) 

Product Type 
Frozen 
Other   

 
-83.80***(0.51) 
 

 
-53.70*(0.40) 
    

 
716.62***(0.40) 
 

 
8.33 (0.32) 
-58.52**(0.40) 

Observations 13,453 13,236 30,563 17,016 
Standard errors in parentheses; * p<0.1; ** p<0.05; *** p<0.01; Exporter and time (Year and Month) fixed effects 
are excluded for brevity, for full results contact corresponding author. 
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Investigating the Growth of Brazilian Agricultural Exports 
By Heidi Schweizer1 and Yasin Yildirim2 

Abstract 
Brazilian agricultural exports have increased 12 percent per year since 2000 and the agricultural 
sector has been a critical contribution to growth in Brazilian gross domestic product (CEPII-
CHELEM, 2021). Many explanations have been offered for the rapid rise of Brazilian market share in 
the global marketplace such as increased agricultural land, infrastructure improvements, and a 
supportive policy environment. However, previous literature has been focused on specific crops and 
specific policies, and it is unclear which factors overall are associated with the largest increases to 
Brazilian agricultural export flows. Using a gravity model where the dependent variable is the value 
of Brazilian agricultural exports to its trading partners, we examine the collection of factors 
commonly included in explanations of Brazilian agricultural and export growth between the years 
1996-2018. Specifically, we include measures for currency depreciation, domestic agricultural policies, 
improvements to internal infrastructure (rail and road), changes in agricultural inputs like land use 
and technology adoption, as well as the standard set of explanatory origin/destination variables such 
as bilateral trade agreements. We combine commonly used trade data (CEPII-CHELEM, World Bank 
Databank, OECD, FAO) with sources related to internal trade costs (CNT, DNIT, ANFAVEA). Our 
results show that agricultural export flows are dominantly associated with domestic factors including 
changes in agricultural inputs and transportation infrastructure. 
Keywords: Agriculture exports, gravity model, Brazil, infrastructure 

JEL codes: Q17; Q18, Q19 

Introduction 
With a rapid rise in agricultural exports, Brazil has become an agricultural superpower and the 
largest competitor of the United States. It is now the biggest supplier of soybean and poultry 
products in the global market, having surpassed the United States in terms of market share 
over the last two decades (Observatory of Economic Complexity, 2021). While other BRICS 
countries (Brazil, Russia, India, China, and South Africa) also grew in terms of gross domestic 
product, Brazil is the only one where, shown in Figure 1, the share of food exports has 
remained high and even increased from 1994 to 2020. Figure 2 compares major agricultural 
exports for the years 2000 and 2018, showing that soybeans, in particular, have been a driver of 
this growth.  

1 Heidi Schweizer, Corresponding Author, Agricultural and Resource Economics, North Carolina State University, email: 
hschwei@ncsu.edu, phone: 919.515.5276;  

2 Yasin Yildirim Agricultural and Resource Economics, North Carolina State University, email: yyildir@ncsu.edu. We are 
grateful to the anonymous reviewers for their clarifying suggestions and to Xiaoyong Zheng and Zheng Li for their 
comments at Yasin’s thesis defense. 
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In addition to its geographic advantage for both agriculture and trade, a relatively liberal 
economy and a supportive policy environment have boosted the agro-export of Brazil. The Brazilian 
government has made substantial attempts to improve foreign relations and domestic infrastructure; 
particularly in regions where agricultural activities are abundant. Also in recent history, Brazilian 
farming has grown in land share and become more automated. This has occurred concurrently with 
economic crisis and currency depreciation. Various explanations have been offered for the rapid rise 
of Brazil in the global marketplace. However, previous literature has been focused on specific crops 
and specific policies (Porto, 2002; Siroën and Yucer, 2012; Guilhoto et al., 2015; Valerius et al., 2018; 
Ribeiro et al., 2019; Viera and Reis, 2019). In work that is not specifically trade-related, Mendes et al. 
(2009) and Rada and Valdes (2012) have positively linked Brazilian infrastructure to agricultural 
productivity. It is unclear which overall factors are associated with the largest increases to Brazilian 
agricultural export flows.  

In this paper we examine the factors behind the growth of Brazilian agricultural exports with a 
gravity model, covering 83 importing partners from 1996 to 2018. The goal of this work is to 
contribute towards a better understanding of Brazil’s rise in the global market by considering five 
different points as well as traditional gravity model factors: macroeconomic policies, institutional 
quality, currency depreciation, domestic infrastructure change, and changes in agricultural inputs. 
We fill a gap in the existing literature by considering the full range of factors that may have 
contributed to Brazilian agricultural export growth.  
 
Methods and Data  
The Gravity Model 
We use a standard gravity model to explore potential determinants of Brazilian agricultural export 
flows.3  The typical gravity model is given in equation 1. 𝑇𝑇𝑖𝑖𝑖𝑖𝑖𝑖 represents bilateral trade flows between 
exporter 𝑖𝑖 and importer 𝑗𝑗 at time 𝑡𝑡; A refers to a constant; 𝑌𝑌𝑖𝑖𝑖𝑖 and 𝑌𝑌𝑖𝑖𝑖𝑖 represent the economic mass of 
exporters and importers during 𝑡𝑡, respectively; 𝐷𝐷𝑖𝑖𝑖𝑖𝑖𝑖 indicates the distance/friction between exporters 
and importers at time 𝑡𝑡. The exponents 𝛼𝛼, 𝛽𝛽, and 𝜃𝜃 represent potential to increase or impede flows.  

𝑇𝑇𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐴𝐴 × 
𝑌𝑌𝑖𝑖𝑖𝑖
𝑎𝑎𝑌𝑌𝑗𝑗𝑖𝑖

ß

𝐷𝐷𝑖𝑖𝑗𝑗𝑖𝑖
θ    (1) 

In words, the general model states trade flows increase with the economic sizes of trade partners and 
decrease with trade frictions. Here we focus on unilateral trade flows from Brazil to its importing 
partners, see equation 2. Using the unilateral gravity model to focus on factors specific to the 
Brazilian context is like previous literature including Lee and Lim (2014) and Atif et al. (2017).  

𝑇𝑇𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑖𝑖𝐵𝐵 𝑖𝑖𝑖𝑖 = 𝐴𝐴 × 
𝑌𝑌𝐵𝐵𝐵𝐵𝑎𝑎𝐵𝐵𝑖𝑖𝐵𝐵 𝑖𝑖
𝑎𝑎  𝑌𝑌𝑗𝑗𝑖𝑖

ß

𝐷𝐷𝐵𝐵𝐵𝐵𝑎𝑎𝐵𝐵𝑖𝑖𝐵𝐵 𝑗𝑗𝑖𝑖
θ    (2) 

By taking the log of both sides we obtain equation 3, which is now linear, and we can empirically 
estimate the gravity model given data on flows, economic masses, and trade frictions.  
 

𝑙𝑙𝑙𝑙𝑇𝑇𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑖𝑖𝐵𝐵 𝑖𝑖𝑖𝑖  =  𝑙𝑙𝑙𝑙𝐴𝐴 + 𝑎𝑎𝑙𝑙𝑙𝑙𝑌𝑌𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑖𝑖𝐵𝐵 𝑖𝑖  +  𝛽𝛽𝑙𝑙𝑙𝑙𝑌𝑌𝑖𝑖𝑖𝑖 –  𝜃𝜃𝑙𝑙𝑙𝑙𝐷𝐷𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑖𝑖𝐵𝐵 𝑖𝑖𝑖𝑖  (3) 
 
The set of attraction/friction variables we include are described in the next subsections.  

3 Comprehensive resources describing how two gravity models can be applied in international trade are Baier and Standaert 
(2020) and Yotov et al. (2016).  
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Model Specification 
We considered a wide range of agriculture- and Brazil-specific factors to explain export flows: Brazil 
and importer gross domestic products, geographic distance, exchange rates, Brazilian producer 
support, quantity of paved roads in Brazil, quantity of railway tracks in Brazil, both Brazil and 
importer share of land use in agriculture, other Brazilian agricultural inputs (machinery sales, 
fertilizer, and pesticide use), Brazilian producer prices, Brazilian institutional quality, importer trade 
openness, preferential trade agreements with importers, importer adjacency to Brazil, and importer 
ocean accessibility.  

Several of the independent variables are worth discussing even though they are often included 
in gravity models. The Brazilian economy was restructured in the 80s and 90s. During this time, trade 
was liberalized, and hyperinflation was brought under control.4 Exchange rates, producer prices, and 
trade agreements, are key metrics of the Brazilian macroeconomic story. Favorable exchange rates, 
low producer prices, and the existence of a trade agreement likely increases exports.    

In addition to the standard set of gravity model explanatory variables, primary agricultural 
inputs are included because increased technology adoption, mechanization, and land conversion into 
agriculture are features of recent Brazilian history.5 We expect increases in these inputs to increase 
production and productivity, and therefore increase exports. Infrastructure improvements have also 
been a theme of discussion regarding Brazilian agriculture and trade. Rail and road both connect 
production regions to ports, and new connections and improvements to infrastructure quality 
reduces internal transportation costs – which we expect also increases exports.  

To assess if these factors are significantly correlated with Brazilian agricultural exports, we 
employ fixed effect and random effect models to account for unobserved importer heterogeneity. 
Prior to estimation, we performed a variety of tests to compare fixed and random effects to their 
alternatives, and to identify potential challenges in the error structure. For model selection we used 
Breusch-Pagan Lagrange Multiplier and Hausman tests. This was followed by Wald, Wooldridge, 
and Pearsan Tests to check the panel for heteroskedasticity, serial correlation, and cross-sectional 
correlation. We also conducted principal component analysis to guide the development of more 
parsimonious models.  

Although fixed and random effects models are used often to estimate gravity models, Poisson 
pseudo maximum likelihood (PPML) estimation is considered superior. The primary advantages are 
that it can address the issues of zero trade flows – which can be prevalent in large panels with many 
exporter-importer pairs – and problems associated with non-linearly transforming the dependent 
variable in the presence of heteroskedasticity (Yotov et al., 2016).  
Since we only have one exporter rather than many exporter-importer pairs and we faced data 
limitations regarding non-trading partners, we chose fixed and random effects models in favor of 
direct interpretation of the coefficient estimates. The issues of zero trade flows and heteroskedasticity 
were taken into consideration when building our dataset and during model selection and testing.  

4 The average applied tariff rate decreased from around 30 percent to 12 percent in the 90s (World Bank, 2022), and 
hyperinflation was curbed when the government launched the Plano Real program. The inflation rate went from 2,500 
percent in 1993 to below 20 percent in early 1996 (World Trade Organization, 1996).   

5 Modernization picked up from the 1970s to 1990s with the help of cooperative extension services being established and 
subsidized farm credit. Also, Amazon rainforest deforestation brought new lands into livestock and crop production (see 
Baer, 2002; Simon and Garagorry, 2005). 
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Panel Data 
We created a balanced panel covering Brazilian agricultural export flows to 83 trade partners for the 
years 1996 to 2018. The trading partners of Brazil were determined based on data availability. All 
countries that consistently have non-zero values for agricultural imports from Brazil given in the 
CEPII-CHELEM database are included. The annual values of Brazilian agricultural exports to its 
trading partners are taken from CEPII-CHELEM using sector code AL, which represents food and 
agricultural products.6  PPML would allow us to include more importing countries in the sample. 
However, as shown in Figure 3, the countries we were able to include represent around 90 percent of 
total Brazilian agricultural exports. Figure 4 also shows the sample countries and the change in trade 
intensity from the first five years to the last five years of the study.7  

Data for the independent variables come from many sources. Gross domestic product for 
Brazil and its importing partners were taken from the World Bank’s World Development Indicators. 
Estimates of Brazilian agricultural producer support were obtained from the Producer Support 
Estimate Database of the Organization for Economic Co-operation and Development. The monetary 
value of these variables was converted from nominal to real using the gross domestic product price 
deflator of Brazil based on 2010 prices. Information about adjacency and preferential trade 
agreements between Brazil and its partners was sourced from the CEPII-CHELEM database again. 
Importers’ port access and distance “as the crow flies” in terms of direct linear distance between 
Brasilia and capital cities of the importing countries were taken from the internet (freemaptools.com 
and worldportsource.com). Real effective exchange rates are from Darvas (2012). Importer trade 
freedom indices were taken from the Heritage Foundation (2021). Institutional quality of Brazil was 
taken from the World Governance Indicators Database provided by the World Bank (2021). 

In addition to the commonly used trade data, we collected data related to internal transportation 
costs and agricultural inputs. The paved road length and rail length were collected from annual 
statistical reports produced by the government agencies Confederação Nacional do Transporte and 
Departamento Nacional de Infraestrutura de Transportes (from 1996 to 2019). The annual quantities 
of agricultural machines sold were from the manufacturers’ association Associação Nacional dos 
Fabricantes de Veículos Automotores 2021 statistical yearbook. Data on agricultural land share of 
Brazil and land share of importing countries, fertilizer and pesticide use in Brazil, and the Brazilian 
agricultural producer price index were obtained from the Food and Agriculture Organization’s 
FAOSTAT Database. Table 1 displays summary statistics of all variables. 
 
Estimation Results 
Estimation results are presented in Table 2. The first column shows that Brazilian agricultural export 
flows are consistent with traditional gravity theory. Flows increase with Brazilian and importer gross 
domestic product and decrease with distance. Models B through D retain consistency with theory, 

6 The product categories included in AL are cereals, edible agricultural products, non-edible agricultural products, cereal 
products, fats of vegetable or animal origin, meat and fish, preserved meat and fish products, preserved fruit and vegetable 
products, sugar products, animal foodstuffs, beverages and manufactured tobaccos. 

7 Serbia and Montenegro were treated as a single unit for this study because there are no separate data prior to 2006. 
Podgorica, the capital of Montenegro, was taken as the basis for the distance variable. The Serbian dinar is taken as the 
national currency because Montenegro switched to the Euro post-separation. 

Fall 2022 Volume 20 Issue 2 Western Economics Forum                                                                      53



and indicate that infrastructure improvements, changes in input use, and preferential trade 
agreements are significantly associated with Brazilian agricultural export flows.  

We focus the discussion and interpretation on the parsimonious fixed effects model D. Table 2 
includes results for B and C as well. Model B contains all explanatory variables, except for time-
invariant variables which cannot be identified with fixed effects. For this specification, the fixed 
effects model is preferred over random effects, and we use Driscoll-Kraay standard errors to adjust 
the standard errors for detected spatial dependence (Hoechle 2007). Models C and D are the more 
parsimonious models. Model C includes the time-invariant variables whereas model D, which also 
uses Driscoll-Kraay standard errors, does not.  

The estimates for lagged machinery sales and preferential trade agreements were positive as 
expected. A 1 percent increase in new machinery is associated with a 0.19 percent increase in 
agricultural exports the following year. The existence of a preferential free trade agreement is 
associated with a 0.51 percent increase in bilateral flows. The coefficient estimates on paved road 
length and rail length indicate that Brazilian agricultural exports increase in tandem with 
improvements in road and rail infrastructure. For roads, which are important for the first mile of 
exports, a 1 percent increase in the quantity of paved roads is associated with a 0.76 percent increase 
in bilateral agricultural export flows. The estimates for rail quantity are striking. A 1 percent increase 
in rail length is associated with a 2.45 percent increase in agricultural exports.  

Surprisingly, the estimate for the share of Brazilian land in agriculture is negative. A 1 percent 
increase in the share of land used in agriculture is associated with export flows declining 0.42 percent. 
New land area that Brazil has added to agricultural production are mainly from the Amazon 
rainforest, which has primarily been converted for cattle ranching and soybean production (Simon 
and Garagorry, 2005). According to Brondizio et al. (2009), most of the converted land that was 
previously rainforest is used by smaller farmers. These farmers have less resources and limited 
market access which would help explain a non-result on the share of agricultural land, but the 
negative association is still puzzling.  
 
Concluding Remarks 
Rail length is our most interesting estimate, and the result underscores the fact that rail looms large in 
the Brazilian agricultural export system. However, there are caveats regarding causal interpretation. 
Little is known about the causal effects of domestic infrastructure on exports because relevant data 
that varies over time are difficult to obtain and there are potential simultaneity problems between 
trade flows and investment in capital goods and infrastructure. The latter is of concern here. 
Improvements to freight infrastructure have long lag times between initial investment and project 
completion requiring long time series or an instrumental variable associated with use of the 
completed infrastructure.8 Even if we assume that increases in track length have led to higher 
agricultural export volumes, say due to increased freight system access in agricultural regions, the 
addition of the marginal length of track at this moment would be difficult to predict.  Laying more 
tracks will not necessarily correspond to higher freight volumes. Network structure and management 

8 A possible instrumental variable for increased road quantity and quality may be passenger vehicles per 1000 people. 
However, Brazil is like the United States in that the rail system is largely used for freight rather than passenger service. 
Additionally, the nature of rail systems makes it difficult to find an alternative use that does not directly affect agricultural 
shipments. 
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are crucial in rail and changes anywhere in the system can influence service quality. Also, we include 
road and rail infrastructure, but have not included inland waterway and port infrastructure. We do 
not have data on navigable waters, but, since only a small portion of Brazilian freight travels via river 
(Ministério da Infraestrutura, 2020), we predict our results are uninfluenced by this omission. 
However, it is not possible to assess whether future resources would be best spent on a specific type 
of transportation infrastructure given the data and analytical approaches available at this time.  

Finally, a major challenge of research studying the determinants of trade is that there is often 
country-specific, time-varying factors of interest. Obtaining data for a long-enough panel to identify 
these factors is difficult. Here we were fortunate to be able to include 22 years of data, there was 
meaningful variation in factors that typically have slight variation over time (e.g., infrastructure), and 
it was possible to create a more parsimonious model that included variables of interest. But, given the 
data-related challenges, it is important to put our results in context with the existing literature. Other 
researchers have positively linked Brazilian infrastructure to agricultural productivity (Mendes et al., 
2009; Rada and Valdes, 2012). General research about Brazilian trade has also found preferential trade 
agreements and transportation costs are significantly associated with trade flows (Porto, 2002; 
Guilhoto et al., 2015; Sireon and Yucel, 2011; Ribeiro et al., 2019; Viera and Reis, 2019). Our results are 
consistent with these narratives in the adjacent research and provide quantitative context relevant to 
common causal claims about the evolution of Brazilian importance in global agricultural markets.  

The results presented here could be useful to policymakers in Brazil and countries that compete 
in global agricultural markets. Further research is needed to evaluate if Brazilian policymakers with 
the goal of increasing agricultural exports should consider diverting resources away from producer 
supports towards putting policies in place that minimize Amazon deforestation. Policymakers in 
competing countries, specifically in the United States where soybean exports are important, will want 
to evaluate their own competitiveness as Brazilian investment in highway, rail, and port access 
continues.  
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Figure 1. Share of Food Exports to Total Merchandise Exports of BRICS and the World 

 
Note. Data are from the World Bank World Integrated Trade Solution database. World represents all countries, including BRICS 
countries which are Brazil, Russia, India, China, and South Africa. 
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Figure 2. Composition of Major Brazilian Exports for the Years 2000 and 2018 

 
Note. We show HS4 product groups that represented over $600M USD in trade value in 2018. Export value is indexed to year 2018 
real dollars and data are from the Observatory of Economic Complexity. 

 

Figure 3. Total Values of the Agricultural Exports to Sample Countries and to the World 

  

Note. These data are from the CHELEM - International Trade Database. 
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Figure 4. The Selected Sample of Brazil Trading Partners 

 

(a) 1996 to 2000 

 

(b) 2014 to 2018 

Note. The graduated color scheme is the same for panels (a) and (b) showing the change in trade intensity among partner countries 
for the first and last five years of the sample period. The included partner countries are:  Albania, Algeria, Argentina, Australia, 
Austria, Bangladesh, Belarus, Belgium, Bolivia, Bosnia & Herzegovina, Brunei, Bulgaria, Cambodia, Canada, Chile, China, 
Colombia, Côte d'Ivoire, Czechia, Denmark, Ecuador, Egypt, Estonia, Finland, France, Gabon, Germany, Greece, Hong Kong, 
Hungary, Iceland, India, Indonesia, Ireland, Israel, Italy, Japan, Kazakhstan, Kenya, Kyrgyzstan, Latvia, Lithuania, Luxembourg, 
Malaysia, Malta, Mexico, Morocco, Netherlands, New Zealand, Nigeria, North Macedonia, Norway, Pakistan, Paraguay, Peru, 
Philippines, Poland, Portugal, Romania, Russia, Saudi Arabia, Serbia & Montenegro, Singapore, Slovakia, Slovenia, South Korea, 
Spain, Sri Lanka, Sweden, Switzerland, Taiwan, Thailand, Tunisia, Turkey, Ukraine, United Kingdom, United States, Uruguay, 
Venezuela, and Vietnam. 
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Table 1. Summary Statistics 

Variable 
Varies: 
importer 

Varies: 
time 

Number of Obs. Unit Mean Std. dev. Min Max 

Agricultural Export Value yes yes 1886 USD (Constant 2010) 7.1M 18.3M 56 389M 
Gross Domestic Product of Brazil no yes 1886 USD (Constant 2010) 1.93B 357M 1.41B 2.42B 
Gross Domestic Product of j yes yes 1882 USD (Constant 2010) 692B 1.87T 2.61B 18T 
Distance  yes no 1909 Kilometer 10,190 4,163 1,463 18,832 
Bilateral real exchange rate  yes yes 1909 Per 1 Br. Real 297.1 2,659.27 0.0013 106,340.4 
Producer support estimate of Brazil  no yes 1826 USD (Constant 2010) 154M 65.8M 21,191 241M 
Total paved road length of Brazil  no yes 1909 Kilometer 160,838 22,922 149,000 219,089 
Total railways length of Brazil  no yes 1909 Kilometer 29,617 537 28,874 30,621 
Sold agricultural machinery of Brazil no yes 1909 Level 40,961 16,746 12,431 77,594 
Agricultural land share of Brazil no yes 1909 Percentage 27.65 0.37 27.27 28.34 
Agricultural land share of j yes yes 1892 Percentage 40.27 20.84 0.93 85.49 
Fertilizer use of Brazil no yes 1909 Metric Tons 10.2M 3.4M 5.02M 16.4M 
Pesticide use of Brazil no yes 1909 Metric Tons 260,779 103,257 101,622 395,646 
Producer Price Index of Brazil  no yes 1909 Index 57.04 28.50 21 105.81 
Institutional quality of Brazil no yes 1909 Index 52.02 4.10 42.18 58.23 
Openness to trade of j  yes yes 1866 Index 74.33 13.76 0 95 
Preferential Trade Agreement  yes yes 1909 Binary 0.23 0.42 0 1 
Adjacency  yes no 1909 Binary 0.08 0.28 0 1 
Ocean accessibility  yes no 1909 Binary 0.07 0.26 0 1 
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Table 2. Gravity Model Empirical Results 

Dependent Variable:  
ln(ag. export value) 

Model 
A: 
Basic 
Gravity 

Model B:  
No time-invariant variables 

Model C: 
Parsimonious 
model 

Model D:  
Parsimonious model 

Independent Variables OLS Fixed Effects 
(Driscoll-Kraay std. errors) 

Random Effects Fixed Effects  
(Driscoll-Kraay std. errors)  

ln(Brazil gross domestic product) 
.73*** 

(.16) .29*** (.08) .26*** (.09) .26***(.07)  

ln(importer gross domestic product) 
.91*** 

(.02) .86*** (.05) .91*** (.09) .94*** (.05)  

ln(distance)  
-.68*** 
(.06) 

 -.47 (.35)   

ln(bilateral real exchange rate) -.02 (.03) .02 (.06) .0002 (0.30)  

ln(Brazil producer support estimate) -.0003 (.01) .006 (.01) .0064 (.01)  

ln(Brazil paved road length) .85** (.40) .89* (.50) .76** (.36)  

ln(Brazil railway length)  1.39 (1.30) 2.6** (1.09) 2.45* (1.28)  

lagged ln(Brazil ag. machinery sales) .06 (.09) .19*** (.07) .19* (.11)  

Brazil ag. land share -.68*** (.20) -.41** (.16) -.42** (.15)  

Importer ag. land share .04*** (.01)    

ln(Brazil fertilizer use)   .03 (.10)    

ln(Brazil pesticide use)  .09 (.22)    

Brazil producer price index  .006** (.002)    

Brazil institutional quality  .006*** (.007) -.002 (.01) -.002 (.01)  

Importer openness to trade .001 (.002) .001 (.01) .002 (.002)  

Preferential trade agreement .62*** (.15) .43* (.23) .51*** (.16)  

Adjacency   .10 (.63)   

Importer ocean accessibility   -.39 (.91)   

Constant -24*** 
(4,55)  -22 (14.32) -36*** (10.8) -38*** (12.4)  

Adjusted R2 .61 0.56 (Within) 0.64 0.54 (Within)  

Number of Observations 1882 1851 1865 1865  

Note. Robust standard errors are in parenthesis. ***/**/* represents statistical significance at 1%, 5%, and 10% level, respectively.  
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Livestock Risk Protection: Selecting Optimal Coverage Contracts for 
Producers 
 
By Logan B. Haviland1 and Ryan Feuz2 
 
Abstract 
We evaluate the optimal producer-selected coverage options comprised of coverage length and level 
for each marketing month for feeder cattle steers (600-900lbs.) insured with Livestock Risk Protection 
insurance. The optimal contracts are identified as those which have historically provided the highest 
probability of a positive net return and the highest average net return. We find that, regardless of 
marketing month, the optimal contracts consist of relatively high coverage levels whereas the optimal 
length of the contracts varies across months. The results are compared against actual policies 
purchased to evaluate whether producer decision patterns align with the current findings. 
 
Introduction 
Livestock producers regularly strive to maximize profits while simultaneously mitigating risks—
most importantly, price risk. The past few years have demonstrated the volatile nature of agricultural 
markets, especially livestock markets. While price risk will always be a concern, producers have tools 
available to help mitigate this risk. Some of the more commonly known risk management tools 
include forward contracts, futures put options, and livestock risk protection (LRP) insurance. While 
each of these tools show to be effective at helping to reduce price risk (Coelho, 2008; Feuz, 2009; 
Burdine & Halich, 2014; Griffith, Boyer & Lewis, 2017), some work better for one operation compared 
to another. LRP insurance was created by the Risk Management Agency (RMA) of the United States 
Department of Agriculture (USDA) in 2003. This risk management tool is an insurance product for 
livestock producers to help mitigate and compensate for losses as a result of unexpected low prices in 
the market. LRP differs from other risk management tools by offering producers the ability to insure 
as little as one animal, creating greater flexibility that favors smaller-scaled producers. Historic 
participation rates in the LRP program have been low with actual total contracts purchased in 2019 
and 2020 equaling 1,092, and 1,108 respectively (U.S. Department of Agriculture, 2022). Previous 
studies propose that the lack of participation is due to a variety of factors including lack of program 
understanding, uncertainty of which contract options to choose, and the optimistic thought process 
that prices will remain high (Burdine & Halich, 2008, 2014; Griffith, Boyer & Lewis, 2017). LRP 
program participation increased significantly in 2021 with participation continuing to trend upward 
in 2022. This increased participation comes in part due to an increase in the premium subsidy levels 
offered by the government (Parsons, 2021). When the program was first rolled out, the government 
offered a flat 13% subsidy for premiums regardless of the selected coverage level. For the 2019 crop 

1 Corresponding author, Graduate Student, Department of Applied Economics, Utah State University, email: 
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2 Assistant Professor, Department of Applied Economics, Utah State University 
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year,3 the subsidization rate was increased to 20%. In 2020, the subsidy rate increased greatly. The 
current subsidy rates range from 35-55% varying inversely with the coverage level selected. These 
increased subsidy levels have been shown to often make LRP more affordable than futures put 
options and have increased the demand for the product from producers looking to mitigate price risk 
(Parsons, 2021).  

The purpose of this study is to determine the optimal producer-selected coverage options 
comprised of coverage length and coverage level for each marketing month4 for feeder cattle steers 
(600-900lbs.). The optimal contracts are determined to be those that have historically maximized the 
probability of a positive net return while also providing the highest average net return. After 
determining the optimal coverage options, we compare them with the actual contracts purchased 
from 2019 to April 2022 to determine if producers are currently making optimal coverage decisions 
when purchasing LRP insurance. This study is sorely needed, as previous literature with similar 
objectives was performed before the changes in subsidy levels that started in 2019. These significant 
changes warrant reexamination of the optimal choice sets of producer-selected coverage options. 
Many producers are overwhelmed by the vast array of coverage options. The hope is to partially 
alleviate the concern of producers being overwhelmed by coverage options and present a more 
concise choice set of selections for feeder cattle producers. 

 
Literature and Background Information 
Because LRP is an insurance product administered by the RMA, producers wanting to use this tool 
must go through the proper process. First, the producer submits an application with an approved 
livestock insurance agent. After application acceptance, producers can watch the daily LRP expected 
ending price and coverage options posted on the USDA website. Once a producer finds a contract 
that they like with a specific coverage length (weeks) and level (percent of expected ending price) 
they can contact their agent to purchase a specific coverage endorsement (SCE). The insured contract 
ending prices are not based on an individual producer’s spot market price they receive, but rather a 
12-state index based on the futures market prices, called the Chicago Mercantile Exchange Feeder 
Cattle Index (CME FCI). Upon contract expiration there are two possible scenarios: 1) prices rose 
during the time the contract was held such that the actual ending value is now above the coverage 
price from the policy resulting in full premium (less subsidy) paid by the producer with no 
indemnity received or 2) prices fell during the time the contract was held such that the ending value 
is less than the coverage price resulting in the producer receiving an indemnity payment equal to the 
difference between the two prices. 

While this program has been around for almost two decades now, the number of participants 
is relatively low compared to most other risk management tools (Burdine & Halich, 2014). Major 
reasons influencing this lack of participation include the absence of knowledge regarding how 
effectively the program works, and which coverage options to select (Burdine & Halich, 2014; 
Griffith, Boyer & Lewis, 2017). Only recently has research been conducted to determine which 

3 The LRP insurance crop year is from July 1st to June 30th. 

4 A marketing month is the month in which producers intend to sell their livestock. 
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combination of producer-selected coverage options would provide the best outcomes. In other words, 
which coverage length and level would most likely return an indemnity payment exceeding the 
amount of premium paid (Griffith, Boyer, and Lewis, 2017). While this research helped producers 
make more informed coverage option selections at the time, the substantial change to the subsidy rate 
structure since that time suggests that the findings are now outdated.  

Boyer and Griffith (2022) analyzed the effect of the most recent subsidy changes on the 
probability of a positive net return by comparing pre and post subsidy change probabilities. They 
concluded that the new subsidy rate structure lowered the overall cost of purchasing LRP insurance 
assuming the premium rate structure remained constant from pre to post subsidy rate change. 
However, no research has readdressed the optimal producer-selected coverage options post-subsidy 
rate change leaving producers partially uninformed in making these coverage decisions.  
 
Data and Methods 
Historical LRP policy data was retrieved from the USDA RMA from 2005 to September of 2021. This 
data is comprised of all LRP contracts offered for feeder cattle steers 600-900 lbs. (weight 2). The data 
contains information regarding the length of the contract which can consist of 13, 17, 21, 26, 30, 34, 39, 
43, 47, and 52 weeks. The coverage level is also provided and can range from 75% to 100% coverage 
of the expected ending price. Other variables in the dataset are the expected ending price, the 
premium cost, and the actual ending price all expressed as dollars per hundredweight ($/cwt).  
 For our analysis, only coverage lengths of 13, 17, 21, 26, and 30 weeks are analyzed as 
relatively few contracts are offered and sold at higher lengths (U.S. Department of Agriculture, 2022). 
We also exclude coverage levels below 85% as contracts below that threshold only account for 1% of 
the policies purchased (U.S. Department of Agriculture, 2022). For our analysis, the coverage levels 
are split into five different category levels expressed as follows: 1 = (85.00% - 89.99%), 2 = (90.00% - 
92.49%), 3 = (92.50% - 94.99%), 4 = (95.00% - 97.49%), and 5 = (97.50% - 100.00%). These categories are 
aligned with the new subsidy levels to ensure that each category level only has one subsidy level 
assigned to it. Then, the producer premium paid can be calculated as the cost per hundredweight 
multiplied by one minus the subsidy amount. While the most recent subsidy rate changes only came 
into effect in 2020, we apply those subsidy levels across the entire span of the data from 2005 until 
now to evaluate the expectations given the new subsidy rate structure.  

 The data for the actual contracts selected was retrieved from the USDA RMA for the years 
2019 to April 2022. Data before these years was not available, and since we are looking at the changes 
in the program due to the increase in subsidies occurring in 2019 and 2020, this data is sufficient to 
accomplish the objective. The sample size for this dataset was N = 72,539. 
 
Empirical Methods 

The first part of determining the optimal LRP feeder cattle coverage options is to determine 
which combinations of coverage length and level have historically provided the highest likelihood of 
receiving a positive net return. The net return for each contract can be defined as 

 
(1) 𝑁𝑁𝑁𝑁𝑖𝑖(L, C) =  𝐼𝐼𝑖𝑖(L, C) −  𝑃𝑃𝑖𝑖(L, C)  
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where 𝑁𝑁𝑁𝑁𝑖𝑖(L, C) is the net return ($/cwt) for the ith insurance contract and is a function of coverage 
length L in weeks, and of coverage level C between 85% - 100%. 𝐼𝐼𝑖𝑖 is the indemnity payment to the 
producer, and 𝑃𝑃𝑖𝑖 is the producer premium (net of subsidy). Using probit regression models the 
marginal probabilities of a LRP contract having a positive net return for the various coverage lengths 
and levels are estimated for each marketing month. We also calculate the historical average net return 
of each combination of coverage length and level. Using ordinary least squares regression, we make 
statistical inferences for the coverage options that have historically provided the highest average net 
returns. 

 
Results  
Following the estimation of the probit model for each marketing month, marginal probabilities are 
estimated and pairwise comparisons are made for all 25 combinations of coverage length and level at 
the 5% significance level. Tables 1 and 2 depict the predicted probabilities of a positive net return for 
the marketing months of January-June, and July-December respectively. The coverage lengths and 
levels marked with an ‘a’ superscript designate the contract options that have historically provided 
the highest (alpha=0.05) probability of a positive net return within a specific marketing month. There 
are only four months in which the probability of having a positive net return was over 50% if a 
producer would have selected the probability maximizing coverage options. This suggests, on 
average, producers holding LRP feeder weight 2 contracts should not expect to be indemnified to a 
level that exceeds the producer premium cost. The results clearly indicate a strong positive 
correlation of coverage level and the probability of a positive net return. Figure 1 shows the results 
for the marketing months of January and April as well as the annual average (across all months) with 
the combination of coverage length and level being plotted against the predicted probabilities. The 
figure shows a cyclical effect occurring across all marketing months with higher coverage levels 
associated with an increased probability of a positive net return regardless of coverage length. The 
results also suggest a connection between the coverage lengths and the probability of a positive net 
return. For the month of April (as seen in Figure 1), increases to coverage length are correlated with 
an increased probability of a positive net return as seen by the overall upward trend in the cyclical 
stair-step pattern. However, this trend is not consistent across all marketing months (e.g., January 
demonstrates a negative correlation), suggesting that the effect of coverage length on the probability 
of a positive net return varies across marketing months. 

Historical average net return values are estimated by coverage length and level for each 
marketing month and are shown in Tables 3 and 4 for marketing months January-June and July-
December, respectively. The coverage lengths and levels marked with an ‘a’ superscript designate the 
contract options that have historically provided the highest (alpha=0.05) average net return within a 
specific marketing month. The results indicate that over half of the contract options have historically 
provided a negative average net return, which is expected when purchasing an insurance product. 
The month with the highest average net return was April at $2.21/cwt across all coverage length and 
level combinations. Within April the 26-week coverage level 5 (97.5-100%) contract provided the 
highest average net return of $6.16/cwt. The second highest average net return was for the 26-week 
coverage level 5 (97.5-100%) contract in May at $4.45/cwt. 
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Combining the coverage options (lengths and levels) for each marketing month that have 
historically provided the statistically highest probability of a positive net return and highest average 
net return provides producers with a choice set of coverage options that have historically mitigated 
risk and maximized return. Table 5 displays the amount of LRP feeder cattle steers (weight 2) 
contracts that were sold by combination of coverage length and level for each marketing month from 
2019-2022. Within Table 5, the coverage lengths and levels that have been highlighted in gray 
correspond to the combinations that were determined to historically provide the highest probability 
of a positive net return and highest average net return. This choice set of producer-selected coverage 
options can be useful to producers when purchasing LRP contracts to make informed decisions. For 
example, if a producer were to typically market feeder cattle in April, then referencing Table 5, the 
optimal coverage length and level (combinations that historically minimized price risk and 
maximized net returns) would be a contract for 26 weeks with a coverage level of 4 or 5 (95.00-
100.00%). In this example, the producer would plan to purchase the LRP contract in October to 
capture the 26-week contract length.  

By comparing the counts of actual purchased LRP contracts by coverage length and level 
within Table 5 to those suggested as our optimal choice set (highlighted in gray) we can gain a better 
understanding of if producers have already been choosing contracts that match this optimal set of 
choices. The actual purchase patterns suggest that producers are choosing policies on average with 
higher coverage levels which is consistent with the findings of our research of coverage level being 
positively correlated with the probability of a positive net return and average net return. The highest 
density of policies is in the level 5 coverage zone which covers 97.50% - 100%. However, Table 5 also 
demonstrates that producers may be less informed when selecting coverage length as the purchase 
patterns are less aligned with the suggested optimal choice set. While this could suggest that 
producers are less informed as pertaining to contract length it may also simply be a result of 
producers not planning far enough ahead or thinking about purchasing LRP until they are close to 
their respective marketing months. Planning out ahead 30 weeks can be a challenge for producers, 
but our results suggest that for some marketing months it may be beneficial to purchase the contracts 
with these longer lengths. 
 
Conclusion and Implications 
This study can help producers make informed coverage option selections when purchasing LRP 
insurance contracts. The study also informs producers who are considering incorporating LRP into 
their risk management plans about the historical effectiveness of the program. In general, we 
conclude, regardless of marketing months, higher coverage levels should be preferred to lower levels 
as they are shown to provide a higher probability of positive net returns and higher average net 
returns. The effect of coverage length is less consistent and dependent upon the marketing month. 
Future research could consider how the subsidies have affected participation and the premiums and 
pricing of LRP contracts, as well as including other insurable commodities available through LRP 
insurance. Researchers and extension and insurance agents can use the results of this research to 
inform producers about LRP and how to select coverage options to best match with the risk 
preference and management of their individual livestock operations. 
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Table 1. LRP Predicted Probabilities (%) of a Positive Net Return for Feeder Cattle Steers Weight 2 by 
Coverage Length and Level: January-June, 2005-2021 
Coverage 
Length/Level January February March April May June 
Length (weeks)       
13 15.57 -- 20.57 27.32d 27.16b 13.67b 
17 25.4b 16.18 24.05a 29.66c,d 27.22b 15.86b 
21 25.96a 17.61 26.12a 32.28b,c 32.66a 18.82 
26 17.45a 16.66 15.55 39.38a 34.36a 26.95a 
30 9.74b -- -- 34.79a,b 35.53a 29.68a 
Levela       
1 9.23 -- -- 19.03 12.34 5.98 
2 17.26 7.47 14.88 29.3 24.43 13.29 
3 23.99 15.14 24.86 34.45 33.05 20.22 
4 22.75 22.25 34.34 39.42 47.67 34.9 
5 32.81a 35.66a 46.77a 45.70a 53.51a 40.72a 
Length/Level       
13/1 4.02h,i -- 6.40l 15.13j 5.72 3.38m 
13/2 11.91f,g 5.12f,g 17.72h,i,j 22.90h,i 19.94h,i,j 6.46l 
13/3 19.24d,e 13.64d,e,f 21.94g,h,i 32.28e,f,g 34.15d,e 14.05i,j 
13/4 25.15c,d 24.56d 31.64e,f 36.13d,e,f,g 51.79a,b 33.24c,d,e 
13/5 34.64a,b 34.92a,b 37.99d,e 41.53c,d 57.70a 42.25b 
17/1 17.00e.f 2.61g 5.13l 18.35i,j 12.60k 1.68m 
17/2 23.23c,d 6.77f,g 16.84i,j 28.90f,g,h 23.59g,h,i 10.61j,k 
17/3 27.57c 15.66d,e,f 30.95e,f 36.67c,d,e,f 30.13d,e,f,g 19.19g,h,i 
17/4 27.13c 32.43a,b 39.60c,d 33.18d,e,f,g 37.68c,d 42.47b 
17/5 36.45a 40.69a 47.87a,b 39.44c,d,e 46.69b 50.46a 
21/1 19.88d,e 4.83f,g 5.39l 19.87i,j 17.24j,k 9.63k,l 
21/2 25.98c,d 11.64e.f 19.23g,h,i,j 31.16e,f,g,h 26.77f,g,h 15.77h,i,j 
21/3 25.29c,d 21.10c.d.e 30.57e,f 36.68c,d,e,f 34.30d,e,f 20.61g,h 
21/4 24.62c,d 21.11c,d,e 41.99b,c,d 37.71c,d,e,f 46.50b,c 25.66f,g 
21/5 37.27a 35.55a,b 54.77a 45.50b,c 52.23a,b 33.46c,d,e,f 
26/1 9.52g 3.23g 1.85 27.80g,h 18.15i,j,k 17.11h,i 
26/2 13.79e,f,g 18.52c,d,e 8.56k.l 33.06d,e,f,g 27.96e,f,g 26.32e,f,g 
26/3 27.87b,c 15.09d,e,f 21.00g,h,i,j 31.13e,f,g,h 34.96d,e,f 28.17d,e,f 
26/4 15.04e.f.g 13.64d,e,f 25.95f,g 57.80a 50.33a,b 35.23b,c,d,e 
26/5 26.92b,c,d 42.74a 48.77a,b 58.18a 54.76a,b 35.80b,c,d 
30/1 1.40i -- -- 18.99i,j 18.10i,j,k 19.62g,h,i 
30/2 10.59f,g,h 1.20g 6.94k,l 37.89c,d,e,f 28.86d,e,f,g 27.03d,e,f,g 
30/3 21.50c,d,e 6.25f,g 13.45j,k 34.62c,d,e,f 31.95d,e,f,g 31.45c,d,e,f 
30/4 13.25d,e,f 8.70f 27.37f,g,h 42.31b,c,d,e 57.43a,b 41.96a,b,c 
30/5 17.44d,e,f,g 15.31d,e,f 49.61a,b,c 53.98a,b 58.20a 36.43b,c,d 
Note: Marginal probabilities within a marketing month column sharing a superscript letter are not statistically 
different at the 5% level.aCoverage levels: 1 = (85.00% - 89.99%), 2 = (90.00% - 92.49%), 3 = (92.50% - 94.99%), 4 = 
(95.00% - 97.49%), and 5 = (97.50% - 100.00%) 
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Table 2. LRP Predicted Probabilities (%) of a Positive Net Return for Feeder Cattle Steers Weight 2 by 
Coverage Length and Level: July-December, 2005-2021 
Coverage 
Length/Level July August September October November December 
Length (weeks)       
13 9.05 5.76 5.99b 15.29a,b 28.89a 19.27a 
17 13.13b 8.11b 7.47a,b 13.74b 16.54 21.70a 
21 14.01b 11.33a 7.72a,b 15.92a,b 14.38 11.48b 
26 19.44a 10.02a,b 10.45a 18.54a 12.53 8.28b,c 
30 21.76a 11.45a 9.54a 16.90a,b 13.03 6.62c 
Levela       
1 3.15 2.28 0.86 3.48 5.39 5.89 
2 10.53 6.75 5.26 12.65 16.76 14.39 
3 16.99 11.8 10.77 19.03 24.45 21.42 
4 26.78 16.24 21.87 31.93 28.08 19.49 
5 32.00a 20.32a 28.97a 36.74a 37.69a 27.39a 
Length/Level       
13/1 1.53k 2.20k.l 0.58l 2.30j 16.52g,h 7.29e,f,g 
13/2 7.07h,i 5.04h,i.j 3.09i,jk 11.37h,i 24.32c,d,e,f 20.13c.d 
13/3 11.51f,g 7.39g,h 8.87f,g,h 21.09e,f 31.94b,c 23.15c 
13/4 17.11e 7.94g,h 20.41c,d 32.09b,c 37.40a,b 24.92c 
13/5 25.94c,d 10.69e,f,g 26.21b,c 43.12a 44.78a 33.44a,b 
17/1 3.06j.k 1.11l 0.64l 3.05j 3.52j 10.77e,f 
17/2 8.62g,h,i 6.79g,h 6.02g,h,i 11.72h,i 16.67g,h 21.20c,d 
17/3 16.40e 12.98d,e,f 9.92f,g 16.36f,g,h 25.00c,d,e,f 23.55c 
17/4 25.90c,d 17.88b,c,d 25.50b,c 29.69b,c,d 22.34d,e,f,g 25.62b,c 
17/5 30.91a,b,c 18.04b,c 26.55b,c 30.85b,c 37.72a,b 37.12a 
21/1 2.35k 3.35j,k 0.77k.l 4.65j 2.22j 3.76g,h 
21/2 9.31g,h 7.07g,h 4.46i,j 19.42f,g 16.36g,h 7.84e,f,g 
21/3 16.84e 14.35c,d,e 13.04e,f 16.17f,g,h 21.24e,f,g 23.90c 
21/4 30.63a,b,c 22.62a,b 23.60b,c 29.00b,c,d,e 24.22c,d,e,f 12.10e,f 
21/5 37.18a 23.18a,b 27.54b,c 28.22b,c,d,e 33.33a,b 21.59c,d 
26/1 8.07g,h,i 3.68i,j,k 1.64j,k,l 4.83j 2.78j 1.91h 
26/2 16.73e,f 6.59g,h,i 13.79d,e,f 12.12g,h,i 10.78h,i 8.24e,f,g 
26/3 19.81d,e 10.50e,f,g 11.93e,f 21.69d,e,f 17.92f,g,h 13.91d,e 
26/4 31.43a,b,c 14.08c,d,e,f 18.42c,d,e 35.25a,b 21.54c,d,e,f 13.95d,e,f 
26/5 33.47a,b 27.36a 30.51a,b 46.97a 28.99b,c,d,e 14.12d,e,f 
30/1 5.30i,j 1.98k.l 1.85j,k.l 4.55j 2.65j 2.74g,h 
30/2 19.59d,e 9.09f,g 4.32h,i,j 7.69i,j 6.93i,j 4.65f,g,h 
30/3 29.28b,c 15.48c,d,e 12.12e,f,g 23.36c,d,e,f 16.18f,g,h,i 11.32d,e,f,g 
30/4 38.73a 22.73a,b 20.00b,c,d,e 39.08a,b 33.33a,b,c,d 9.52e,f,g,h 
30/5 36.05a,b 27.27a 41.51a 38.36a,b 34.78a,b,c,d 10.00e,f,g,h 
Note: Marginal probabilities within a marketing month column sharing a superscript letter are not statistically 
different at the 5% level.aCoverage levels: 1 = (85.00% - 89.99%), 2 = (90.00% - 92.49%), 3 = (92.50% - 94.99%), 4 = 
(95.00% - 97.49%), and 5 = (97.50% - 100.00%) 
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Table 3. Historical Average Net Returns for LRP Feeder Cattle Steers Weight 2 Insurance by Coverage 
Length and Level: January-June, 2005-2021 
Coverage 
Length/Level January February March April May June 
Length       
13 0.08 -0.08 0.39 2.04 1.03 0.17 
17 0.37 -0.20 0.45 2.08 1.42 0.30 
21 0.83 -0.40 0.61 2.13 1.61 0.39 
26 -0.13 -0.85 -0.37 2.79 1.61 0.91 
30 -0.52 -1.62 -0.62 1.18 1.48 0.66 
Levela       
1 -0.25 -0.61 -0.52 0.87 -0.06 -0.33 
2 0.04 -0.70 -0.44 1.47 0.40 -0.18 
3 0.57 -0.47 0.02 2.04 1.10 0.23 
4 0.03 -0.59 0.57 2.87 2.82 1.15 
5 0.82 0.19 1.72 3.80 3.56 1.66 
Length/Level       
13/1 -0.37 -0.49 -0.12 1.06 -0.28 -0.23 
13/2 -0.20 -0.58 0.00 1.54 -0.04 -0.32 
13/3 0.05 -0.22 0.33 2.13 0.63 -0.12 
13/4 0.18 0.08 0.78 2.81 2.17 0.62 
13/5 0.88 0.92a 1.14 3.18 3.47 1.21 
17/1 -0.15 -0.50 -0.50 1.18 0.21 -0.45 
17/2 0.30 -0.70 -0.44 1.56 0.67 -0.56 
17/3 0.61 -0.23 0.26 2.54 1.53 -0.16 
17/4 0.19 0.09 1.12 2.43 2.36 1.19 
17/5 1.02 0.40a 2.14a 3.13 2.94 2.03a 
21/1 0.09 -0.50 -0.54 0.97 0.12 -0.24 
21/2 0.84 -0.66 -0.35 1.68 0.70 -0.14 
21/3 1.14a -0.46 0.39 2.03 1.51 0.36 
21/4 0.26 -0.94 1.35 2.91 3.18 0.86 
21/5 1.95a 0.50a 2.59a 3.75 3.43 1.48a 
26/1 -0.18 -0.91 -0.81 0.92 -0.07 -0.24 
26/2 -0.43 -0.48 -1.02 1.49 0.65 0.50 
26/3 1.25a -0.43 -0.80 1.98 0.93 0.98 
26/4 -0.90 -1.81 -0.66 4.65a 3.15 1.85a 
26/5 -0.63 -0.71 1.59 6.16a 4.46a 2.07a 
30/1 -1.02 -1.04 -1.08 -0.40 -0.42 -0.57 
30/2 -1.04 -1.41 -0.89 0.75 0.02 0.01 
30/3 -0.19 -1.86 -0.83 0.87 0.79 0.75 
30/4 0.01 -1.97 -0.92 1.76 4.22a 2.06a 
30/5 -0.23 -1.95 0.74 3.91 4.06a 1.76a 
Note: Marginal probabilities within a marketing month column sharing a superscript letter are not statistically 
different at the 5% level. 
aCoverage levels: 1 = (85.00% - 89.99%), 2 = (90.00% - 92.49%), 3 = (92.50% - 94.99%), 4 = (95.00% - 97.49%), and 
5 = (97.50% - 100.00%) 
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Table 4. Historical Average Net Returns for LRP Feeder Cattle Steers Weight 2 Insurance by Coverage 
Length and Level: July-December, 2005-2021 
Coverage 
Length/Level July August September October November December 
Length       
13 -0.35 -0.82 -0.50 0.35 1.00 0.34a,b 
17 -0.14 -0.75 -0.54 0.36 0.17 0.76a 
21 0.03 -0.54 -0.67 0.30 0.11 0.27a,b 
26 -0.01 -0.72 -0.46 -0.05 -0.38 -0.18 
30 -0.21 -1.05 -0.99 0.44 -1.18 -1.13 
Levela       
1 -0.54 -0.68 -0.73 -0.55 -0.44 -0.23 
2 -0.53 -0.80 -0.83 -0.24 -0.09 -0.14 
3 -0.28 -0.69 -0.75 -0.10 0.32 0.59a 
4 0.31 -0.85 -0.45 1.06 0.46 0.51a 
5 0.51 -0.84 -0.04 1.86 1.20 0.90a 
Length/Level       
13/1 -0.44 -0.44 -0.46 -0.31 0.16 -0.21 
13/2 -0.43 -0.51 -0.63 -0.26 0.56 0.10 
13/3 -0.38 -0.47 -0.47 0.23 1.38a 0.66 
13/4 -0.26 -1.07 -0.37 0.73 1.16 0.34 
13/5 -0.20 -1.84 -0.56 1.81a 2.07a 0.96 
17/1 -0.50 -0.65 -0.69 -0.56 -0.35 -0.21 
17/2 -0.53 -0.77 -0.75 -0.07 -0.14 0.61 
17/3 -0.34 -0.68 -0.67 -0.38 0.47 0.82 
17/4 0.37 -0.72 -0.11 1.52a 0.26 0.82 
17/5 0.48 -0.97 -0.31 2.02a 0.84 2.11a 
21/1 -0.47 -0.66 -0.89 -0.60 -0.74 0.11 
21/2 -0.58 -0.76 -1.01 0.18 -0.01 -0.46 
21/3 -0.31 -0.51 -0.91 -0.07 -0.24 1.34a 
21/4 0.57 -0.27 -0.13 1.25a 0.50 0.22 
21/5 1.23a -0.45 -0.12 1.30a 1.48a 0.04 
26/1 -0.59 -0.70 -0.93 -0.89 -0.89 -0.65 
26/2 -0.44 -0.85 -0.66 -0.82 -0.74 -1.07 
26/3 -0.09 -0.81 -0.78 -0.50 -0.04 -0.36 
26/4 0.53 -1.18 -0.77 0.48 -0.43 1.12a 
26/5 0.75a -0.03 1.32a 2.17a 0.39 0.33 
30/1 -0.86 -0.98 -0.91 -0.52 -1.54 -0.82 
30/2 -0.75 -1.18 -1.34 -0.63 -1.53 -2.05 
30/3 -0.15 -1.07 -1.27 0.30 -1.95 -2.00 
30/4 0.56a -1.11 -1.41 1.38a -0.31 -0.03 
30/5 0.40 -0.93 0.13 2.38a -0.23 -0.67 
Note: Marginal probabilities within a marketing month column sharing a superscript letter are not statistically different at the 5% 
level. 
aCoverage levels: 1 = (85.00% - 89.99%), 2 = (90.00% - 92.49%), 3 = (92.50% - 94.99%), 4 = (95.00% - 97.49%), and 5 = (97.50% 
- 100.00%) 
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Table 5. Number of Actual LRP Feeder Cattle Steers Weight 2 Insurance Contracts Purchased by Marketing Month from 2019 to April 2022 
with Values Shaded in Gray Indicating the Combinations of Coverage Length and Level that Have Historically Provided the Highest 
Probability of a Positive Net Return and the Highest Average Net Return 
Coverage 
Length/Levela Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sep. Oct. Nov. Dec. 

Grand 
Total 

13/1 6 8 6 9 14 14 8 4 6 5 8 9 97 
13/2 3 6 8 6 24 11 8 2 7 11 12 2 100 
13/3 25 29 46 43 42 45 12 10 22 27 25 22 348 
13/4 22 27 45 50 59 28 21 15 24 29 34 34 388 
13/5 332 372 445 403 575 423 165 201 254 499 584 299 4552 
17/1 6 10 12 7 6 12 12 8 5 4 6 10 98 
17/2 7 7 11 7 12 14 17 7 7 9 18 12 128 
17/3 17 25 42 36 40 42 31 26 13 20 17 13 322 
17/4 26 27 45 20 34 50 37 24 11 25 27 28 354 
17/5 220 163 377 280 344 357 349 256 167 412 437 269 3631 
21/1 13 11 7 15 10 7 13 30 9 6 6 10 137 
21/2 8 4 14 15 8 13 17 10 9 7 11 6 122 
21/3 22 14 25 43 25 26 36 40 27 29 18 21 326 
21/4 28 28 23 38 22 28 40 42 18 16 18 31 332 
21/5 300 153 241 366 287 286 405 561 204 261 409 283 3756 
26/1 11 10 15 15 18 13 14 20 20 11 6 7 160 
26/2 8 6 3 10 18 4 8 32 15 10 8 3 125 
26/3 19 17 10 14 28 24 23 58 51 40 10 23 317 
26/4 34 20 19 38 26 21 19 58 34 15 9 13 306 
26/5 213 210 157 204 191 193 270 577 474 338 171 242 3240 
30/1 0 8 11 5 6 6 6 8 10 14 4 0 78 
30/2 6 4 5 3 5 3 4 14 12 4 8 2 70 
30/3 12 14 15 5 10 15 15 16 41 43 11 8 205 
30/4 13 19 12 6 9 7 9 30 31 34 10 14 194 
30/5 163 150 175 98 120 130 83 308 367 534 318 98 2544 
Grand Total 1514 1342 1769 1736 1933 1772 1622 2357 1838 2403 2185 1459 21930 
aCoverage length/levels: defined as the length in weeks and the levels coded as 1 = (85.00% - 89.99%), 2 = (90.00% - 92.49%), 3 = (92.50% - 94.99%), 4 = 
(95.00% - 97.49%), and 5 = (97.50% - 100.00%) 

Fall 2022 Volume 20 Issue 2 Western Economics Forum                                                                      73



 -

 10.00

 20.00

 30.00

 40.00

 50.00

 60.00

 70.00
13

/1
13

/2
13

/3
13

/4
13

/5
17

/1
17

/2
17

/3
17

/4
17

/5
21

/1
21

/2
21

/3
21

/4
21

/5
26

/1
26

/2
26

/3
26

/4
26

/5
30

/1
30

/2
30

/3
30

/4
30

/5

Pr
ob

ab
ili

ty
 o

f P
os

iti
ve

 N
et

 R
et

ur
n

Coverage Length/Level

January April Average
Linear (January) Linear (April) Linear (Average)

Figures 
Figure 1. The Probability of a Positive Net Return by Coverage Length and Level for Marketing 
Months January and April and Averaged Across All Marketing Months 
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