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model for the car accident rates in Spain in order to improve input for
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4. Main Body of Article | |

1. INTRODUCTION

The main objective of this paper is to specify and estimate a model for

automobile accidentrates in Spain in order to improve input for the decision-

making process for insurance companies and provide useful information for

traffic authorities.

An increasing number of automobile accidents not only means a

considerable loss of human Lives but also important economic costs to

society. In Spain, the number of vehicles increased from around 200 thousand

in 1950 to close to 11 million in 1982. The number of accidents has grown

during these years as a consequence of the greaternumber and use of ears.

The insurance sector in Spain represented 2.14 of GNP in 1981 and the

Share of automobile insurance was around 35% of the whole Sector. Recent

economic results for the insurance companies have been negatively —influenced

by rapid increases both in medical care and mechanical repair costs, leading

to difficult financial conditions for firms in the insurance sector. Asa

consequence of the increasing divergence between revenues and expenses in

recent years, many companies have started to cancel auto insurance policies

and concentrate activities in other areas. The share of automobile insurance

has decreased from 40.8% in 1970 to 34.1% of insurance companies’ sales in

1981.

On examination of insurance company reports, we noticed that increasing

mechanical and medical costs are not the only causes of companies' financial

difficulties. Asa matterof fact, both internal organizational problems and

inability to forecast well, are also responsible for the present situation.

The paper is organized as follows. In section 2, we propose a general

framework relating the variables in the model. Section 3 discusses the

 



 

sources, definitions and characteristics of the data. In section 4, we

present the empirical results. Starting with the analysis of the data, we

proceed first to find univariate and intervention models as starting points to

construct transfer functions and multivariate time series models. In section

5, we analyze the predictive performance of the models, and in section 6 we

present our conclusions and policy recommendations.

2. GENERAL FRAMEWORK

In this section, we try to analyze systematically the economic

relationships that explain the behavior of the automobile insurance sector.

Due to the lack of published data on individual companies, we will concentrate

our analysis on the aggregate sector, although the analytical framework can

also be used for individual firms.

The initial specification of the accident's model is shown in Figure 1.

The first assumption is that the number of accidents depends on the use of

cars and some exogenous variables such as road and weather conditions, police

activity, age and physical condition of automobiles and the legal regulations

that control urban and nonurban traffic (e.g., speed limits, degree of

enforcement, driver education, etc,). With good forecasting of the number of

accidents, insurance companies can obtain reasonable predictions of the costs

of accidents and together with revenues from insurance policies determine net

sector revenue.

Another basic assumption of our model is that the level of economic

activity affects variation in the stock of cars, as well as degree of

utilization. Additionally, the use of cars will depend upon certain exogenous

variables such as the length and time of vacation periods, the number of

holidays during the year, etc. While data on the stock of cars are readily

 



available, we have not been able to Find good data for the degree of car,

utilization. Consequently, we have decided to use the consumption of gasoline

asa proxy for degree of utilization.

a | # (Figure 1)

at this point, our initial theoretical model, very much in the spirit of

previous works [e.g., Lave and Weber (1970) and Peltzman (1975)] can be

Summarized in the following three structural equations:

Accidents = ACC, = f, (gasoline consumption, economic activity, Z,)

“Stock of cars = VEH,= f, (VEH, 4, new purchases, number of scrapped cars)

Gasoline consumption = GAS,= B (gasoline prices, income, Z2)

where Z and 23 represents exogenous variables not used in the empirical

implementation of the model (because of the lack of monthly data) but worth

noting. For instance, 2, represents factors such as driving speeds, driver

ages and alchohol consumption which have long been mentioned as leading

contributors to highway fatalities [e.g., Peltzman (1975) and DGT( 1981)].

Some additional factors are also worth noting. These included the average age

of cars, the ratio of new cars to all cars (because it has been suggested that

while drivers familiarize themselves with their new cars, accident risk may

increase), traffic density, expenditures on roads, the ratio of imports to

total cars (because there is evidence that small cars are more lethal than

large cars if an accident occurs), education of the population, and the

availabilityof hospital care (which might reduce deaths if injury occurs).

As have been argued in other energy studies [Holmes (1975) and Tsurumi (1980)

 



 

among others], 23 represents a score of factors ranging from engine-tuning to

driving habits that can be considered to be stable in the short run since they

are determined by habits. Onthe other hand, one may argue that the threat of

the gasoline shortageduring the oil crisis and the large increase in the

gasoline price has made drivers conscious of maintaining their cars' fuel

efficiency more than before through frequent engine tuning and tire changing.

Initially, we considereda classification of accidents by broad groups

such as urban and non-urban, with and without victims, according to the

driver's age, etc. These classifications of accidents are very important if

we want to verify whether or not the explanation of each type of accident has

certain variables in common. Unfortunately, the length and disaggregation of

some of the time series needed to perform these tests were unavailable, and

the present empirical analysis is carried using just aggregate data.

Modelling the variables of the automobile insurance sector is not an easy

task. Although companies are familiar with certain facts relating to

automobile accident rates, e.g., accident rates are greater in the north of

the country, the effects or drivers’ ages on rates, etc., there are many other

factors that considerably complicate the analysis. Some of these are:

i) Strong seasonality is present in accident rates which must be taken

into account in formulating a dynamic model and in forecasting.

Seasonality is further complicated by the presence of "moving"

holidays that change from year to year.

ii) Seasonality is sometimes "obscured" by the lack of coincidence of the

time the accident is reported to the company, and the date of a car's

repair. In many situations, the dates differ by up to six or seven

months.

 



iii) There is a potential influence of a large number of factors. For

“instance, according to the companies' experts, 1981 was an

exceptionally good year (few accidents) because of low rainfall.

Thus rainfall, other weather conditions, driver's experience and

ability levels, etc., may affect accident rates.

3. DESCRIPTION OF THE DATA

The need for good data is the first requirement if we want to study some

of the effects mentioned earlier. At the same time, it 1s convenient tO work

with a large number of observations in order to help assure that the statis-

tical inferences will be reasonably accurate. Strictly speaking, some of the

hypotheses we want to test would require data on a weekly and daily basis.

Unfortunately, we have only been able to collect data on a monthly basis at an

aggregate level. For some important variables such as automobile and road

conditions, the lack of time Series data has forced us to omit them from the

analysis. While in this case the omission of these variables Will not Likely

produce changes in the direction of "causality" [e.g., Liltkepohl (1982)] and

the resulting models are still useful for forecasting purposes, we are aware

that superior forecasts may be obtained from a higher dimensional system.

The data for the variables used in the empirical implementation of the

model have been included in four groups:

i) Variables related to accident rates [Monthly data from January 1962,
to December, 1981, (240 observations)]

Number of accidents with injured passengers: ACC

Number of accidents with fatalities: ACCD

 



 

Number of injured persons in accidents: VIC

Number of fatalities in accidents: DTHS

ii) Variables representing the stock of vehicles and its variations

[Monthly Data from January, 1962, to December, 1981, (240
observations)]. |

Stock (number) of vehicles: VEH

New registration of vehicles: NUVE

iii) Variables representing the evolution of economic activity:

Index of Industrial Production (April, 1972 = 100): IIP
(January, 1965 - December, 1981, (204 observations)].

Gasoline Consumption in millions of litres: GAS
[January, 1969 - December, 1981, (156 observations)]}.

Rate of change of nominal gasoline prices: PRIGAS

iv) Variables representing exogenous factors:

Number of litres of rain per squared meter: RAIN

(January, 1965 - June, 1982, (186 observations)}.

Plots of the main variables in the model (ACC, GAS, VEH, NUVE, and IIP)

are shown in figures 2 to 6. With the exception of the stock of vehicles, the

remaining variables in the model are flow variables showing nonstationarity as

well as strong seasonality. In most cases, stationarity is achieved by

appropriate seasonal and nonseasonal differencing by use of the (1-B) (1-8 !¢)

operator.

* (Figures 2 to 6)

 



4. E&MPIRICAL RESULTS
 

4.1 Univariate and Intervention Models

- The main object of this section is to obtain dynamic representations of

individual varlables in the model using only their own past history, through

' the informationprovided by the autocorrelation (acf) and partial auto-

correlation (pacf) functions, using the well known approach describedin Box

and Jenkins (1976). We shall also use univariate models to provide a valuable

tool for screening data during the early stages of our analysis and for taking

appropriate action if abnormal events produce large residuals whose causes can

be identified.

The identification and estimation results for the univariate models are

shown in Table 1 (absolute values of ¢t ratios are in parenthesis). In spite

of apparent differences in the resulting models of the variables related to

accident rates, these models are very similar. As a matter of Fact, a more

parsimonious MA representation of models (1) and (3) can be obtained by noting

that the non-seasonal AR(3) could be approximated by expanding an MA(1)

[Garcia-Ferrer and del Hoyo (1983)]. When the estimation period for those

models is restricted from 1/69 to 12/81 (to be coincident with the data base

of the GAS variable), the MA(1) MA 45(1) becomes an obvious parametrization.

With the exception of the VEH and RAIN variables, the plots of residuals

of the estimated univariate models showed the presence of large outliers as

the consequence of "moving" Easter holidays between March and April, as well

as certain abnormal effects that can be easily identified. By defining a

dummy variable EAST in the following way:
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| 1 the month Easter holiday takes place
EAST, = | | |

| QO otherwise

we reestimated models (1) to (8) using intervention analysis as suggested by

Box and Tiao (1975). The results are shown in Table 2. For the DTHS

variable, the estimated residuals of model (4) show the well Known Easter

effect and another high value corresponding to the month of July in 1978, when

the Alfaques camping accident took place. Consequently, in that equation, a

new dummy variable is defined such that:

1 in July, 1978

QO otherwise

From the results in Tables 1 and 2 it ls seen that the algebraic signs of

the coefficient estimates are reasonable. The coefficients of the dummy

variables are significantly different from zero at conventional significance

levels. Also there is a considerable reduction in the residual variance in

all models in Table 2 as compared with Table 1. For some variables such as

VIC or DTHS, the reduction is remarkable.

* (Tables 1 and 2)

4.2 Transfer Function Models

The explanatory ability and predictive performance of the univariate

models may be improved by using additional informationfrom our theoretical

model presented in Section 2. If we are able to identify and estimate the

dynamic relationships among the variables in the model, it is likely that our

 



11

modelling results can be improved. Therefore, the main objective of this

| “section is to obtain dynamic transfer function models for the accident rate

variable and some of the variables included in the initial specification of

the model. The cross-correlation functions (ccf) between the univariate

models' residual series after prewhitening will be used to identify transfer

function models.

4.2.1 Dynamic Relationship between ACC and ACCD
 

Having in mind that the definition of "fatality" in our data is deaths

occuring 24 hours after the accident, it is not surprising that the transfer

function identification using the ccf indicated an instantaneous relationship

between ACC and ACCD, with ACC the explanatory variable and ACCD the dependent

variable.

The transfer function estimated using the backasting method is:

VV in ACCD = 0.951 VV In ACC , + (1 - 0.875B)(1 - 0.896B le) a
le E  fio.uy Fe [26.3] 45.1]

T = 260, 9 © = 4.96 x 10 “7, Q(12) = 11, Q(2K) = 28, Q(36)= 31

where Q(.) represent the Ljung and Box statistics. First, note that the EAST

variable disappears from equation (10), as a result of the fact that the

Easter effect is present in both variables. Second, the reduction of the

residual variance with respect to equations (2) and (2b) is 42% and 32%

respectively, implying a considerable improvement in the explanatory power of

the model. Third, equation (10) provides an estimate of the elasticity

between ACC and ACCD. It is positive and less than one indicating a "less"
¢

than proportional increase in ACCD as ACC increases. Note,’ however that we

cannot reject the hypothesis unitary elasticity at 5% level.
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Information about elasticities and the effects of regulatory actions is a

very important topic for insurance companies and traffic authorities wanting

to know whether Security Road Plans are really effective in reducing ACC and

ACCD (e.g., effects of mandatory seat belts on fatalities or speed limits on

accidents). Technological studies [Huelke and Gikas(1968), Levine and

Campbell (1971) and Joksch and Wuerderman (1972), among others] imply that

annual highway deaths would be 20% greater without legally mandated

installation of various safety devices on automobiles. However, as pointed

out by Peltzman (1975), this literature ignores offsetting effects of

nonregulatory demand for safety and driver response to the devices, We tested

this hypothesis for the Spanish case obtaining inconclusive results as a

consequence oftheshort period of time since the Traffic Security Plan

started in 1980 [Garcia-Ferrer and del Hoyo (1983, pp. 130-134)].

4.2.2 Dynamic Relationship between GAS and ACC

Oneof the maintained hypotheses of our theoretical model is that

economic variables affect accident rates. Therefore, we have chosen gasoline

consumption (GAS) as a proxy for the use of the stock of cars. With more cars

"competing" for a fixed reduced space (road) the probability of accident

increases.

The identification of the transfer funetion through the ecf suggested a

unidirectional causality relationship from GAS to ACC. The estimated model was:

In ACC,= (0.383 + 0.187B) ¥V,, In GAS, + (1 - 0.729B)(1 - 0.9108!) a, (11)WV 12
| ~ (5.35) [2.62] [13.1] [36.3]

* 2
T = 156, o 3 1.30 x 10 73, Q(12) = 9, Q(24) = 12, 0(36) = 19
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where the expected positive sign and statistical significance of the

coefficients of the input variable are confirmed. Although, model (11)

~

represents a considerable reduction on o < with respect to either (1) or -

(ib), residual variances are not strictly comparable due to the large

differences in samples sizes.

 

4.2.3 Dynamic Relationship for Gasoline Consumption

When forecasting economic times series, situations often occur in which

it is important to know whether a step change in a model input variable, say

income or price, affects an output variable, such as consumption, in (i) a

permanent way, that is, it has a long term effect or (ii) a transient way,

having an effect which lasts only for a short period. However, in many cases

consumption - price elasticities are usually estimated from transfer function

models of the form

implying that a permanent change in price produces a permanent change in

consumption. With models of this form, a short term effect lasting for say |

to 3 periods could give the impression that a weak long term or permanent

price effect is in operation. [e.g., Abbie et al (1983)]. Hence, when there

is doubt from a priori considerations as to whether an input variable has a

— short or long term effect, this hypothesis should be tested when analyzing the

data.

Because of the fact that the evolution of the gasoline price level in

Spain is determined by government authorities, its nature resembles an

intervention variable in which each "step" represents the corresponding price
ld

increase. Therefore, our transfer function model is, in this case, like an
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intervention model with two variables: gasoline price (PRIGAS) and EAST.

Strictly speaking, however, we should expect a nonlinear response between GAS

and PRIGAS. As an approximation for this relationship, we tried to

disentangle effects for large and small gasoline price increases. The reason

for this is obvious, since we expect that the price elasticity associated with

large increases will be higher than the corresponding one for small changes in

the price. Consequently we define two new variables: PRIGAS 1 and PRIGAS 2

measur ing the rate of growth of gasoline prices corresponding to a price

increase above 10% and below 10% respectively. The 10% line was chosen

because it roughly represents the mean of the price increases.

Due to the lack of monthly data on income, we first only considered price

effects. The estimated model was:

 

 

[6.66]

_ ~ 0.0035
VV 19 ln GAS t = Ds 0.672 B Vv 12 PRIGAS 1 . 9.0038 Vv 12 PRIGAS 2 . +

| | 7.88] [2.54]

|
+ 0.0549 VV FAST _ + 5 sa, (12)

[5.12] le t (1 + 0.688 B + 0.307 Bo) (1 + 0,548 gle + 0.215 Bo7) ~

[8.54] [3.82] [7.58] [2.80]

T= 156, o£ = 1.14x 1073, Q(12) = 19, Q(24) = 28, Q(36) = 37

Note first, that the expected negative signs are confirmed for both price

variables, although the statistical significance associated with PRIGAS 1

seems much higher than that corresponding to PRIGAS 2. On the other hand the

dynamic gain responses for each variable (standard error in parenthesis) are:

_ = 0.0035. _B(PRIGAS 1) = 7—y*o 7a = ~ 0.0021
(0.00016) °

 



15

g(PRIGAS 2) = - 0.0038
; (0.0014)

hecording to these results, it seems that the effect of PRIGAS 2 is stronger

than the effect of PRIGAS 1. However, if we consider the frequency content of

the dynamic response of both variables, the PRIGAS 1 response is considerably

strongerthat the PRIGAS 2 response [e.g., del Hoyo and Terceiro (1983)]. We

can see this by considering the square of the spectral gains for PRIGAS 1 and

PRIGAS 2. For PRIGAS 1

  

3 . WwW < 12.25 x 10 -o |
G ; (w) = 5 = : -O<wi at

| : 1 + 6 17 26 , cos W 1.452 + 1.344 cos w

which reaches its maximum at w = 7a , therefore

-6G 5 (0) = 4.38 x 10

G “ (n/2) = 8.44 x 10 ~6

G “ (7) = 113.4 x 10 ~6

For PRIGAS 2, the spectral gain is:

G S (w) = (0.0038) © = 1.44 x 10 7?

. | Oo a .* (Figures 7 and 8)

With monthly data, n represents 2 months' effects and n/2 and 1/6 4

months and one year respectively, we can see that while PRIGAS 1 has a short
¢

run effect on gasoline consumption (considerably stronger than its long run
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effect), PRIGAS 2 has its influence on gasoline consumption more uniformly

distributed. Additionally, the effect of PRIGAS 1 (measured through its

contribution to the residual variance reduction) is considerably greater than

the effect of PRIGAS 2. A verification of this fact is confirmed when we

carried out the estimation of the transfer function using PRIGAS 1 and PRIGAS

a 2 ~3

2 separately. In the first case (using PRIGAS 1), oa 47 1.35 x 10 , while

in the second (using PRIGAS 2), oa < = 1.70 x 10 “3 . If we compare these

C -3 obtained from a variant of model (12)with the value of o © = 1,28 x 10

(without the EAST variable), we can see how the reduction in the residual

variance is basically due to the inclusion of the PRIGAS 1 variable.

An improvement of equation (12) would involve the addition of a variable

measuring disposable income. Due to the lack of monthly income data, we have

used a proxy variable which captures the growth of the stock of cars (income

effect) causing greater gasoline consumption. Such a variable is NUVE, and

the estimation is shown in equation (13).

 

 

| [5.70]
| = 0.0030 |

VV 12 ln GAS t > TD. 0.717 B V 12 PRIGAS 1 bo Pbory V 12 PRIGAS 2 ' +

[8.74] 3

0.0592 VV EAST + 0.0935 VV ln NUVE +

5.60] .'¢ c  fuetty) Ce C

a (13)
(1 + 0.663 B+ 0.298 8 °)(1+ 0.7188 +0.394 B74) ©

[8.0] [3.5] (9.31] (4.74)

T= 156, o < = 1,02 x 1073, Q(12) = 21, Q(24) = 27, Q(36) = 36

Note in this case, that due to the orthogonality characteristics of the input
¢

variables, the usual problems of orthogonality among inputs: [e.g., Liu and
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_Hanssens (1982)] are not important. It is useful, however, to note the

statistical significance of all coefficients in the model, as well as the

| confirmation of the expected signs. Note also that the inclusion of the

‘income variable has changed very little the estimated coefficients of the

price variables. The reduction on the residual variance estimation with

respect to equation (12) is around 12%.

 

4.2.4 Dynamic Relationship between ACC and RAIN

| It is a well known opinion among the insurance companies that certain

atmospheric phenomena (especially rain) tend to increase car accidents.

Trying to model such relationship, we expected an instantaneous effect between

ACC and the RAIN index. However, when we proceeded to the analysis of the ccf

of the residuals of the univariate models, we found noevidence at all of any

relationship between both variables, as is shown in Figure 9.

* (Figure 9)

The conclusion that experts are wrong is not necessarily true. This lack

of "causal relationship" between RAIN and ACC is, primarily, due to

‘contemporaneous dynamic and spatial aggregation problems [e.g., del Hoyo and

Antonanzas (1983)]. A correct strategy for dealing with these problems would

imply better statistical information on rain fallings to avoid the aggregation

bias aSa consequence of the "disguise effect" of dry and rainy days within

each month. Obtaining such a disaggregated information would be of primary

concern to insurance firms in order to design an optimal strategy of prices

‘according to the structural differences of each region.

 



 

18

4.3. Simultaneous Equation Models

The last step of our modelling exercise is centered on a simultaneous

dynamic equations approach. Several methods for specifying lag structures

have been proposed in recent years. Restricting the discussion to those

techniques that can handle multiple-equation models with feedback effects, two

basic approaches have emerged (with several variants): pairwise cross-

correlation methods on prewhitened data [e.g., Haugh and Box (1976), Granger

and Newbold (1977), McLeod (1989)] and vector ARMA methods [e.g., Jenkins and

Alavi (1981), Tiaoand Box (1981), Tiao and Tsay (1983)]. The first technique

is very useful when the direction of causality between two variables is a

priori unclear; however, it is difficult to generalize for larger models.

Additionally, there are some methodological problems [e.g., Maravall (1981),

Newbold (1981)] that seriously question its use. On the other hand, initial

experience with vector ARMA methods is encouraging, in the sense that it

facilitates better understanding of the interrelationships among variables.

We will follow this second approach.

4.3.1 Bivariate Model between ACC and ACCD

Extending the basic ideas in Box and Jenkins (1976) for the univariate

series, Tiao and Box (1981) proposed an iterative procedure consisting of

three phases of tentative specification, estimation and diagnostic checking

uSing the sample cross-correlation (SCM) and partial autoregression (PAM)

matrices as the basic tools for initial identification.

Using the computer program developed by Tiao et al. (1983), the estimated

bivariate model between ACC and ACCD is reported in equation (14) on Table 5.

The basic features of this model are the following:
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“i) The triangular structureof the model implies a unidirectional

"causality" from ACC to ACCD, confirming the results obtained with

the transfer function model of equation (10).

ii) ‘By comparing the empirical results obtained in (10) and (14) and

using some algebra, it can be shown that both structures are

extremely Similar.

iii) The differences in the residual variance from univariate to bivariate

| model is shown in Table 3. From Table 3, it becomes clear that while

for the ACC variable little change has taken place when we go from

the univariate to the bivariate model, for the ACCD thereis a

considerable reduction when "more information" is used.

iv) No evidence of autocorrelation between Art and a5- Was found.

*(Table 3)

43.2. Bivariate Model between ACC and GAS
 

As pointed out earlier, the main interest in this model rests on the

hypothesis that certain economic variables (by measuring car utilization

indexes) may influence accident rates. [In this case, the final model (15)

- appears in Table 5 and deserves some comments:

i) Both the univariate model for GAS and the transfer function model for

ACC are very similar to those obtained in (8) and (11) respectively.

ii) As in the previous section, the reduction in the residual variance is

very little for the "exogenous" variable and very spectular for the

"endogenous" variable, as can be seen in Table 4.

iii) No evidence of autocorrelation was found between a4, and aot.
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# (Tables 4 and 5)

4.3.3 General Simultaneous Dynamic Model

The purpose of this section is to build a multiple time series model

connecting accident rates variables (ACC) with those representing the

evolution of the stock of automobiles (VEH and NUVE), the car utilization

index (GAS), and the IIP index.

The model (16) was estimated using the conditional maximum Likelihood

algorithm, and it is shown in Table 6. From its structure, it is easily seen

that GAS, NUVE, and IIP are exogenous while ACC and VEH depend on GAS and

NUVE. While these results confirm our initial assumptions, it is hard to

accept the lack of "causation" from ITIP to GAS and NUVE, especially when there

is evidence of positive correlation between the residuals of IIP and NUVE and

the residualsof IIP and GAS. When we estimated these possibilities, we found

the expected signs but no statistical significance on the coefficients.One of

the reasons for the poor performance of the IIP variable in the general model

is related with problems created by the change which occurred in the

construction of the index after 1976. See interalia, Espasa (1983) and

Garcia-Ferrer and del Hoyo (1984).

*(Table 6)

5. PREDICTIVE PERFORMANCE OF THE MODEL

The main interest of this section is to study the prediction performance

of some of the models that we have analyzed earlier. In particular, we

examine:
’

i) the predictive accuracy of the univariate models
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fi) the improvement in prediction that takes place when we go to more.

elaborate models

For this purpose, forecasts have been evaluated according to two

different forecasting measures: first, the percentage prediction error
 

defined as:

F(t+s)-A(t+s)

A(t+s)

where A(t) is the actual value, F(t) denotes the forecast value ands = 1,2,

 % PE =

12 is the total number of forecasts. Given this definition, a positive

error indicates an overforecast and a negative error an underforecast. Asa

measure of aggregate forecasting performance, we also have computed the

percentage root mean square error (%RMSE) defined as:
 

12 [F(t + s) - A(t + s)]* 1
2

 ZRMSE = { 100 x 5
sz] (12 A(t + s)7]

~The forecasting results for ACC, ACCD, GAS, and NUVE (we nave not

-ineluded ITIP because of the problems mentioned earlier, neither VEH because it

can be easily obtained from NUVE) are summarized in Table 7. The following

remarks are relevant:

—*#(Table 7)

i) For the ACC variable, the predictive performance of all models is

reasonable (see Figure 10). For all models, the greatest % PE value

takes place in April asa consequence of the fact that Easter

holidays fell between the last week of March and the first week of

April. Univariate forecasting is good for short period horizons, and

only for longer horizons is there a slight improvement in ZPE with
t

respect to more elaborated models. As happens with GAS, the.

 



 

ii)

iii)
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bivariate models forecasts are very similar to those obtained by the

TF models. (see Sections 4.3.1 and 4.3.2)

Similar comments concernthe predictive results for the ACCD

variable, albeit the forecasting performance is slightly worse than

in the previous case. For this variable, however, the forecasting

improvement for longer horizons obtained with more elaborated models

is more evident than for the ACC variable. With more data available

on Security Road Plans, it would have been very interesting to test

whether this systematic "overprediction" for the ACCD variable is a

successful outcome of the plan.

* (Figures 10 and 11)

For the GAS variable, the univariate forecasting is so good that it

could hardly be beaten by any other model in the paper. Note

however, that GAS appears as exogenous in the multivariate model

(16), and therefore it should not have many differences with its

univariate forecasting. On the other hand, the transfer function model

captures two basic features of the GAS variable (see Figure 11):

- The reduction of ZPE in April and March as a consequence of the

intervention analysis of the Raster effect

~ The reduction of ZPE in December (ZPE = 0.004) as a consequence of

a large price increase of gasoline (21%) which took place on that

month and that considerably affected gasoline consumption in the

short run.
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wiv) For the NUVE variable, the univariate and intervention models show

similar results, although there is a significant reduction in the 4PE

in March and April as a consequence of the intervention analysis of

the Easter effect. Also, note that the multivariate forecasting is

not strictly comparable with the previous ones, because of the large

difference in the data base, 240 and 156 observations respectively.

6. CONCLUSIONS
 

The main objective of this work has been the specification and estimation

of a dynamic simultaneous equation model in order to explain the evolution of

the automobile accident indexes in Spain from our initial theoretical model

developed in section 2. It should be clear that the final outcome is not the

result of a purely empirical approximation, but rather the interaction of the

different stages of specification, estimationand verification of the dynamic

relationships.

From the univariate analyses of the different series in the model, it is

clear that seasonal components are present as shown through the JV operator
le

as well as the seasonal autoregressive and moving average components. This

finding - in sharp contrast with some experts’opinions - is the result of the

different definitions used by insurance companies and the sources of data that

we have used. é |

The outliers around Easter have been taken into account by means of a

properly defined intervention analysis. The estimated relationships have

 

é For most insurance companies the accident rate is defined as the
product of two variables: frequency and cost. Since Lower frequency of
accidents tends to compensate with larger costs during :seasonal periods,
most companies do not pay attention to the seasonal aspects of their data.
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coefficient estimates with expected algebraic signs, and the intervention

coefficients were in all cases statistically significant. The same type of

analysis was applied to test the success of the Traffic Security Plan started

‘in 1980, obtaining inconclusive statistical results as a consequence of the

small number of observations available.

The results for single equation dynamic models were in accordance with a

priori expectations. The only exception was the equation relating accidents

With the rainfall index. As explained in 4.2.5, this is the consequence of

both contemporaneous dynamic and spatial aggregation problems. Among the

remaining transfer functions, we find particularly interesting the results

obtained for gasoline consumption in terms of its Own price and new regis-

tration of vehicles. The effect of price is nonlinear, and is stronger - as

Shown by means of spectral gain analysis - for high increases (PRIGAS 1) than

for small increases (PRIGAS 2).

The simultaneous equation models, especially the bivariate ones,

confirmed the structure of the single equation models. [n the general model,

however, the expected relationships are not completely confirmed due to the

problems associated with changes which occurred in the elaboration of the

industrial production index, after 1976.

Finally, the predictive performance of the univariate models is very

good. The improvement in prediction with more elaborated models is more

evident for longer time horizons. In any case, there is a considerable

informative gain by using more elaborate models which allow the estimation of

elasticities and dynamic multipliers.
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Table 1: Univariate Models for Monthly Data

Variable Estimation Model a 2 Correlation Ljung-Box
Period Coefficients Statistics
(T)

62/1 5 5 12 nA Q(12) = 13ACC 81/12 (1 + 0.546B + 0.189B” + 0.143B°) VV 42 In acC , = (1 - 0.7428“) a (1) 1.72.1073 P ($,¢5) = 0.46 Q(24) = 29

62/1 12 Q(12) = 7.8ACCD 81/12 VV, In aAccD, = (1 - 0.8068) (1 - 0.801B'7) a (2) 7.04.1072 Q(24) = 25
(240) [21.1] [22.1] Q(36) = 32

62/1 5 5 12 nn Q(12) = 18
vICc 81/12 (1 + 0.706B + 0.273B” + 0.141B” ) We ln vic, = (1 - 0.767B ) a, (3) 2.46.107> p (> 495) = 0.56 0(24) = 29

(240) [11.0] [3.6] (2.2] [20.1] bb.) = 0(36) = 47P ($593) = 0.57

62/1 12 5 — Q(12) = 3.2
DTHS 81/12 (1 + 0.181B) VV 12 ln DTHS t= (1 - 0.763B)(1 - 0.801B ya t (4) 9.65.10 P (¢,9,) = 0.55 Q(24) = 13

(240) [2.34] [15.2] (21.2) Q(36) = 17

62/1 > 12 6 QO(12) = 17
VEH 81/12 Vv" Vv 12 ln VEH t= (1 - 0.702B)(1 - 0.906B Ja t (5) 1.37.10 0(24) = 29

(240) {15.0] [45.9] 0(36) = 38

. 62/1 12 24 . 12 non Q(12) = 8- 0. -167B VV In NUVE | = (1 - 0.626B)(1 - 0.881 B a -NUVE 81/12 a oy, * O ty n t 7 | (11 ol [33.0] pa 9.65.1073 P(#,50,5) = 0.24 Q(24) = 16
(240) ° ° ° ° (6) Q0(36) = 25

65/1 12 3 Q(12) = 16
IIP 81/12 VV 12 In TIP = (1 - 0.612 B)(1 - 0.448 B ”) a t (7) 1.54.10 Q(24) = 35

(204) [10.7] [6.61] 0(36) = 47

69/1 _ © ($.$.5) = 0.60 Q(12) = 13
GAS 81/12 (1 + 0.7468 + 0.2308 7)(1 + 0.7608 |7 + 0.3858 74) ¥V yin GAS , =a (8) 12.76.1073 "2 Q(24) = 23

(156) {8.83} {2.73] [9.54] {4.74] (P 15854) = 0.57 0(36) = 32

65/1 12 4 Q(12) = 15
RAIN 82/6 (1 - 0.307B)(1 - 0.226B “) RAIN t= 4 et (9) 9.44.10 Q(24) = 24

(186) {4.38] [3.14] 0(36) = 36       
ho
CO

 



 

 

 

 

 

 

 

 

 

 

  

Tahle 2: Intervention Models for Monthly Data

Estimation Model 0 2 Ljung-Box

Variable Period Statistics

(T)

62/1 (1 - Oye 12) Q(12) = 8.1

ACC 81/12 EAST | + : 5 74 (1.b) 1.52.1073 Q(24) = 27
(240) (1 + 0.4488 + 0.243B” + 0.122R 7) Q(36) = 33

([6.9] (3.52) [1.88]

62/1 12 Q(12) = 6.1

ACCD 81/12 = FAST | + (1 - 0.793B)(1 - 0.784B Ja t (2.b) 6.60.107> Q(24) = 24

(240) {20.1} [20.6] 0(36) = 33

6
62/1 a - o yaen 12) 3 QO(12) = 11

vIC 81/12 EAST . + . 5 4 (3.b) 2.07.10. 0(24) = 28

(240) (1 + 0.541B + 0.2438 ~) 0(36) = 38

62/1 12 3 0(12) = 6.8

DTHS 81/12 = EAST |. + 0.356 VV 12 ALF, + (1 - 0.8048) (1 - 0.7828 “) a, 8.57.10 0(24) = 13

(240) {4.2) (21.0) [19.0] Q(36) = 20

(4.b)

11.4] [32.6]
. 62/1 12 0(12) = 6.7

~- e ~~ e B -

NUVE 81/12 = EAST | a 8 come 0-880 =;" t (6.b) 9.43.107> 0(24) = 17

(240) (1 - 0.199B + 0.880B ) Q0(36) = 24

{2.83} {2.19}

69/1 ; 3 0(12) = 18

GAS 81/12 EAST , + 5 3 54 8 1.61.10. Q0(24) = 26

(240) (1 + 0.7168 + 0.239B “)(1 + 0.721B + 0.369B ) 0(36) = 35   [8.33] [2.78] (8.69) [4.09] (8.b)   
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Univariate Transfer Function Bivariate

Model Model Model

ACC 1.77 « 1072 1.83 x 1073

ACCD 7.04 x 1073 4.96 x 1073 4.92 «x 1073    
 

Table 3: Residual Variances for several models.

 

Numerical results are not strictly comparable
different estimation algorithms for the transfer
model/bivariate.
BMDP package which is only a "backasting method"
model has been estimated by exact MLE.

1

because of the use of

funetion and the

Specifically, the TF model has been:estimated with the
while the bivariate
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Univariate Transfer Function Bivariate

Model Model Model

GAS 1.76 1073 1.70 1072

ACC 1.77 1079 1.30 1073 1.12 1073

Table 4: Residual ModelsVariances for Several

 

 



Table 5: Bivariate Models

 

 

 

 

 

  

Estim.

aVariahles Period Models L
a(T)

_ _ _ | yp ae 1 _ _ _ _.
1/62 ACC t (1 - 0.575 B) (1 - 0.692 B ) ait 1.83ACC (10.9) (14.7] 312/81 VV 12 In = 12 12 (14) 10

(240) _ _ _ [2.77] [26.1] _{ |. (3.8) (23.8] _ _ _

7 2 ~ ~ 12 24 ~ ”(1 + 90.780 B + 0.220 BR“) 0 (1 + 0.799 B + 0.396 B ) Oo GAS t
{8.67] {2.44] (9.4) [4.5]

VV = Ud)
1/69 12 In . eiGAS O 1 0 1 ACC _ ~—— tee he ~_ t

a —
-3 1.70

12/81
10

— ™ _— 7” -
_9.50 1.42

ACC 1 O 1 0 ait
(156) =

120.077 B (1 - 0.586 RA) 0 (1 - 0.820 B ) a ot (15)
_ {t.70) {8.14} _ [14.9] _ _      
 

 



 

 

 

 

 

    

   

 

Table 6: General Simultaneous Dynamic Model

(1 + 0.748 B + 0.164 B*) 0 0 0 0 “In GAS ,_ 1 0 0 0 0 ~~
[9.40] [2.10]

0 10 0 0 In acc , 0.170B (1 - 0.676B) 0 0 0
{2.25] [11.1]

O 0 1 0 0 VV 12 Vo in VEH = 0 O (1 - 0.932B) 0.028B O

{32.7} [4.31]

0 001 0 in NUVE 0 0 0 (1 - 0.592B) 0
[9.66]

0 0001 ln IIP 0 0 0 0 (1 - 0.0658B)
_ _ _ _ _ [11.5]

— 12 _ _ _
(1 - 0.683B!*) 0 0 0 0 aa

0 (1 - 0.704B!2) 0 0 0 aot 1/69 - 12/81

0 0 (1 - 0.433n!2) 0 0 a 34 (16) T = 156 obs.
(7.3]

0 0 0 (1 - 0.619B!2) 0 a at
[11.3]

0 0 0 0 (1 - 0.370B'4) ace
_ [5.1] _ _

1.73 1073 ~

4.98 1074 1.86 1073

a 7.90 107° -~6.63 107° 1.98 1076

1.37 1072 -3.47 1074 1.22 1074 1.37 1072

7.13 107° ~1.13 1074 2.24 107° 1.94 1073 1.77. 1073
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Table 7. Descriptive Measures of Forecast Errors of Levels of ACC, ACCD, GAS, and NUVE for 1982

eeeeaeeeeeeOSaeeekeee oe ee eeOEA,SE ee LLeo ce

 

NUVE
 

 

  TF

(66) (16)

 

 

-5.31

-~4.67

-12.2

1.66

3.58

~5.05

-~8.19

-3.06

4.64

~3.75

-16.8

21.8

 

0.7332 0.8809

 

Variable ACC ACCD

Model uN? TPP mre UN TP MT
(1) (11) (16) (2) (10) (14)

% PE

January -~0.40 3.30 0.95 ~2.61 ~1.96 -4.25

February -0.92 ~1.19 -0.31 1.14 1.89 1.14

March 3.52 5.83 5.13 13.7 9.89 9.89

April 7.95 9.69 8.51 17.5 16.0 13.7

May -1.87 2.05 ~1.31 0.66 -0.66 -5.57

June 6.23 6.02 6.89 12.8 12.8 12.1

July 3.02 3.76 3.66 10.8 8.13 6.50

August 1.86 1.80 2.23 7.28 4.85 2.67

September 2.76 2.06 3.06 11.8 8.70 8.39

October 0.96 0.02 1.29 0.84 -0.28 -1.12

November 2.29 2.57 2.73 15.4 14.4 14.7

December 3.53 2.41 4.24 10.0 8.24 9.41

tRMSE 0.361 0.418 0.408 1.049 0.893 0.904

a UN denotes univariate model

b TF denotes transfer function model

c
MT denotes multivariate model
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Figure 8: Spectral Gain for PRIGAS 2
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