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Identifying Constraints to Rural
Economic Development: A Development

Guidance Function Approach

Samjhana Koirala, Paul M. Jakus, and Philip Watson

We propose a method that incorporates specific business needs and community goals to identify
community assets that most constrain local economic development. Access to a managerial
workforce was the most common highly ranked constraint, but the set of most constraining assets
varies across communities. Thus, a one-size-fits-all development policy is not appropriate. We also
find that constraint rankings are highly correlated among communities that share tourism potential,
that share energy resources, or that rely upon production agriculture. Development practitioners
may craft a suite of development policies, each tailored to communities of a given typology.

Key words: development constraints, economic development, goal setting, guidance function

Introduction

The overarching objective of economic development is to create good jobs and facilitate community
well-being (Bartik, 2017; Parilla and Liu, 2018; Rickman and Wang, 2020). A central aspect of all
regional development strategies is creating a favorable business climate, which—as defined by the
dominant neoclassical approach—is characterized by low wages, low tax rates, and light regulation.
The vast majority of publicly sponsored development efforts thus tend to focus on a relatively narrow
set of economic benefits to the community and to government entities: incomes, job creation, fiscal
impacts, and potential multiplier effects. While these are important concerns, this narrow set of
development measures does not capture the broader economic, social, and environmental effects of
development on communities, which have been addressed in subsequent theories. The institutional
model of development expands the focus to include the role of formal entities that affect development
policies, suchas federal, state, and localgovernments, laborunions, tradeassociations, and thefinancial
sector. The behavioral approach to economic development emphasizes how quality-of-life factors
(e.g., social and cultural opportunities, affordable housing, educational opportunities, public safety,
and high-quality natural environment) influence development choices and subsequent outcomes.

Regardless of the underlying theory driving economic development plans, empirical analyses
consistently find mixed evidence on the effectiveness of any given incentive or structural change
designed to accelerate regional growth (Conroy, Deller, and Tsvetkova, 2016; Bartik, 2017). A policy
found to improve measures of economic well-being in one region is often found not to have worked
in another region. Given that a one-size-fits-all policy is unlikely to exist, especially if regions exhibit
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variation in the factors that restrict economic development, one should not be surprised by the mixed
findings of the empirical literature. That is, if business taxes are high in one region and low in another,
then business taxes are more likely to be a constraint in one community and not in the other. Despite a
voluminous literatureexamining theeffectofeconomicdevelopmentpoliciesonmeasuresofeconomic
growth, relatively little effort has focused on identifying local economic development constraints and
comparing them across regions.

Further, none of the major approaches to economic development explicitly incorporate the
development goals and preferences of community residents; instead, they assume that community
preferences match those of community officials. Incorporating community considerations in the
economicdevelopmentplanning processbringsanadditional degreeofcomplexity tocrafting effective
localeconomicdevelopmentpolicy.Todoso,communitydevelopmentplannersmustnotonlyappraise
the business expansion and locational requirements of firms and gauge those requirements against the
assets offered by a community, but they must also elicit the development preferences and goals of
residents, who are the presumed beneficiaries of publicly sponsored development efforts.

Explicitly matching the needs of specific firms and industrial sectors to local community assets
and regional residents’ development desires is not a new idea. Minshall et al. (1971) identified
manufacturing industries that were “feasible” to locate in the Four Corners Region of the Southwestern
United States (e.g., by matching the skills of the local labor pool to the industries’ needs) as well as
ascertaining those industries that would be considered “desirable” (e.g., the industry’s growth and
employment potential match the growth desired by local leaders). The Community Business Matching
model (Halbrendt, Zheng, and Lucas, 2000; Buescher et al., 2001; Cox et al., 2009) expanded the
range of factors considered in the feasibility and desirability analysis and formalized calculation of
the (renamed) compatibility and desirability metrics. Here, the desirability index was based on a set
of preference weights elicited from the general public, not just community officials. In 2011, the Area
Sector Analysis Process (ASAP) (Harris et al., 2012; Bordigioni et al., 2020) further refined how the
compatibility and desirability indices are measured. Over the years, ASAP activities have resulted in
relatively largedatabasesof industry/firmbusiness location requirementsandcommunitydevelopment
preferences.

We use the ASAP databases to calculate firm-level compatibility and desirability indices and
test an explanation for why some components of an economic development plan may be successful
in some places but not others. Our hypothesis is that communities are varied in the assets that
most constrain economic development and that the inability to precisely identify the key constraints
hampers development policy outcomes. We measure and rank asset constraints by first constructing a
development guidance function that incorporates the level of community assets needed by businesses
looking to expand or relocate and the development outcomes desired by community residents. The
function provides a summary measure of the attractiveness of a community to business startup,
expansion, or relocation, but it is the first derivatives of the function that have an immensely practical
application: The value of the derivative with respect to each community asset level can be used to rank
the assets that most constrain a community from meeting its development goals.

In addition to ranking community asset constraints, our approach provides an additional benefit.
Following ASAP applications in roughly 20 communities in Utah, Idaho, Arizona, New Mexico, and
Nevada from 2011 to early 2019, interest in ASAP expanded rapidly as other regional economic
development directors learned of the tool from their colleagues. Between 2019 and 2022, local
development directors from another 21 western US communities requested an ASAP analysis. These
requests provide prima facie evidence of ASAP’s value to local economic development authorities but
little in thewayofanobjectiveassessment.Ourassetconstraint rankingsacrossnumerouscommunities
offer the opportunity to test the validity of ASAP analysis. We find that the assets identified as most
constraining vary across communities in ways that make sense, providing evidence of the validity
of the ASAP approach. We find that communities that share similar economic structures have assets
constraints that are highly correlated.
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Background

Site selection for a firm’s start-up, relocation, or expansion is a complex decision influenced by a range
of economic, regulatory, political, social, and environmental conditions (McLeman and Smit, 2006).
From a policy perspective, competition among states and regions over favorable business environments
began in 1933, when Mississippi successfully attracted northern manufacturers using policies that
now define the neoclassical economic development approach: low taxes, cheap labor, and minimal
regulation (Eisinger, 1988; Shaffer, Deller, and Marcouiller, 2004; Deller and Goetz, 2009). This
economic development effort became a model for how policy makers think about attractive regional
business climates (Conroy, Deller, and Tsvetkova, 2016).

Conroy,Deller, andTsvetkova (2016,2017)note several shortcomingsof theneoclassical approach
that limit its applicability to large firms with formal location/expansion procedures, such as an
assumption of zero (or minimal) transaction costs and large informational requirements. Further, its
narrow focus on costs has led to two other theoretical approaches to business expansion and location
decisions. The institutional model focuses on business decisions by examining the relationships and
relative negotiating power of firms, state and local governmental development agencies, and suppliers.
Much like the neoclassical model, this approach is best applied to large firms able to negotiate
tax concessions and other publicly provided incentives from a position of strength. In contrast, the
behavioral economic development model examines business decisions from a perspective that is
internal to the firm. This approach relaxes the information requirements of the previous models by
noting that decisions are often made by a small number of people or even a single business owner.
As such, expansion and location decisions reflect the idiosyncrasies of decision makers who may
choose to sacrifice profit-maximization in favor of conducting business activities in a community
in which they want to live. The behavioral approach is most applicable to smaller firms, for which
business choices are highly centralized and not subject to more rigid decision processes characteristic
of larger firms. Further, this approach places a greater emphasis on quality-of-life measures, such as
good environmental quality and access to cultural and recreational resources, relative to taxes and
incentives.

Theneoclassical approach,with its focuson loweringafirm’sproductioncosts, and the institutional
approach, with its focus on incentives provided to firms, remain influential in modern economic
development policies despite a mixed record of empirical success in multiple regions over many
decades. Bartik (2017) summarizes targeted business tax and incentive policies that characterize the
neoclassical and institutional approaches. In addition to low-income taxes, business incentives may
include property tax abatement (i.e., reducing property taxes below normal rates) and job creation tax
credits (i.e., providing tax benefits for jobs created). We feature only a small selection of the literature
evaluating the effectiveness of these approaches in spurring economic growth, but extensive review
articles by Bartik (1991), Poot (2000), and Rickman and Wang (2020) provide excellent summaries for
the interested reader.

Some researchers claim that lower taxes and increased incentives create jobs and stimulate
economic growth (Goss and Phillips, 1994; Greenstone and Moretti, 2003; Greenstone, Hornbeck,
and Moretti, 2010). The latter two studies present evidence affirming that targeted incentives attract
large industrial plants, resulting in increases in local economic activity without crowding out existing
business activity. More recently, Guo and Cheng (2018) find that a combination of lower business tax
burdens and greater government spending on transportation, public safety, and economic and physical
environment can spur entrepreneurship and business retention. Pan et al. (2020) find small positive
effects of business incentives on firms’ relocation decisions but caution that the effect is very small:
Incentives and tax reductions must be “infeasibly large” before an “economically meaningful” increase
in firms will be seen.

Others have argued that such interventions have no clear positive benefits for the broad economy
(HicksandShughart,2007;RosenandGayer,2013;Byrne,2018).Forexample,FoxandMurray(2004)
find little or no significant long-run impact on economic growth following the recruitment of large
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industries. Similarly, Bruce et al. (2009) find that regional tax and nontax incentives do not have any
significant statistical relationship with growth in employment, income, or gross state product. Hansen
and Kalambokidis (2010) provide evidence that tax-free zones had done little to promote economic
growth, at least at the county level. Moreover, Saiz (2001) reports that incentives used for locational
strategies have a negative relationship with employment in the finance, insurance, and real estate
sectors. Bundrick and Snyder (2018) find that cash subsidies used to attract new firms or retain existing
firms did not create any significant private employment or establishment benefits. In contrast, they
find evidence of a statistically significant—but economically small—negative establishment spillover
effect in neighboring counties. Partridge et al.’s (2020) study of business startups in metropolitan
counties reports a similar negative crowding out effect, not just in industries that receive incentives
but also spilling over into other industries.

Rickman and Wang (2020, p. 424) characterize the mixed conclusions of extant tax and incentive
literature rather tepidly: “We know more now. But our knowledge is unlikely to ever be sufficient to
provide universal policy guidance.” They advocate looking at taxes and incentives within the context of
the “specific circumstances” under which such policies are to be implemented. Some of these contexts
may be revealed by industry recruitment and relocation studies (e.g., McCann, Arita, and Gordon,
2002; Brouwer, Mariotti, and van Ommeren, 2004; Pellenbarg and Wever, 2008; Conroy, Deller, and
Tsvetkova, 2016). These authors find that, in addition to tax savings and incentives, the main forces
driving industry relocation are the need for a more suitable business environment and/or premises.

The quality-of-life (QOL) elements that feature in the behavioral theory of firm expansion and
location also fit within the rubric of specific circumstances as identified by Rickman and Wang (2020).
For example, Love and Crompton (1999) perform a factor analysis of business relocation decisions.
In addition to the variables identified by the neoclassical and institutional approaches (i.e., labor and
other input costs, government involvement and taxes, and proximity to suppliers and customers), this
model suggests the importance of daily living concerns and measures of QOL. Daily living concerns
included personal safety and crime rates. QOL included numerous items related to culture and outdoor
recreation, local educational quality, and spousal employment opportunities, among others. The
authors’ survey of firms that had recently relocated to Colorado revealed that the most important factors
in a relocation decision are those associated with neoclassical theory. This conclusion comes with two
caveats. First, poor QOL metrics for a community caused it to be eliminated from consideration; in
this sense, QOL is most important during the initial screening of potential sites.1 Second, the QOL
of a region was more important to firms that had relocated from outside the state than to businesses
relocating within the state.

Though Rickman and Wang (2020) focus on elements associated with the tax and incentive policies
of the neoclassical and institutional models, their conclusion—to evaluate policies within the specific
circumstances within which the policy enacted—holds true for the behavioral approach as well. A
key aspect missing from the literature is an evaluation of the set economic development assets and
constraints that are unique to a given community. Perhaps a low-cost loan incentive worked well in one
region because capital investment was the primary constraint there, and it did not work well in another
region because access to capital was not a binding constraint. To develop an effective set of targeted tax
and incentive benefits, one should first evaluate which is needed most or whether incentives are needed
at all. Other constraints—say, improving access to an interstate highway, or providing a high-volume
water supply—may increase the probability of firm success and accelerate economic growth relative
to lower taxes and other incentives.

1 Buttressing this finding, Hipp et al. (2019) report that higher crime rates were associated with increased probability of
business failure and relocation for most industries (with the notable exception of the insurance industry).
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Theoretical Model

As noted in the introduction, our theoretical approach is based upon community development
approaches that have emphasized the need to match firms/industries to communities/regions (Minshall
et al., 1971; Buescher et al., 2001; Cox et al., 2009; Harris et al., 2012; Bordigioni et al., 2020). The
two key aspects in the matching process are (i) businesses finding the community an attractive place to
locate based on the adequacy of resources offered by the community and (ii) communities finding firms
and industries that satisfy community goals. Firms’ startup, retention, expansion, or location decisions
rest upon the assets that collectively constitute the business environment of the community within
which the firm will operate. Further, public efforts designed to promote startup, retention, expansion, or
recruitment of firms must also be acceptable to the community. Thus, these models distinguish between
the compatibility of assets needed by a firm and the desirability of hosting that firm in the community.
Notably, we define community assets as encompassing all of the important factors that distinguish
the neoclassical, institutional, and behavioral approaches to economic development as described in
our literature review. The modeling perspective for our guidance function is that of an economic
development planner seeking to identify which assets defining the local business environment are most
constraining for any potential firm f , while also weighting firms by the degree to which they are desired
in the community.

We begin with the compatibility index, which assesses both the relative availability of an asset in a
community, as well as the importance of that asset to the firm. Here, the community’s level of assets A,
a vector composed of M elements ai (i = 1, 2, . . . , M), is compared to the national or regional reference
level of each asset i. We define the relative availability of an asset in the community as dai :

(1) dai =
ai

ai
R

if ai < ai
R , else dai

R = 1,

where ai is the level of asset i in the community and ai
R is the level of that asset in the reference

community. If dai takes a value of less than 1, the prevalence of asset i in the community is below
that of the reference community. For example, if an asset, ai , were the availability of a managerial
workforce—defined as the proportion of the workforce with a college degree or higher—how does
the community compare to the reference value for the asset?2 A generalized form of the compatibility
index for firm f can be based on relative “gaps” for M assets:

(2) CI f = CI
(
da1, da2, . . . , daM ;ω f

)
= CI

(
A; AR ,ω f

)
,

where AR is a vector of reference asset levels and ω f is a conformable vector of M weights
characterizing the importance of assets to firm f . Small gaps (or even large gaps) for assets that are
relatively unimportant to a firm (a lowωi

f
) will not lower the CI by very much, whereas small gaps on

assets deemed very important (highωi
f
) will decrease the CI much further. Similarly, if the community

has no gaps on any very important asset, the index will have a high value. Thus, CI f measures the initial
business environment, or fitness, of a community to host a given firm. In comparing across F firms, the
raw CI f measure is an informational tool allowing the planner to identify and target businesses that are
most compatible with the community’s current asset stock.

However, communities may not wish to use public resources to pursue every firm identified as
highly compatible. Production activities by firms come with a set of attributes unique to each firm (e.g.,
good employment benefits or high levels of pollution) that may or may not be desirable to a community.
Let the attributes for firm f be defined by a K-dimensional vector B f , each element (bk

f
) of which

reflects the benefits that the community will experience if the firm f were to start up, expand, or locate
in the community. A general index of desirability can be constructed for each firm:

(3) DI f = DI
(
b1
f , b

2
f , . . . , b

K
f ; ϕ

)
,

2 For example, the reference value selected for any asset could be the greatest value found across all US counties.
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where bk
f

is the amount of benefit k brought to the community by firm f and ϕ is a conformable K-
dimensional vector of parameters reflecting the relative weight given by the community to benefit k.
The elements of ϕ are assumed constant across all firms: If a community values a benefit highly (e.g.,
that firms will predominantly hire labor from the existing local labor pool) then, all else equal, the
community is indifferent among the firms providing this highly valued benefit. Similarly, if two firms
emit the same type and quantity of air pollutant then, all else equal, the community would be indifferent
to the firms generating this negative benefit, giving the same (presumably) low weight to both firms.

The raw values of the CI and DI can be used in conjunction to identify firms for which the
community’s existing asset stock is attractive and to identify those businesses that are attractive to
the community because of the benefits they confer on the region.3 A key shortcoming of the raw CI
is that it does not identify the most constraining elements of the community’s asset stock A; that is,
a low CI f value could be the result of gaps associated with important assets whose values could be
adjusted easily, or the low value could result from gaps for important assets whose stock is relatively
immutable. To guide community economic development efforts, it would be useful to define a function
that identifies the most constraining, and changeable, asset gaps. Further, this function should weight
gaps for firms deemed more desirable by the community more heavily than gaps for firms that are
considered less desirable.

We can generate a community development guidance function that is composed of the set of CIf
and DIf measures for F firms, G = g(CI;DI), where the community’s stock of each asset in A is a
choice variable for the planner and the community-generated DI provides a set of firm-level desirability
weights. Changing the stock of any asset will change the compatibility index value for multiple firms,
so we define G(·) as the sum across all firms:

(4a) G =

F∑
f =1

[
CI f

(
A; AR ,ω f

)
; DI f

]
,

where one may think of G(·) as the aggregate attractiveness of the community to all potential
businesses, weighted by the community’s relative desire for any given firm.

The first derivative of this function yields the key measure of interest, namely, the DI-weighted sum
of the marginal changes in compatibility due to a change in the level of asset ai :

(5a)
∂G
∂ai

=

F∑
f =1

∂CI f
∂ai

=

F∑
f =1

cif
(
A;/,AR ,/,ω f ,DI f

)
.

For each of M assets, equation (5a) has two key features. First, each ci
f
(·) term is explicitly weighted by

the desirability of firm f to the community. Even if changes in the stock of a given asset greatly improve
the value of the compatibility index for a given firm, less desirable firms will receive less weight in
the summation than those with attributes the community has deemed more desirable. Second, the sum
across all firms for each ai yields a cardinal measure of the degree to which the stock of an asset is
restrictingacommunity’seconomicdevelopment.Highvalues forequation (5a) imply thatagivenasset
stock, A, restricts a greater number of firms, or it restricts a smaller number of highly desirable firms.
Alternatively, one may think of equation (5a) as the marginal impact of relaxing the asset constraint.
Regardless, the value of equation (5a) for each of the M assets in a community allows one to rank
assets according to the degree to which they constrain, or contribute to, the potential for economic
development.

Data and an Operational Model

While the theoretical model presented above can be made operational in any number of ways, we
provide an empirical application of the guidance function model using functional forms and data

3 Harris et al. (2012) provide an example of this approach.
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Table 1. Compatibility Index Assets, Classified by Theoretical Approach
Neoclassical
Transportation and logistics

Access within 30 minutes to interstate highway Access within 30 minutes to package freight services
Access within 30 minutes to railhead or rail spur Access within 30 minutes to rail freight
Access within 30 minutes to passenger air services Access within 30 minutes to port or harbor facilities
Access within 30 minutes to international trade port Access, within 1 day, to your customers
Access, within 1 day, to the suppliers you need

Labor inputs
Availability of managerial workforce Availability of unskilled workforce
Availability of skilled workforce Favorable local labor costs

Nonlabor inputs
Access to 3-phase electric power Availability of cell phone service
Access to fiber optic lines Availability of local public transportation
Availability of high-volume water supply Possibility for future expansion at site
Availability of wastewater disposal Availability of high-speed internet access
Availability of solid waste disposal Access to natural gas pipeline

Taxes
Favorable workers compensation tax rate Favorable local business tax rates

Institutional
State and local government incentives Availability of specialized job training programs
Availability of union labor Availability of short- and long-term financing
Existence of a business/trade association

Behavioral
Low crime rate Retail shopping opportunitiesa
Availability of affordable housing Quality of educational system (K–12)a

Clean air and watera College or university
High quality natural ecosystema Availability of quality health carea
Outdoor recreational opportunitiesa Availability of public safety servicesa
Social and cultural opportunitiesa

Notes: aMeasured by ASAP Community Goal Survey.

collected through the USDA-funded Extension and research program known as the Area Sector
Analysis Process (ASAP).4 ASAP draws upon data from three primary sources and numerous
secondary sources. Primary sources include: (i) the ASAP Business Location Choice Survey (BLCS),
(ii) the ASAP Community Goal Survey (CGS), and (iii) the ASAP Community Asset Inventory (CAI)
which are all described in detail in Bordigioni et al. (2020). Secondary data sources include regional-
and national-level IMPLAN input-output models as well as various national, state, and local data (e.g.,
those provided by state tax authorities, GIS programs, the Bureau of the Census, and the Bureau of
Economic Analysis).

In the BLCS, firm representatives are asked about the importance of 41 community assets—
including physical infrastructure, economic infrastructure, and quality of life—in making their

4 Complete technical details about ASAP data collection and analytic output, including primary survey instruments, may
be found in Bordigioni et al. (2020).
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Table 2. Desirability Index Goals and Indicators
Goal Measurement of Benefit, bf j

gh

Economic Quality
Every new job generates additional jobs in the communitya No. of additional jobs created per firm for industry j

New businesses return profits to the communityb Profit margin in industry j

New businesses hire locallyc Percentage of new hires in industry j made from local
labor pool

New businesses buy locallyb Proportion of input expenditures made locally in
industry j

New businesses increase the average local wageb Wage rate in industry j

Environmental Quality
New businesses do not pollute the watera Average per firm total toxic releases to water

resources in industry j

New businesses do not release toxic chemicals in the aira Average per firm total toxic releases to air resources in
industry j

New businesses stay in compliance with hazardous waste Average cleanup expenditure per pound of toxic
managementb material released by industry j

New businesses do not emit greenhouse gasb Percentage share if industry j in total GHG emissions
New businesses do not develop undeveloped landc Land area needed for relocation

Social Quality
New businesses increase the local tax basea Additional tax revenue generated per firm in industry j

New jobs are full-timed Proportion of full-time jobs in industry j

New jobs offer benefits (health and/or retirement)d Proportion of jobs in industry j with benefits
New jobs provide training programsd Proportion of jobs in industry j that come offer

training programs
New businesses support community activitiesd Proportion of businesses in industry j that support

community activities

Notes: aIndustry-level data, adjusted for firm size.
bIndustry-level information, independent of firm size.
cFirm-specific information, varies with firm size.
dFirm-specific information, independent of firm size.

expansion and relocation decisions (Table 1). Firms are also asked about the employee benefits they
offer and the firm’s past support for local public goods such as recreation and cultural activities.5 The
CGS asks community respondents to rank the importance of 15 economic, environmental, and social
aspects of economic development (shown in Table 2, column 1) and to assess the relative quality of
some community QOL assets. The CAI, which measures access and quality of transportation, energy,
water and waste infrastructure, and other public services (e.g., cell phone and high-speed internet), as
well as state and local economic development policies, is almost invariably completed by a regional
economic development official familiar with the region of study.

ASAP is procedurally implemented over a period of 3–6 months. Under the combined direction
of an economic development official and an ASAP facilitator, a local steering committee composed of
roughly 10–25 community members is assembled. The development director and steering committee
hold regular meetings during which the facilitator presents the six ASAP modules. Module 1 provides a
general overview of ASAP and sustainable community economic development. Module 2 instructs the
steering committee on protocols for primary data collection; CGS and CAI data collection is initiated
after this module. Depending on community preference, CGS data collection may occur with paper
surveys, online, or both. During Module 3, local and national economic development and demographic

5 First implemented in 2003, new observations are periodically added to the BLCS database as funding becomes available.
Sampling frames include Dun and Bradstreet, Reference USA, and industry specialists. As of June 2017, the database
contained observations from 2,502 firms representing 276 4-digit NAICS sectors.



Koirala, Jakus, and Watson Identifying Rural Development Constraints 469

trends are presented and any paper survey instruments are collected. The CGS and CAI primary data
are then combined with the BLCS database and secondary data to calculate the CI and DI.

The output from the ASAP analysis is presented during Module 4, when the steering committee is
provided the CI and DI rankings for all 276 industrial sectors in the BLCS database.6 Sectors with the
highest CI/DI combinations are highlighted, along with the CI/DI for industries that have traditionally
formed the economic base of the community (e.g., agriculture and mining). The steering committee
is then tasked with selecting approximately a dozen of the 276 sectors for further research. During
Module 5, the committee receives a detailed report about these targeted sectors. The sixth and final
module establishes a community-specific framework to implement economic development objectives
identified by ASAP.

Empirical measures of asset gaps (equation 1) and industry benefits (column 2 of Table 2)
underwent a significant refinement in March 2011, so our analysis is restricted to the 18 communities
participating in an ASAP program between 2011 and 2019. Some 2,339 CGS responses were received
from these 18 communities (an average of 130 per community, with a minimum of 39 responses and a
maximum of 271).

Calculating the Compatibility Index

Table 1 lists the 41 community assets used to calculate CI, classified according to the three
economic development theories discussed previously. Information on all assets for the neoclassical
and institutional models—plus crime rates, affordable housing, and access to 4-year higher education
institutions—was obtained from secondary data sources. Many asset variables are coded as binary
variables, where a 1 indicates the presence of an asset and a 0 denotes its absence. Following
equation (1), local labor costs, labor skills, taxes, crime rates, and housing costs were measured relative
to a reference community. Secondary data sources for eight QOL assets listed in Table 1 are not
available for many rural communities. Ideally, secondary measures of the QOL attributes would be
used, but measuring the overall quality of the “natural ecosystem,” “air and water,” or “social and
cultural opportunities” is difficult even for regions rich in secondary data. ASAP relies instead on its
Community Goal Survey to provide proxy values for these assets. Our solution may be second-best, but
it seems reasonable for us to assume that local residents will know best, for example, whether there are
local air or water quality problems, local forests are beset with pests, or local drinking water supplies
must be filtered. Thus, measured asset levels for eight QOL measures (as indicated in Table 1) represent
the average perceptions of residents.

The importance of any given asset to a firm is obtained via the ASAP Business Location Choice
Survey. For each of the 41 assets listed in Table 1, a respondent firm was asked to use a 4-point scale to
indicate the relative importance of that asset to its operations and its expansion and location decisions,
ranging from “not at all important” to “very important.” The response indicated by firm f for asset
i was assigned one of four possible weights, ωi

f
∈ {0.25, 0.50, 0.75, 1.00}, with weights increasing

monotonically by importance. The compatibility index for firm f has an explicit functional form:

(6) CI f = α f

M∑
i=1

(
2ai/ai

R

)ωi
f ,

where α f represents space requirement gaps at the location (e.g., square footage of warehouse
or manufacturing space) measured as the proportion of space required by firm f relative to the
amount currently available in the community. Given our focus on community-level assets, we assume
that commercial space requirements provided through private markets are satisfied (α f = 1). The
compatibility index is calculated for each firm in the database and measures the fitness of the
community’s current asset base to host the firm.

6 ASAP calculates CI and DI for each firm; the Module 4 report calculates industry-level CI and DI measures as the mean
for all BLCS firms within each 4-digit NAICS industry.
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Desirability Index

The information on a community’s economic development goals is obtained from the ASAP
Community Goal Survey, which elicits community members’ preferences with respect to three broad
goals: economic, environmental, and social (Table 2, column 1). Within each of the three major goals
(g) are five indicators (h) that gauge the contribution toward each goal. Importance weights for goals
g and indicators h are calculated using the Analytic Hierarchy Process (AHP) algorithm (Saaty, 1990;
Mu and Pereyra-Rojas, 2017).7 Let the weight for any goal be denoted by γg) and the weight for any
indicator be denoted by γgh . Goal and indicator weights must conform to AHP restrictions, where the
ASAP Community Goal Survey sets H = 5 and G = 3:

(7) γg =

H∑
h=1

γgh and
G∑
g=1

γg = 1.

Column 2 of Table 2 shows how ASAP measures the marginal contribution, or marginal benefit, of
firm f to each goal/indicator combination. Some indicator measures are constant across all firms within
an industry whereas others are firm-specific. We depart from the general notation used for benefits in
the previous section to distinguish benefits brought by a firm to each goal and indicator, bgh

f
. Following

Halbrendt, Zheng, and Lucas’s (2000) functional form, ASAP defines the Desirability Index for any
firm f as

(8) DI fW =

G∏
g=1



H∏
h=1

(
bgh
f

)γgh 

γg

.

An Operational Economic Development Guidance Function

Following ASAP databases and procedures, our development guidance function is calculated at the
firm level for each community. One may use the DI measures as weights on the CI measures in any
number of ways; we choose to use an exponential approach:

(4b) G(CI,DI) =

F∑
f =1

(
CI f

)DI f
=

F∑
f =1



M∑
i=1

(
2ai/ai

R

)ωi
f



DI f

.

Equation (4b) has appealing properties. First, for any given CI value, firms that are considered more
desirable add more to community development potential than firms with attributes considered less
desirable. In fact, a firm with a low CI and high DI may contribute more to development potential
than a firm with a higher CI but lower DI. Moreover, the first derivative with respect to any ai is
positive (improving an asset increases community development potential). The second derivative of
equation (4b) is negative if, as is highly likely, at least one firm considers at least one asset to be less than
“very important” (i.e., at least oneωi

f
< 1.0). This assures that development potential is not unbounded:

The function is concave and improving an asset has diminishing returns as the level of the local asset
increases.8

7 AHP is a very popular multiattribute decision tool used to analyze complex decisions by making pairwise comparisons
among goals and, within each goal, pairwise comparisons between every indicator. We use standard AHP calculations to
measure importance weights (γgh ) for each community (Bordigioni et al., 2020).

8 Equation (4b) could be constructed in several ways. For example, one could use the DI f as linear weights on the CI f
(e.g., G( ·) =

∑F
f =1 DI f × CI f ) rather than as exponents. Another approach might weight firms differently. For example, some

communities have asked that firms in industries that have historically supported the community (e.g., farming, ranching, or
mining) be given greater weight in the analysis than the DI would otherwise suggest. While alternative functional forms may
be used, we believe the specific functional form presented in equation (4b) represents a reasonable first approach.



Koirala, Jakus, and Watson Identifying Rural Development Constraints 471

Ta
bl

e
3.

D
es

cr
ip

tiv
e

St
at

is
tic

sf
or

C
om

pa
tib

ili
ty

an
d

D
es

ir
ab

ili
ty

In
di

ce
s,

by
C

om
m

un
ity

N
o.

of
Fi

rm
s(

F
)

C
om

pa
tib

ili
ty

In
de

x
(C

I f
)

D
es

ir
ab

ili
ty

In
de

x
(D

I f
)

C
om

m
un

ity
Ye

ar
in

B
L

C
S

D
at

ab
as

e
∑ F f
=

1
C

I f
M

ea
n

M
in

.
M

ax
.

St
d.

D
ev

.
M

ea
n

M
in

.a
M

ax
.

St
d.

D
ev

.

B
at

tle
M

ou
nt

ai
n,

N
V

20
11

1,
70

0
43

,8
61

.7
8

25
.8

01
0.

37
8

47
.5

69
15
.2

99
0.

02
2

0.
00

0
0.

36
1

0.
02

2
B

ea
ve

r,
U

T
20

17
2,

50
2

71
,9

40
.4

7
28

.7
53

0.
53

5
47

.6
18

13
.6

52
0.

00
7

0.
00

0
0.

15
9

0.
01

0
C

ar
bo

n,
U

T
20

18
2,

50
2

92
,6

28
.2

5
37

.0
22

3.
08

9
47

.8
38

6.
98

2
0.

00
8

0.
00

0
0.

19
2

0.
01

1
C

ib
ol

a,
N

M
20

16
1,

94
9

25
,6

83
.9

2
13

.1
78

0.
00

0
45

.3
95

16
.5

29
0.

00
5

0.
00

0
0.

24
1

0.
01

1
E

m
er

y,
U

T
20

18
2,

50
2

50
,3

29
.5

6
20

.2
36

0.
26

2
49

.5
12

15
.7

74
0.

01
7

0.
00

0
0.

33
0

0.
01

9
E

sc
al

an
te

,U
T

20
16

1,
94

9
29

,4
54

.6
1

15
.1

13
0.

20
7

39
.5

94
12
.3

58
0.

00
7

0.
00

0
0.

21
8

0.
01

4
G

ra
nd

,U
T

20
16

1,
94

9
69

,1
79

.8
7

35
.4

95
1.

37
4

50
.2

28
10
.9

60
0.

02
3

0.
00

0
0.

25
0

0.
01

4
Ju

ab
,U

T
20

17
2,

24
8

87
,9

22
.4

4
39

.1
11

1.
81

5
53

.9
34

10
.5

09
0.

01
1

0.
00

0
0.

22
2

0.
01

3
K

in
gm

an
,A

Z
20

12
1,

75
6

75
,9

33
.8

3
43

.2
42

13
.4

63
53

.0
70

3.
26

5
0.

01
0

0.
00

0
0.

37
9

0.
01

7
L

ew
is

to
n,

U
T

20
16

1,
94

9
38

,0
21

.8
6

19
.5

08
0.

17
9

49
.3

25
15
.2

62
0.

00
7

0.
00

0
0.

19
5

0.
01

3
M

ill
ar

d,
U

T
20

17
2,

24
8

94
,7

02
.6

4
42

.1
28

9.
52

5
51

.7
64

4.
05

7
0.

00
2

0.
00

0
0.

08
9

0.
00

4
Pi

ut
e,

U
T

20
17

2,
24

8
39

,1
17

.2
7

17
.4

01
0.

22
7

38
.4

42
12
.7

94
0.

00
2

0.
00

0
0.

13
2

0.
00

7
Sa

n
Ju

an
,U

T
20

17
2,

50
2

84
,0

84
.0

3
33

.6
07

4.
25

5
40

.8
75

4.
58

1
0.

01
1

0.
00

0
0.

26
3

0.
01

3
Sa

np
et

e,
U

T
20

17
2,

50
2

70
,2

13
.1

1
28

.0
63

0.
97

6
39

.2
11

9.
30

4
0.

00
8

0.
00

0
0.

22
7

0.
01

1
Se

vi
er

,U
T

20
17

2,
50

2
92

,4
81

.5
0

36
.9

63
8.

38
8

44
.1

05
3.

49
4

0.
00

3
0.

00
0

0.
14

0
0.

00
6

W
ay

ne
,U

T
20

15
1,

89
8

33
,0

92
.4

8
17

.4
35

0.
32

1
34

.5
56

11
.4

22
0.

01
8

0.
00

0
0.

27
5

0.
02

0
W

ill
co

x,
A

Z
20

19
2,

50
2

86
,0

89
.8

4
34

.4
08

2.
10

3
44

.4
28

7.
06

7
0.

00
7

0.
00

0
0.

19
8

0.
00

9
W

hi
te

Pi
ne

,N
V

20
15

1,
89

8
50

,2
24

.0
8

26
.4

62
0.

90
8

40
.8

40
10
.9

49
0.

11
0

0.
00

0
0.

28
7

0.
02

9

N
ot

es
:a R

ou
nd

ed
to

th
re

e
de

ci
m

al
s;

th
e

pr
ec

is
e

m
in

im
um

va
lu

e
is

gr
ea

te
rt

ha
n

ze
ro

.



472 September 2023 Journal of Agricultural and Resource Economics

Taking the partial derivative of equation (4b) with respect to each asset level αi yields the marginal
contribution of that asset to the overall development potential of the community:

(5b)
∂G
∂ai

=

F∑
f =1

[
DI f × CIDI f −1

f
×
∂CI f
∂ai

]
.

Equation (5b) is presented under the assumption that the level of each asset can be measured along
a continuous scale. If an asset is measured discretely as 0 or 1, the marginal contribution of moving
from 0 to 1 can be calculated with a discrete difference function rather than a derivative. Higher values
for equation (5b) indicate that increasing the stock of asset i will relax an important development
constraint and increase the value of G(·); efforts to improve the level of the asset will provide a wider
variety of development options. Lower values of equation (5b) indicate that the asset is currently not
a constraint or that improving its level will not appreciably increase development options. Based on
equation (5b), ASAP’s analytical output ranks the estimated marginal impact of changing asset levels
when considering a suite of specific regional economic development strategies.

Empirical Results

Our analysis relies upon data collected between 2011 and 2019 for 13 rural counties and 5 rural towns
located in four states.9 All of these US Mountain West communities have access to an abundance
of public lands and offer high-quality environmental and recreational resources. Table 3 reports
descriptive statistics for the compatibility and desirability indices for each of our 18 communities.
One will also note that the number of firms in the BLCS database increases over time as more firms are
surveyed (see footnote 5). Table 3 also shows that the mean CI values across the communities range
from around 13 to 42, whereas the mean DI values range from about 0.01 to 0.11.

For any given number of firms in the BLCS database (and in the absence of any weighting by
desirability to the community), a higher cumulative sum of the CI f indicates greater raw economic
development potential for a community relative to one with a smaller cumulative sum. Consider the
cumulative CI values for Utah’s Millard (94,703) and Piute (39,117) Counties. The economies of both
counties are based primarily upon agriculture and ranching. Relative to Millard County, Piute County
has asset advantages in its lower prevailing wage rate, more affordable housing, and perceived higher
quality K–12 school system. In contrast, Millard County is located closer to a major population center
and has better access to package freight services and a railhead, high-volume water supply and waste
disposal, amoreeducatedpopulaceanda lowercrimerate, andbetterperceivedshoppingopportunities,
access to health care, and public safety services. These numerous advantages result in Millard County
being compatible with a wider variety of industries than Piute County, which is reflected in a higher
cumulative CI score.

The data reported in Table 3 demonstrate variation sufficient to assess the guidance function
and constraint rankings using measures of criterion validity, internal validity, and external validity.
Criterion validity involves comparing our asset ranking results for each community to external metrics
thatmeasure thesameconstruct (e.g.,governmentstatistics).Our internalvaliditycheckswillassess the
degree towhichassetconstraint rankings foronecommunityarecorrelatedwithsimilarcommunities in
our study. External validity is assessed by comparing our results to those of other development studies.

9 Communities include counties in Nevada (White Pine), New Mexico (Cibola), and Utah (Beaver, Carbon, Emery,
Millard, Grand, Juab, Piute, San Juan, Sanpete, Sevier, and Wayne), as well as towns in Arizona (Kingman and Willcox),
Nevada (Battle Mountain), and Utah (Escalante and Lewiston).
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Criterion Validity: Comparing Ranked Constraints to Known Attributes of Communities

Equation (5b) was used to calculate the marginal impact of 18 community assets measured
continuously, which were then ranked from most restrictive to least restrictive for each community.10
Table 4 reports the asset rankings for the 18 communities, where the asset ranked “1” is the most
restrictive (greatest value for equation 5b) in that community and the asset ranked “18” is the least
restrictive (lowest value). Assets are arranged in Table 4 according to the mean ranking across all
communities, from most restrictive to least restrictive. The guidance function approach reveals that
the four most constraining assets in our Mountain West communities are, in order, an adequate
managerial workforce, local business taxes, availability of quality health care, and the prevailing
worker’s compensation premium rate. An adequate managerial workforce, measured in ASAP by the
percentage of local residents having at least a 4-year degree, had an average rank of 3.0 across the 18
communities. For all but three communities, this asset was among the top five most constraining. The
three communities for which this was not revealed to be an important constraint were Lewiston, Utah
(located within 30 minutes of a doctoral-granting university, where the asset ranked 8th) and Grand
(9th) and Wayne (7th) Counties in Utah, which have enjoyed national park-related amenity migration
by highly educated migrants. In Cache County, home to Lewiston, 38.3% of the population has a BS
degree or higher, compared to the national average of 32.1% (Headwaters Economics, 2021a). Grand
County, at almost 29%, comes close to the national average, whereas Wayne County is a bit lower
(23%). The proportion of the population attaining a BS degree or higher in the remaining 15 study
regions is 18.1%.

Among other high-ranking constraints, local business taxes and worker’s compensation rates were
considered a constraint everywhere except communities in Nevada (Battle Mountain and White Pine
County), where tax revenues rely more heavily upon the gaming industry. Finally, access to quality
healthcare was consistently ranked as a top constraining asset, which is not a surprise for lightly
populated rural communities with limited ability to offer a broad suite of medical services. The four
communities in our sample that host a nonfederally owned, short-term acute care hospital (Carbon and
Sevier Counties in Utah, and Arizona’s Willcox and Kingman) ranked health care as less of a constraint
than the typical community in the sample. Curiously, residents of one of the most remote of our study
communities, the town of Escalante, in Garfield County, considered access to health care to be the
least constraining (ranked 7th) of all of the communities. In the year prior to participation in the ASAP
program, Escalante had, after many years of effort, opened a local health clinic. Though the clinic offers
a relatively narrow range of medical services, its presence in the community has relieved residents of a
long drive (>1 hour) for basic medical needs. Residents thus perceive this asset to be less constraining
than it previously had been.

The next most constraining set of assets included the crime rate and public safety, retail shopping
opportunities, labor costs, a quality K–12 school system, and access to customers and suppliers.
The relatively high rankings of crime and public safety as a development constraint were not highly
correlated (ρ= 0.15) with county-level violent crime rates (County Health Rankings & Roadmaps,
2022).11 Under the assumption that labor costs rise as unemployment falls, the ranking of labor
costs as a constraint is reasonably well correlated (ρ= 0.53) with county unemployment rates: As
the rate of unemployment increases, labor costs in the community are ranked as less restrictive.
Retail shopping opportunities are ranked as a constraint in those communities actively working

10 These 18 assets are measured as continuous variables; as noted in the text, the analysis can also be applied to assets
measured discretely. Our approach is equivalent to assuming that discretely measured assets (e.g., access to an interstate,
railroads, airports, pipelines, high-volume water, and many others appearing in Table 1) are taken as given and unlikely to be
under the control of local economic development officials.

11 Our external measure of crime is the mean of the 2014 and 2016 violent crime rates (County Health Rankings &
Roadmaps, 2022). The relatively small populations of rural counties mean that an increase of one or two violent crimes in a
given year can be reflected as volatility in the measured crime rate, which is the number of violent crimes per 100,000 people.
We are unable to ascertain whether this is the case in our study communities.
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âĂ

Ş1
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to build larger tourism sectors, such as Escalante, Utah (ranked 1st), and Piute (1st), San Juan (2nd), and
Wayne (2nd) Counties. Wayne County also ranked its K–12 school system as its 4th most restrictive
asset. Despite benefiting from amenity migration connected to a national park within its borders, the
county population is older and there are fewer teenaged residents than in past decades. The local school
district is struggling to find enough students to support the local high school.

The greatest cross-community variation in the asset rankings is found with access to customer and
supplier markets. One feature of ASAP worth noting is that the measurement of these two assets is
the same for a given community (distance to a community of greater than 50,000 people), such that
differences in ranking solely reflect differences in firms’ weighting parameters (]omegai

f
) and firm

desirability to the community (DI f ). Communities with market access as a major constraint tend to
be located very far from the nearest Metropolitan Statistical Area (MSA). Battle Mountain and White
Pine County in Nevada and Escalante, Utah, rank market access as their most restrictive asset: Each is
located more than 3 hours driving time to the nearest MSA (Reno, Nevada; Salt Lake City, Utah; and
Saint George, Utah, respectively). In contrast, rural communities that ranked access to markets as not
restrictive were generally located in counties adjacent to large MSAs. Cibola County, New Mexico,
(access ranked 14th) is just west of Albuquerque; Willcox, Arizona, (13th) is just east of Tucson; and
Lewiston, Utah, (17th) is located within the Logan, Utah–Idaho MSA.

Skilled and unskilled labor supplies have mean asset constraint rankings that are relatively low (the
12th and 15th most restrictive assets, respectively). The proportion of the study regions’ skilled labor
population (88.2%) and its unskilled labor population (11.8%) are very close to national proportions
(88.0% and 12.0%, respectively).12 The rankings for unskilled labor catch the eye because it appears to
be a very restrictive asset in three study communities (Carbon, Emery, and Willcox) but nowhere else.
As noted in the Data section, the reference measures used to calculate asset levels of a community are
periodicallyupdated,whichchanges thedenominator in theequation (1).While the referencevalues for
all assets except unskilled labor remained relatively constant with the 2018 update, the reference value
forunskilled laborwasnoticeablygreater than inpreviousyears,makingunskilled labor in the2018and
2019 ASAP communities seem more restrictive than it likely is (Bordigioni, personal communication,
2020).13

The relative abundance of QOL assets favors nearly all of our study communities so, collectively,
the guidance function did not reveal these to be important constraints to economic development.
Housing prices, measured by either monthly rents or monthly mortgage payments, are lower in
every ASAP study region relative to the national average (Headwaters Economics, 2021a). Further,
all study communities are adjacent to federally owned public lands and have access to high-quality
environmental and recreational resources. Relative to the national average of just over 27% of a US
county being federally owned and managed for public access (with a much lower median value), the
communities reported in this study average over 69% of their area managed by the US Forest Service,
the Bureau of Land Management, or the National Park Service (Headwaters Economics, 2021b). One
surprise, though, was the relatively low ranking of social and cultural opportunities as a constraint
across all communities (ranked an average of 16th most constraining). The majority of the study
communities are located 90 minutes or more from major metropolitan areas offering a rich array of
cultural opportunities. The fact that the relative lack of social and cultural opportunities was not a
constraint suggests that residents are satisfied with the current level of this asset and that firms place
relatively little weight on this asset.

12 ASAP measures labor skill by educational attainment, with college graduates classified as managerial, high school
graduates classified as skilled, and those without a high school degree as unskilled.

13 We strongly suspect that the 2018 reference value for unskilled labor was subject to measurement or reporting error in
the secondary data source used by ASAP.
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Table 5. Correlation among Asset Constraint Rankings, Selected Utah Study Regions
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Economic Base Tourism/Agriculture Energy Agriculture
Southern Utah

San Juan 0.868
Wayne 0.874 0.773
Grand 0.820 0.854 0.837

Central Utah
Carbon 0.337 0.312 0.381 0.172
Emery 0.507 0.374 0.538 0.284 0.884

West Central Utah
Beaver 0.765 0.725 0.856 0.705 0.672 0.694
Juab 0.593 0.551 0.725 0.494 0.655 0.556 0.915
Millard 0.734 0.624 0.818 0.635 0.641 0.637 0.959 0.917
Sanpete 0.697 0.626 0.822 0.618 0.651 0.626 0.973 0.959 0.979
Sevier 0.651 0.675 0.695 0.653 0.655 0.548 0.924 0.884 0.930 0.917

Notes: Table A1 reports correlations among all communities. All reported correlations are significant at the 5% level.

Internal Validity: Cross-Community Correlation among Asset Constraints

Given the cross section of communities that have participated in an ASAP program, we can search
for communities that share similar constraints to economic development. Table 5 reports simple
correlation coefficients for 11 Utah communities, where we focus upon commonalities found in the
tourism, energy, and agricultural regions of Utah.14 The town of Escalante and San Juan and Wayne
Counties share asset constraint correlation coefficients between 0.77 and 0.87. These communities,
all located in the Red Rock Canyon country of southern Utah, have abundant outdoor recreation
assets upon which they are seeking to develop tourism-related industries to complement their existing
economic base. Each of these communities also shares a high correlation among asset constraints with
economically thriving Grand County, home to the Red Rock outdoor recreation destination of Moab.

In contrast, the correlations between the tourism communities and the struggling energy-based
economies in Carbon and Emery Counties, which range between 0.17 and 0.54, are relatively
low. Carbon and Emery, though, have a correlation coefficient of 0.88, indicative of the similar
asset constraints and community preferences in counties whose economies have historically relied
upon energy extraction. Finally, the correlations among asset constraint rankings in five contiguous
counties of West Central Utah are very high (0.88 to 0.97). Each of these counties has an economy
based primarily upon agricultural production (beef, pork, and hay) and has comparatively limited
tourism or fossil fuel assets.15

14 The full set of correlations among all communities and constraints may be found in Appendix Table A1.
15 We tested the sensitivity of asset constraint correlation to the possibility of measurement error for unskilled labor in

ASAP values for Carbon and Emery Counties. After dropping unskilled labor from the asset list, constraints for Carbon and
Emery remain highly correlated (0.87); correlations with all other communities appearing in Table 5 increase, as expected.
Constraints for the energy counties remain relatively uncorrelated from those of the tourism counties but become much more
correlated with the agricultural counties (generally greater than 0.80).
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External Validity: Comparing Ranked Constraints to Other Studies

Of the 18 assets, eight are associated with the neoclassical economic model that emphasizes costs and
10 are associated with the behavioral model that highlights the importance of quality of life. Three
of the four most restrictive assets are associated with the neoclassical development model, while the
fourth (health care) is featured in the behavioral model. Skilled and unskilled labor supplies are the
only assets typically associated with the neoclassical model with mean rankings that are relatively low
(the 12th and 15th most restrictive assets respectively). Five of the six least restrictive assets (ranked,
on average, 13th or lower) are QOL measures typically associated with the behavioral approach
to economic development (outdoor recreation is the least constraining community asset, followed by
quality ecosystems, social and cultural opportunities, affordable housing, and clean air). This result is
similar to that found by Love and Crompton’s (1999) study of firms relocating to or within Colorado,
where QOL measures ranked behind those generally associated with the neoclassical and institutional
models.

Conclusion and Discussion

The literature has found the effectiveness of specific policies associated with the major theoretical
approaches to economic development to be highly variable, where a policy works in one area but not
another. Rickman and Wang (2020) assert that context matters; the success of a policy in encouraging
business expansion and location depends heavily upon the “specific circumstances” within which
that policy is applied. In this study, we have proposed an approach that controls for those specific
circumstances using a development guidance function that includes measures of compatibility
between firms’ assets needs and what is available in a community. Further, public efforts at economic
development require the support of the local community, so we weigh the compatibility index by
a desirability index to capture the degree to which firms that may locate or expand in the region
confer development benefits that are preferred by the community. Our construction of the guidance
function is but one way to approach the problem of identifying key development constraints; others
may choose different methods to calculate asset gaps or weight community desires. Regardless, our
study contributes to relatively undeveloped literature investigating the marginal impact of business
climate factors on local communities and models that capture the trade-off between business needs
and community goals (Salaghe et al., 2020).

Our empirical analyses provide support for the Rickman and Wang (2020) contention that
context matters, that communities vary in the constraints they face, and our hypothesis that one can
measure the relative degree to which constraints matter. We have found that the assets most closely
identified with the neoclassical approach to economic development were most constraining; three
of the top four constraints were an adequate managerial workforce, business taxes, and workers’
compensation taxes. Other serious constraints to development were most closely related to the
behavioral approach to economic development. These constraints, such as access to health care, retail
shopping opportunities, public safety concerns, and quality K–12 education, are likely associated
with the rural nature of our 18 communities. We suspect that assets such as health care and retail
shopping would rank lower as constraints in more urban and suburban communities.

ASAP’s attractiveness to regional economic development directors in recent years provides a nice
gauge of its value, but an appeal to its popularity is only one metric of value. Our second goal was to
assess the validity of ASAP output by comparison to external measures that should be related to the
identified constraints (i.e., we used criterion validity). An adequate managerial workforce was less
of a constraint in communities where a highly educated populace was present; access to customer
and supplier markets were tight constraints for communities located furthest from MSAs; labor
costs, as a constraint, were correlated with the unemployment rate; the quality of natural ecosystems
and outdoor recreation opportunities were not constraining to any of the communities, all of which
are located in regions with abundant public lands. Validity of ASAP output was also assessed by
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measuring how well the constraint rankings for one community were correlated with the rankings of
other communities. Again, the pattern accords with what is known about the communities. Counties
seeking to build tourism industries were found to have a similar ranking of development constraints,
as were those communities with economies based on energy extraction or agricultural production.

This implies that state and regional economic development directors can create a suite of targeted
development strategies, each crafted to satisfy a roughly common set of community asset constraints
and development goals, but that could be applicable to more than one region. For example, the
high correlations among development constraints facing communities in Southern Utah suggest that
development strategies that proved so successful in Grand County may also be applicable to other
southern Utah communities. Further, policy makers can target interventions on asset constraints that
yield larger marginal impacts in creating an attractive business environment for desirable industries,
suchasincreasedattentiontoruralhealthcarefacilitiesorcreating(andmaintaining)anabundantskilled
workforce.However,ourstudyrevealsonly the relativebenefitsof investing incertainassets, and itdoes
notconsidertherelativecostsofdifferentinvestments.Itmaynotalwaysbefeasibletoinvestinstrategies
to improve the status of an asset, even if it would create greater marginal benefits than other assets.

Our analysis also uncovered a number of issues that suggest further refinement of ASAP is needed.
First, ASAP treats each community asset as independent of every other asset, with no interactions
between them. However, assets may be complements or substitutes for one another. For example,
the ability to recruit and maintain a managerial workforce, the most highly ranked constraint, may
be complementary to any number of constraining QOL assets, such as access to health care or retail
shopping opportunities. While our theoretical model allows for asset interactions, the empirical model
does not. A potentially helpful framework for incorporating a more diverse set of community assets and
accounting for possible interactions among assets is the community capitals framework (CCF; Flora,
Flora, and Gasteyer, 2016; Emery and Flora, 2006; Pigg et al., 2013; Pender, Marré, and Reeder, 2012).
CCF organizes assets into categories of natural, cultural, human, social, political, and financial capitals,
whichcollectivelyformtheassetendowmentsofacommunity(Pender,Marré,andReeder,2012;Emery
and Flora, 2006). There has been limited research on the interactions of the capitals, most notably by
Pigg et al. (2013), who find the relationships among the various capitals to be complex and suggest that
conventional capital groupings may need to be modified in light of the empirical relationships. While
our study does not explicitly employ the CCF, many of the assets quantified in the ASAP model can be
thoughtof in termsofcommunitycapitals.Further researchanddevelopmentwouldbeneeded tomerge
the two frameworks and explore the interactions between community assets.

A second issue is that the initial asset endowments within a given community are likely to affect
how communities rank the quality and quantity of local assets and how people choose to weight each
community goal. Neither is likely to be independent of initial asset endowment. Indeed, the successful
experienceofEscalante,Utah,insecuringandstaffingalocalhealthfacilityprovidessomeevidenceofan
endowment effect. Even with the new facility, the breadth of health care services provided in Escalante
lags behind those of many other study communities. Yet Escalante—in an ASAP exercise conducted
just 1 year later—rated health care as least constraining of all study regions. Including initial asset
endowments, and recentchanges inasset levels,wouldbe fruitful addition toASAPassetmeasurement.

Finally, the development of the CBM and ASAP models over more than 2 decades has resulted in a
set of fixed weights that are embedded in the internal calculations of the CI and DI indices, particularly
the vectorω, used in the CI that to indicate the importance of a given asset to a firm. The elements ofω
monotonically correspond to the importance indicated by the firm in the BLCS database, but the values
for each element are entirely arbitrary. Any alternative weighting vector, of which there are an infinite
number, would also be entirely arbitrary, but there would value in determining the sensitivity of ASAP
industry results and guidance function analysis to the selected weights. We leave this for future updates
to ASAP.

[First submitted November 2021; accepted for publication June 2022.]
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