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Abstract. We discuss the state-of-the-art in the application of quasi-experimental
methods to estimate the impact of nutrition policies based on observational data. This
field of application is less mature compared to other settings, especially labour and
health policy, as food economists have started to implement widely counterfactual
methods only over the last decade. We review the underlying assumptions behind the
most prominent methods, when they can be regarded as credible and if/when they can
be tested. We especially focus on the problem of dealing with unobserved confounding
factors, emphasizing recent evidence on the limitations of propensity score methods,
and the hard task of convincing reviewers about the quality of instrumental variables.
We discuss the application of Difference-in-Difference, with an emphasis on its poten-
tial in consumer panel data applications, and how results from Regression Discontinu-
ity Design studies should be interpreted. Finally, we cover the estimation of counter-
factual outcomes using structural methods and provide an overview of recent develop-
ments and current gaps.

Keywords: quasi-experimental methods, policy evaluation, nutrition policy, assump-
tions.
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1. INTRODUCTION

The call for evidence-based policy decision has generated an exponen-
tial growth in food policy evaluations over the last decade. Table 1 shows the
counts obtained from a Google Scholar search for relevant keywords over
the last three decades. Between 2011 and 2020 the number of hits for the
generic term “Food Policy” is 4.8 times the baseline period, about 229,000
documents compared to 47,400 over the decade 1991-2000. Adding the key-
word “impact evaluation” highlights a much faster trend. The increase in the
number of Google Scholar hits is almost 25-fold. The proportion of papers
with these keywords in relation to the simple “food policy” search results
was only 0.63% in the 1990s, and rose to 3.24% in the 2010s. This pattern
is confirmed by more specific keyword searches. For example, the additional
keyword “causal identification” returns a 67-fold rise over two decades, and
when looking for a specific method like “difference-in-difference”, hits grew
from almost zero to 2,160, a 108-fold increase.
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Table 1. Food policy and evaluations in Google Scholar keywords searches over three decades.

()

(b) (c)

1991-2000 %

(/@) ()/(b)

2001-2010 % 2011-2020 %

“Food policy” 47.4

“Food policy” and “impact evaluation” 0.3 0.63
“Food policy” and “randomized experiment” 0.02 0.04
“Food policy” and “counterfactual” 0.37 0.78
“Food policy” and “quasi-experimental methods”  0.006 0.01
“Food policy” and “causal identification” 0.003 0.01
“Food policy” and “difference-in-difference” 0.02 0.04

178 229 4.83 1.29
1.89 1.06 7.43 3.24 24.77 3.93
0.46 0.26 1.86 0.81 93.00 4.04
1.86 1.04 5.64 2.46 15.24 3.03
0.07 0.04 0.36 0.16 60.00 5.14
0.009 0.01 0.2 0.09 66.67 22.22
0.48 0.27 2.16 0.94 108.00 4.50

Source: Our search, Google Scholar accessed on 16/5/2022.

While this trend is similar in other areas of applied
economics like health economics or energy economics,
it has brought a small revolution in the agricultural eco-
nomics field. In the year 2000, the journal Food Policy
was 123th by impact factor within a population of 166
economics journal. In 2019 the journal ranked 28" out
of 373 economics journals, and has been regularly the
highest ranked agricultural economics journal since
2008. In 2010 the Agricultural and Applied Economics
Association, formerly known as the American Agricul-
tural Economics Association (same acronym, AAEA)
decided to rebrand its second-ranked journal, and the
Review of Agricultural Economics became Applied
Economics Perspectives and Policy (AEPP). In terms of
impact factor, the AEPP journal is now the second best
in the field of agricultural economics after Food Policy,
ahead of the leading AAEA journal, the American Jour-
nal of Agricultural Economics.

In short, (agricultural and food) policy analysis has
become a best seller, and demand and supply of rigorous
policy evaluations have grown very rapidly. From an era
of paucity of quantitative evaluations, we have moved to
abundance. Beyond societal interest, this trend has been
driven by the amazing progress in data availability, and
the evolution in user-friendly econometric software has
been equally rapid.

As readily available data and software fertilize policy
evaluation studies, the academic community needs to set
higher methodological standards to defend the credibil-
ity and robustness of the findings. Without claiming the
authority to define those standards, this manuscript has
the objective to review the main quantitative methods
currently employed in food policy evaluation, more spe-
cifically those targeting the causal identification of poli-
cies, and explicit the key assumptions they rest on. We
restrict our range of applications to the analysis of poli-

cies targeting nutrition outcomes. There are not many
comprehensive work on impact evaluation methods that
are specific to nutrition policies (Babu et al., 2016), and
not many reviews of the policy evidence consider the
credibility of causal inference methods (see e.g. Capacci
et al., 2012; Mazzocchi, 2017)

More specifically, the focus of this article is on the
application of quasi-experimental methods when sec-
ondary data are used for ex-post assessment of food poli-
cies. While these “counterfactual” approaches are rela-
tively young within this research field, they are rapidly
becoming a minimum standard for causal inference in
absence of randomization studies. The 2021 Nobel prize
in economics has been awarded to David Card, Joshua
Angrist, and Guido Imbens, three key contributors to
methodological and empirical research on causal infer-
ence with observational datal. As it happens with most
social science research objectives, economic policy anal-
ysis faces relevant challenges in drawing causal inference
from randomized experiments®. Even in the less frequent
situations where experimental evidence can be collected,
the findings can be hardly generalized to be useful in
other contexts. Thus, economists have historically relied
on observational data in their evaluations of public poli-
cies, hence the need to address biases from the lack of
randomization.

The article is structured as follows. We first dis-
cuss the opportunities and limitations in the data avail-

! See the document on the scientific background for the Nobel Prize,
“Answering causal questions using observational data”, https://www.
nobelprize.org/uploads/2021/10/advanced-economicsciencesprize2021.
pdf

2 Still, the application of the experimental approach to economic prob-
lems has also generated important results. As one anonymous reviewer
points out, the 2019 Nobel Prize was awarded to Esther Duflo, Abhijit
Banerjee et Michael Kremer also in recognition of their application of
the experimental approach “to alleviate global poverty”.
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Causal inference on the impact of nutrition policies using observational data 5

able to researchers, especially in relation to the choice
of adequate outcome variables to evaluate nutrition
policies (Section 2). Then, we provide a short overview
of the main quasi-experimental approaches to identify
the causal effect of policies, with an emphasis on the
assumptions they rest on, and whether and how they can
be tested, as well as some approaches to demonstrate the
robustness and validity of the causal findings (Section 3).
Finally, we draw some take-home messages and suggest
directions for future research.

2. DATA AND MEASUREMENT

What is the goal of nutrition policy? Such question
is only apparently trivial, if one thinks what “improv-
ing nutrition” means. It is rather obvious that the ulti-
mate aim of the policy is to improve human health, thus
evaluations should rely on health outcomes. Unfortu-
nately, the cause-effect path between improved nutri-
tion and health outcomes is not immediate, and subject
to major uncertainties. Hence, it is not surprising that
most empirical evaluations of nutrition policies look at
their short- to medium-term effects on intermediate out-
comes, such as food choices or diet quality indicators,
which in turn are health predictors®. The definition of
these intermediate outcomes, however, is also subject to
a variety of measurement-related issues.

Food choices not only vary across individuals, but
also within individuals. Our Christmas food choices are
likely to differ from those preceding the summer season,
we may want to compensate on Mondays our week-end
eating and drinking choices, and after a heavy lunch we
may opt for a light dinner. Thus, a first question refers
to the time interval which matters to define our baseline
outcome indicator.

In nutrition science, the gold standard is the die-
tary record approach (Thompson and Byers 1994),
the amount of food and beverages intake is recorded
through a diary kept over a period of few days, nor-
mally no more than 7 consecutive days. This minimizes
the memory bias, but may generate a fatigue effect (too
much effort to keep the diary), and a behavioural bias
associated with a “learning-by-doing” effect, as par-
ticipants become aware of their eating patterns as they
record them, and may alter their diets accordingly. An
alternative approach rests on 24-hour recalls, which

* When data allow to do so, causal mediation analysis is a powerful
approach which supports the identification of causal chains, i.e. a causal
estimate which goes beyond the total effect of the treatment on the out-
come, and also identify the indirect effect that occurs due to one or more
mediating variables. For a comprehensive overview, see Celli (2022).

requires the respondent to recall and report all the food
and beverages consumed during the previous day. While
the task is not particularly burdensome and potentially
more accurate, it fails to capture variation between days.
This issue may be mitigated by appropriate sampling
designs, assuming that heterogeneity across individu-
als belonging to a specific population group and inter-
viewed at different times reflect - at least on aggregate
- the average choices and intertemporal substitutions of
individuals in the same group. A third nutrition-focused
alternative is the Food Frequency Questionnaire (FFQ),
which records the “usual” frequency of consumption
of a list of food items. FFQs can be acceptable to meas-
ure average individual behaviours, but they are usually
less accurate in quantifying intakes. Despite this, they
are cheap and simple, and place a low burden for par-
ticipants, which made them a commonly used dietary
assessment tool (Thomson et al. 2003). Key food secu-
rity indicators (e.g. the Food Consumption Score by the
World Food Program) are based on FFQs.

Although this type of data has become relatively
more common in food policy analysis, especially in
development studies, economists remain concerned
about the quality of measurement tools which depend on
some form of self-assessment and have a component of
social desirability bias (Grimm 2010). For example, Liss-
ner (2002) shows that selective underreporting by obese
individuals occurs with almost all methods of dietary
assessments which rest on self-reports. Furthermore,
nutrition survey data have a limited coverage of key food
policy covariates, often failing to record the prices faced
by individuals, their incomes, and consumption of non-
food items.

This is why purchase data remain the preferred
source of outcome indicators for economic studies, espe-
cially in the scanner data era. These large data sets not
only allow to monitor individual daily transactions by
individual household over several years, but they also
have been augmented to provide detailed nutrient infor-
mation at the level of unique product codes, as well as
detailed data on purchase outlets, and household char-
acteristics (Muth et al., 2020; Biondi et al., 2022). In
household budget surveys, households record purchases
through one- or two-week diaries, and data suffer by the
aforementioned potential biases, although the lack of an
explicit nutrition focus should mitigate social desirabil-
ity biases. In consumer panels based on home scanners,
participants scan universal product codes of all products
taken home after each shopping trip. Point-of-sale scan-
ner data are another rich source and provide measure-
ments of sales volumes and prices, but cannot be related
to individual consumer characteristics.
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Obviously, purchases are only a proxy of actual
intakes, and the fact that these measures are at the
household level is one serious shortcoming. Still, an
underused opportunity of large scanner data-set is the
possibility to monitor the transaction of one-member
households over several years. While this is clearly a
selected sample of the overall population, a time series of
thousands of high-frequency data for the same individu-
als could be a unique setting for causal identification for
policy evaluations.

To show the implications of using different outcome
measures and ignoring self-reporting biases, we report
in Table 2 some aggregate figures on attitudes towards
fruit and vegetable consumption, self-assessed intakes
and purchase-based intakes in the UK since the start of
the 2003 national Five-a-Day campaign. The data come
from nationally representative surveys and were not col-
lected specifically to evaluate the campaign.

The first row captures the awareness impact of the
information policy. During the first year of the policy,
the average perception of what constitutes an optimal
consumption was 4.4 portion per day. Over time, the
campaign has been successful in increasing this target
towards the “5-a-day” objective. The second row dis-
plays self-assessed intakes and is a clear demonstration
of what social desirability means. While in 2003 partici-
pants were reporting an intake below the optimal tar-
get, in 2007 they were declaring an (average) consump-
tion well above the ultimate policy objective. Unfortu-
nately, when assessing intakes based on more objective
purchase data, we find that the increase has been quite
modest, and well below the perceived optimal intake.
Clearly, the assessment of the policy effectiveness heavily
depends on which outcome we choose to focus on.

There is no such thing as the perfect outcome vari-
able and the quality of data is very heterogeneous. Rather
than an excuse to discard quantitative policy evaluations,
this should push researchers to discuss their data sourc-
es in great detail, acknowledge any limitation and adopt
appropriate countermeasures and robustness checks.

Table 2. Knowledge, self-assessed consumption purchases of fruit
and vegetables in the UK, number of portions per person per day
(years 2003, 2006, 2007).

2003 2006 2007
Optimal intake (reported) 4.4 4.6 4.8
Self-assessed intake 34 5.2 5.6
Assessed intake from purchases 3.7 4 3.9

Source: Our processing on data from UK Consumer Attitude Sur-
vey and Expenditure and Food Survey (various years).

Mario Mazzocchi, Sara Capacci, Beatrice Biondi

A list of secondary data sources potentially relevant
for nutrition policy evaluation is provided in Table 3.
While individually these sources suffer from a variety
of shortcomings, some may be addressed by adopting
methods which integrate data from different sources,
even if they do not pertain to the same subjects. Vari-
ous techniques enable to combine two or more dataset.
For example, Blundell et al. (2008) match consumer
expenditure data from repeated cross-sectional con-
sumer surveys with longitudinal data providing accurate
information on incomes. Other techniques exist to com-
bine information from different surveys (see the review
in Lohr and Raghunathan, 2017). Furthermore, data col-
lected as repeated cross-sections - as is the case for most
of national household budget surveys - can be restruc-
tured into pseudo-panels by aggregating individual
observations into homogeneous groups (e.g. same age
group, same gender, same income bracket, etc.) which
become the panel unit (Deaton 1985).

3. METHODS FOR CAUSAL INFERENCE

How do we know that it is rain that leads people to
open their umbrella, and not open umbrellas that cause
rain? If we had a spreadsheet showing (cross-sectional)
data on the presence of rain and open umbrellas, statis-
tics could definitely confirm that the two things are con-
nected, and bring evidence that it is much less likely to
find open umbrellas on sunny days. However, without
some manipulation, statistics without prior theoretical
knowledge is unable to infer causality from mere obser-
vational data. One way out in economics (and in life), is
the assumption that what happens earlier is more likely
to be the cause than the effect, but this reasonable simpli-
fication is often useless*. Suppose the government lowers
VAT on healthy foods in year t, and in year t+I people
consume less healthy foods. Using again our common
sense and theoretical knowledge, we know that lower-
ing VAT cannot cause lower consumption, but previous
trends or other confounding factors (e.g. prices going up)
are messing up with our attempt at causal inference.

4 Indeed, estimates from correctly specified structural models draw-
ing from validated economic theories can return good causal estimates.
Once we know that rain causes open umbrella, and we have enough
information to correctly specify our model (e.g. weekday, time of the
day, ecc.), we can estimate the relationship between the amount of rain
and the density of umbrella, and check that our estimator meets the
desired economic properties. Our focus is in the (frequent) situation
where theory provides insufficient guidance, or lack of information leads
to biased estimates. As discussed later in the article, quasi-experimental
methods can be a powerful complement to structural models. We are
grateful to an anonymous reviewer for soliciting this clarification.
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Table 3. Secondary data sources relevant for nutrition policy evaluation.

Type of survey

Description

Nutrition surveys

Specifically aimed at monitoring people diet, usually through dietary records, recall or FFQ. They usually collect

data on key individual characteristics, mostly demographics, but sometimes also on health status and attitudes.

Health surveys

Based on interviewing/questionnaires and objective measurements (e.g. blood tests, urine samples, etc.), health

surveys record information on people subjective and objective health status. Other information often collected:
health related behavior, demographic characteristics, lifestyle topics such as smoking habits or dietary habits.

Household budget
surveys

Their scope is to collect information on household purchases over a period of one or two weeks, based on
expenditure diaries and face-to-face interviews. They normally include detailed information on food purchases (at

the food item level) and demographic information on the household. In most countries they are run every year.
When purchased quantities are provided along with expenditures, it is possible to estimate average prices.

Scanner data

This type of data records expenditure, paid prices and purchased quantities at the most detailed product level

(brand and pack size). Data are collected either at the point-of-sale through cash registers (retail panels) or at home
by household panels equipped with a barcode scanning device (consumer panels). These data are collected by
private companies, and in some cases combined with product label information, including nutrition information.
Households may remain in consumer panels for several years, allowing for longitudinal analyses.

Opinion/omnibus/
attitude surveys

These surveys collect information for multiple purposes, often including measurement of opinions, beliefs, self-
reported habits, attitudes, stated preferences, perceived health, lifestyle factors, etc. They may contain self-reported

information about eating behaviours and knowledge, and sometimes anthropometric measures.

Food composition
databases
nutrient content.

Food composition tables contain information on the average nutrient content of raw and processed food items
available in one country. They are useful in combination with other data-sets to associate food items with their

Audience measurement These data are normally used to monitor media consumption (radio, television, newspaper, magazines, websites,

data

social networks). They are conducted by private market research companies, and when combined with purchase

data can be useful to explore the exposure to advertising and the impact of advertising regulations.

Epidemiological studies They provide information on the prevalence and incidence of diseases, morbidity, mortality and related risk factors.
They are useful to predict and simulate the ultimate health outcome of a policy based on the estimated impact.
They are population-specific and are very heterogeneous in terms of sample sizes and duration.

Administrative data

These data are collected for administrative purposes, but some may be useful for evaluation, e.g. population

registers of births, deaths, tax records as well as information on household access to subsidies and financial
support. Administrative sources may also help quantifying the policy cost.

This short account does not do justice to centuries
of questions about how science should look at cause-
effect relationships, since Francis Bacon, and the logic
provided by John Stuart Mills in 1843 to frame scien-
tific experiments. But the key elements that matter to
our treatment are randomization and the potential out-
come framework, first formalized by Fisher in 1925 and
Neyman in 1923, respectively (see Boring, 1954). Inter-
estingly, while these two essential elements behind ran-
domized experimental designs have developed almost
simultaneously, their combination to support causal
inference with observational data took another half cen-
tury, until the key contribution of Donald Rubin (see
Imbens and Rubin, 2015). The rationale behind rand-
omized assignment was that “the validity of the test of
significance may be guaranteed against corruption by
the causes of disturbance which have not been elimi-
nated” (Fisher, 1935, p. 19). In other words, randomiza-
tion as an insurance against confounding factors. Mean-

while, Neyman had introduced the concept of poten-
tial outcomes: “Let x denote a possible outcome of the
experiment consisting of drawing one ball from the i-th
urn” (Splawa-Neyman et al., 1990). Basically, before the
draw, an undrawn ball can take any number, just like
the health status of Schrodinger’s cat is unknown before
opening the box.

How these philosophical wanderings matter to pol-
icy evaluation becomes clearer when one considers the
“fundamental problem of causal inference”, also referred
to as the Neyman-Rubin causal model (Holland 1986).
Before any scientific (randomized) or natural (non-ran-
domized) experiments, subjects may expect one of two
“future” outcomes, either under treatment or in a non-
treatment (“control”) situation. For example, before the
government approved the budget law in October 2021,
an Italian shopper could envisage for the first week of
January 2022 one level of sugar-sweetened beverage
(SSB) purchases “under the soda tax”, and another level
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of SSB purchases “without the soda tax”. For the policy
analyst, the perfect evaluation would require to observe
both outcomes on the same subject. The outcome dif-
ference would be the impact of the SSB tax on that spe-
cific individual consumer, and repeating the analysis
on many shoppers would return the full distribution of
impacts. In absence of parallel words, we have to settle
with observing a single outcome. The Italian government
decided to postpone the introduction of the soda tax for
the second consecutive year, and in January 2022 only
the “no tax” outcome was observable.

3.1 Randomized experiments

In experiments, a Fisher-style randomized study is
the solution to this fundamental problem. The differ-
ence between average outcomes from two random sam-
ples drawn from the same population, where only one
of the two sample is treated, returns an average effect
of the treatment. As a matter of facts, in absence of the
treatment, two random samples from the same popula-
tion return average outcomes from the same outcome
distribution, and there is no reason why the difference in
average outcomes should be significantly different from
Zero.

The above trick works very well with scientific
experiments, but several complications emerge when the
subjects of the experiment are humans. Even in medi-
cal randomized controlled trials, external validity of
treatment effect estimates is all but granted. Designs of
experiment for social and policy evaluation studies are
even harder to be set up in a meaningful way, for exam-
ple ensure real randomization, avoid compliance issues,
control for a multitude of confounding factors that may
act differently between the two groups during the exper-
iment.

One key dimension to be considered is what sort of
randomization drives the experiment. Random assign-
ment to the treatment or control group is the prereq-
uisite of randomized controlled trials. However, this
only ensures that the two samples come from the same
population, which is not necessarily the actual popula-
tion of interest and may be self-selected, especially if
participation is voluntary. It is hard to think about ethi-
cally acceptable trials where participation is compulsory.
Thus, even a perfect RCT may return an estimate of the
treatment effect which is affected by a selection bias,
when the overall sample of participants is not represent-
ative of the target population.

An excellent review of the potential limitations of
RCTs - especially for causal inference in economics - is
provided in Deaton and Cartwright (2018). Randomized

Mario Mazzocchi, Sara Capacci, Beatrice Biondi

(food) policy experiments are quite rare. Some nota-
ble exceptions are the US Healthy Incentives program
(Olsho et al. 2016), or the income support Progresa pro-
gram in Mexico, where the government - not having
enough budget to target all low-income families - ran-
domized the villages where the policy was implemented
(Gertler 2004).

Meeting all conditions that make a randomized
experiment on food policy able to deliver a reliable
estimate of the treatment effect is not a trivial task.
Thus, it should not be maintained (as it is often the
case in public health studies) that randomized experi-
ments are the gold standard, and observational studies
are a second-best options to learn about policy effec-
tiveness. However, randomization might be the best
route (and possibly the only one) when the objective is
not the ex-post quantification of the policy impact, but
rather an ex-ante assessment or the ranking of alter-
native policy instruments addressing the same policy
objective. Even in cases where the estimate of overall
effect sizes cannot be fully trusted, it is possible that
the ranking of policy instruments in terms of their
cost-effectiveness has an acceptable external validity.
See, for example, the randomized experiment on food/
voucher/cash transfer in Northern Ecuador (Hidrobo
et al. 2014).

3.2 Quasi-experimental methods

We now go back to the goal of this article, and
discuss how observational non-randomized data can
provide ex-post evidence on the impact of a policy.
To introduce this class of methods, it may be useful to
recall some very standard and light notation.

Let y,, be the potential outcome for unit i if exposed
to the policy, and y,. the potential outcome for the same
unit when not exposed to the policy. Suppose that in
our target population some units are eventually “treat-
ed” and exposed to the policy and other units are not,
but assignment to treatment is not necessarily random.
This situation where the treated and control group are
not the consequence of an explicit randomized design
is commonly referred to as a “natural” experiment®. For

> There is no consistent definition of “natural experiment” in the liter-
ature, beyond the common consensus on the lack of explicit random-
ization. Some restrict the definition to those situations where random-
ization occurs “naturally’, i.e. assignment to treatment is “as if random’,
even without the explicit intervention by the researcher. For our discus-
sion, we consider a broader case where the assignment mechanism is
unknown and unknowable by the researcher, but there is some exter-
nal event which allows to regard such mechanism as probabilistic (for a
detailed discussion see Titiniuk, 2019).
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Causal inference on the impact of nutrition policies using observational data 9

example, one may compare soft-drink consumption in
a country exposed to a SSB tax (France) with a neigh-
bouring country without the tax (Italy), or school fruit
schemes where participation of schools to the program is
voluntary. We use a binary indicator D; to capture expo-
sure to the policy, where D;=1 when units are treated
and 0 otherwise. At this stage, we consider a situation
where we only have a cross-section of units observed in
a single time period after the policy implementation, but
we can extend later the notation to consider methods
that rely on multiple time periods.

Consider the following identity, where the left-hand
term is the average outcome difference between the
treated and the control group:

E(y;|D;=1)-E(y;|D;=0)=[E(y;|D;=1)-E(y;|D;=1)]+ )
[E(yichz:l)'E(yiclDizo)]

This equation decomposes the difference in means
in two parts, the actual average treatment effect on the
treated population (ATT) and the selection bias (SB).
On the right-hand side of the equation, the first square
bracket [E(y;|Di=1)-E(y;|D;=1)] is the ATT, since it com-
pares the average potential outcome under treatment
and the average potential control outcome for the same
population of individuals, those that are actually treat-
ed. Thus, the ATT is the objective of the evaluation, and
indicates how much the policy changes the outcome of
those that have been exposed to the policy.

The second square bracket is the selection bias
[E(y;.|D=1)-E(y,[|D;=0)], which is the difference in the
average potential control (i.e. without policy) outcome
between the treated population and the control popu-
lation. Under perfect randomization, there would be
no reason for this difference to be significantly differ-
ent from zero, as the two samples (treated and controls)
would be extracted from the same population. Here,
however, we deal with observational data. It is hard
to think that even without the French SSB tax, France
would report the same average soft drink consumption
level as Italy. Thus, in order to get the ATT it is neces-
sary to purge the outcome difference from our data
from a “baseline difference”, intended as the difference
between the two groups in absence of the policy.

In order to estimate the ATT, a counterfactu-
al estimate is necessary. One way is to try and esti-
mate E(y,|D;=1), which is the outcome we would have
observed on the treated group had the policy not been
implemented. This would allow to obtain the ATT
directly from the left-hand side of (1). A symmetric route
is to try and estimate the SB, and the same counterfac-
tual estimate is needed for this purpose.

A first operational step in that direction is the iden-
tification of the drivers of the SB. Why are the out-
comes in the two groups expected to be different in the
two group in absence of the policy? Why is the French
consumption of soft drinks expected to be different
from the Italian one, even without the SSB tax? We can
start by listing those characteristics — other than the
tax — that influence soft drink consumption, the many
“confounding factors” which are balanced between the
two groups when a randomized assignment is possible.
The list is long, prices (of soft drinks and substitutes),
incomes, levels of advertising, culture and tastes, tem-
peratures and seasonality... Having good information
on all potential confounders is a very lucky situation,
possibly unreal. In many policy situations where sub-
jects may self-select into treatment, namely in voluntary
schemes, psychological drivers can play a major role
and they are hardly measured in secondary surveys.
Thus, we complete our notation by defining a vector of
subject characteristics x, which is composed by a set of
observed variables (or observables) xo and a set of unob-
served variables (unobservables) xy. Whether a variable
ends up in the former or latter set depends on the con-
tents of our dataset.

In a randomized setting, the policy impact could be
obtained by a very simple regression model, correspond-
ing to a mean comparison test:

yi=a+fDte; @)

Since we have no reason to think that there are oth-
er differences than the policy between the two groups,
B is a consistent estimate of the ATT, and the variance
of the 0-mean random error captures the variability in
outcomes. Randomization is expected to balance both
Xo and xy between the two groups, but the researcher
may want to test how well it worked, and test for sig-
nificant differences in x4. A successful randomization
should ensure that none exists.

Without randomization, we ideally want to control
for any confounding factors. Thus, the policy model for
observational data becomes

Yi=a+fD+yXo+0Xyte; (3)

Which still returns a consistent estimate of the ATT
through f. Unfortunately, we do not have information
on Xy, which leads to an omitted variable problem. Qua-
si-experimental methods try to sort out the issue.
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3.2.1 Propensity score matching

The class of methods based on propensity score
matching (PSM) has been popular in health sciences, but
it is hardly useful for causal inference without combin-
ing it with other quasi-experimental methods®. The rea-
son is simple, the key assumption behind PSM (called
unconfoundedness) is that there are no variables in x.
Any variable which matters to the outcome and is une-
venly distributed between those exposed to the policy
and those not treated must be either known or highly
correlated with a known variable. In other words, an
effective matching requires full knowledge of the struc-
tural model determining outcomes, or full information
about the selection process. In such especially desirable
situation, even OLS estimates of the model in equation
(3) would provide a consistent estimate, even more effi-
cient than PSM provided that the linearity assumption
holds and there are no heterogeneous treatment effects.
Not only, but authoritative recent studies have empha-
sized that improper application of PSM could lead to the
opposite (and highly undesirable) result of increasing
unbalances in unobservables, and lead to larger biases
(King and Nielsen 2019).

Nevertheless, PSM is widely used, probably because
it is effective in reducing dimensionality, it is an intui-
tive and relatively easy to teach method, and statistical
packages offer fast implementation algorithms. With-
out indulging in technical details that are much better
described elsewhere (see Caliendo and Kopeinig, 2008),
PSM aims at balancing the distribution - or at least the
means — of observables between the treated and the con-
trol samples. It does so by working on the control sam-
ple, by dropping observations, or by applying weights.
For example, an observation in the treatment group
can be matched with a single observation in the control
group, or with a weighted average of observations from
the control group. How this matching is accomplished
depends on the matching algorithm, and there are many
variants: nearest neighbour, radius, kernel and stratifica-
tion matching being those most commonly implement-
ed. The idea is that rather than matching on the full set
of variables x¢, a synthetic function of these variables
is used, the propensity score. A propensity score is the
probability of a unit to end up in the treatment group
given its observed characteristic xo, and can be easily
estimated via a probit or logit model. Matching on the
probabilities estimated through these models is easier

¢ As pointed out by an anonymous reviewer, propensity scores estimates
remain a useful tool to reduce dimensionality, and/or as a complement
to other methods. Also, PSM has advantages when dealing with hetero-
geneous treatment effects.
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and more feasible than attempting to match all individ-
ual characteristics.

The key assumption to exploit PSM for causal infer-
ence is unconfoundedness, which requires that no rel-
evant unobservable variable exists. Can this assumption
be tested? Not directly, but propensity scores are based on
the estimation of a binary dependent variable model, and
goodness-of-fit measures for that model, e.g. the Pseudo-
R? or the rate of correct predictions, provide some feed-
back. Even if we find that most of the covariates are rel-
evant (significant) in explaining the assignment-to-treat-
ment process, low goodness-of-fit diagnostics signal that
our observables are not enough, and the unconfoundeness
assumption is not credible, unless one accepts that unex-
plained variability only depends on random factors, quite
a strong requirement. More sophisticated testing strate-
gies exist, as the Rosenbaum bounds or IV-based tests (see
DiPrete and Gangl, 2004), but one should be wary of any
PSM study that does not provide strong evidence that the
unconfoundedness assumption is met, as ATT estimates
may otherwise be affected by large biases.

Beyond this, PSM requires overlapping of the pro-
pensity scores ranges between the treatment and con-
trol group. In a non-random setting we are likely to find
higher propensity scores in the target group, and some
of them might be too high to find the right match in the
control group. In that case, unmatchable observations
are dropped from the target group, which means that
the estimated ATT does not refer to the original treat-
ed sample, but to the reduced one. This might become a
major limitation for the ATT estimate. Imagine that in
a voluntary food assistance the poorest individuals are
very likely to participate, hence have very high propen-
sity scores, but they are not accounted in the ATT esti-
mate because no adequate match is found. Then, the
ATT will measure the impact of the policy on a popula-
tion which excludes those who benefit the most.

Relative to other methods, PSM evaluations are less
popular in nutrition policy analysis, but several appli-
cations can be found in the literature. Clark and Fox
(2009) apply matching methods to investigate the impact
of the US School Breakfast and National School Lunch
Programs on vitamin, mineral and sodium intakes. The
method seems to be more popular among development
economists, for example Abebaw et al. (2010) use PSM to
estimate the effects of a food security program in North-
western Ethiopia.

3.2.2 Instrumental Variables

Provided that one or more “good” instruments are
available, IV estimators of the ATT work on the same
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data structure of PSM, and allow to control for selec-
tion effects driven by both observables — through direct
inclusion in the estimation equation — and unobserva-
bles, the latter through instrumenting. We discuss lat-
er the fuzzy concept of “good instrument”, and how
authors, reviewers and journal editors tend to diverge
in their opinion about the validity of instruments. The
interpretation of IV models is straightforward, as it
suffices to consider model (3). In absence of informa-
tion on xy, we face the econometrics textbook problem
of omitted variables, so that all coefficient estimates are
biased and inconsistent. Under an economics viewpoint,
a parallel interpretation is that the selection variable
D; is endogenous, as the probability of being exposed
to the policy depends on the outcome level. For exam-
ple, schools located in high income and education areas
where fruit consumption is high, are more likely to par-
ticipate in school fruit schemes.

Provided we have one or more adequate instruments
w to instrument D;, we can control for the selection bias
and obtain consistent ATT estimates, at the cost of giv-
ing up some efficiency. Statistical packages routinely
provide IV-2SLS estimators where the first stage regres-
sion is again a binary dependent variable model, a pro-
bit or a logit. Note that the structural policy model (3)
still accounts for unbalances in observables , which enter
directly the model as they are expected to influence the
outcome. Instead, instruments should be variables that
we would not use as direct explanatory variables for the
outcome, and should be exogenous. If we have access to
such type of variables, the first stage binary regression
would be the same used to estimate propensity scores,
with xq as explanatory variables, plus the instruments w
which do not belong to xo and do not enter (3).

Since IV encompasses PSM” and accounts for selec-
tion on unobservables, why don’t researchers just rely
on IV estimation? The problem is likely to be a familiar
one for the experienced reader. First, we struggle to find
reasonable instruments in the dataset. Second, we strug-
gle to convince reviewers that our instrument choice is
a good one. Unfortunately, there is no definitive test on
the validity of instruments that can convince all actors
in the publication process. The issue is a Catch-22 one.
In order to show that an instrument is exogenous, it
must be independent from the residuals of the structural
(second stage) equation. However, this test is theoreti-

7 A caveat is necessary. Just like in OLS, unbiased estimation through a
regression model still requires that the linear specification is appropriate
and treatment effects are homogeneous, whereas PSM is more flexible.
However, there is extensive research to extend IV to deal with hetero-
geneous treatment effects (see e.g. Klein, 2010 and references therein),
and propensity score matching can be used in combination with IV
estimates, which is why we refer to encompassing here.

cally impossible, as we only obtain unbiased estimates
of the residuals when we have an exogenous instrument.
The empirical solution is to use several instruments,
leave one out, estimate the structural equation residuals
through the other instruments, then check the correla-
tion between the excluded instrument and the estimated
residuals. One can then repeat the procedure leaving out
a different instrument each time. While such a strategy
may provide some support to the instrument validity
claims, it is an empirical one, and it is still grounded on
the assumption that the included instrument are exog-
enous and the residual estimates are unbiased. If many
of our instruments are endogenous, the procedure is
useless. Thus, we still need to be convinced and convince
others that the instruments make sense under an eco-
nomic perspective.

The other interesting element is the trade-off
between consistency and efficiency. If the instrument
are reasonable, exogenous, and obviously significant in
the first stage equation, then we can place some trust in
the consistency of the ATT estimate in the second stage
equation. However, the ATT will have a larger standard
error, as we rely on predictions of the D; variable in the
second stage, a sort of propensity score augmented by
the instruments. How much larger the standard error
depends again on the goodness-of-fit of the first stage
probit or logit equation. This time, however, a poor fit
does not lead to systematic biases, it just inflates the
standard errors, and with large data-sets this is not usu-
ally a problem.

A list of instruments used in the food policy lit-
erature is beyond the scopes of this article, although it
would be an interesting reading. For example, Hofferth
and Curtin (2005) investigate the effect of school lunch
programs on the BMI of students. Participation to the
lunch programs is voluntary for schools, and students
need to have specific characteristics to be eligible for a
free meal. These policy elements are clearly a source of
endogenous selection. Public school attendance is used
as an instrument, as it does not affect BMI directly, but
it is strongly associated with the school program partici-
pation, since public schools are more likely to be part of
lunch programs.

An alternative strategy resting on the use of instru-
ments is the control function approach. This approach
involves a first stage to model the exposure to the pro-
gram, and a second stage where the individual prob-
ability of exposure is included as an additional variable
on the right-hand side of the outcome model, to correct
for the selection bias. The Heckman two-step estimator
is the most widely used control function approach. For
example, Butler and Raymond (1996) explore the impact
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of household participation in US Food Stamp program
on nutrient intakes of the elderly, using a variety of
instruments, including household assets and distance to
a food stamp office.

3.2.3 Regression Discontinuity Designs

For some specific policies, eligibility depends on the
threshold value for a single continuous variable. Typical
examples are policies designed around an administra-
tive eligibility criterion based on age or income thresh-
olds to allow access to food assistance programs or other
subsidies. When such a sharp classification exists and
the variable is known, the division between target and
control units is straightforward. As this variable is most
likely to be a key determinant for the outcome of inter-
est, this also implies that there is no overlapping and
two sub-population are hardly comparable.

In these cases, restricting the analysis to those units
that are just below or just above the threshold is a poten-
tial solution. With a very large sample, the researcher
might have a sufficient number of observations even
after restricting the data-set. For example, if a policy is
targeting subjects aged below 30, and we have a large
data set including individuals within 6 months from
their 30" birthday, the resulting sample is relatively
homogeneous in terms of age, and splitting the sam-
ple in two groups through the date of birth is similar
to randomizing assignment, and one should not expect
major selection biases. A mere mean comparison test
between the average outcomes could be a quite good
estimate of the ATT.

However, one major caveat accompanies this esti-
mate of the treatment effect, which is certainly valid in
the selected neighbourhood of the cut-off point, but not
necessarily for data points further away. In our exam-
ple, we may get good and reliable estimates of the ATT
for those aged 30, but we can say little about the policy
effects on those that are aged 20 or 25 relative to those
aged 35 or 40. Thus, ATTs estimated through RDD are
characterized by limited external validity.

Furthermore, this threshold analysis commonly
runs into two major issues: (1) the number of available
observations around the cut-off value is not large; (2) the
cut-off point may be associated with a number of con-
founding events creating discontinuities. For example,
if the age cut-off is also the retirement age (e.g. 65), one
may think that such an event creates relevant disparities
between the target and control groups in variables that
may in turn affect the outcome variable.

The first problem is addressed by relying on the
functional relationship between the outcome and the
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assignment (running) variable. When such function is
identifiable, it can be exploited to expand the sample of
interest. To do that, we need to assume continuity, which
means that without the policy the outcome would just
follow the identified functional relationship with the
running variable. The most basic functional form is a
simple bivariate linear regression, and the policy impact
would be captured by a sharp shift in the intercept as the
running variable reaches the cut-off point. By exploit-
ing this linear relationship, one is able to expand the
sample and consider units that are further away from
the threshold. This brings in a second assumption, lin-
earity, which requires that the linear relationship is
valid within the expanded neighbourhood of the cut-
oft point. Although few relationships between the out-
come and the running variable are indeed linear, when
the neighbourhood under consideration is still relatively
small, then the linear approximation performs well and
the ATT estimate becomes more credible (and efficient)
for the sample of interest. In other words, its internal
validity is higher. Clearly this introduces a trade-off
between internal validity and efficiency. If we consider
a large neighbourhood, we have more observations and
a more efficient estimate of the ATT. However, observa-
tions become more heterogeneous, the linearity assump-
tion becomes more influential, and there is less internal
validity.

RDD deals well with unobservables when these are
unlikely to differ substantially between the two groups
within a small neighbourhood of the cut-off point. How-
ever, the crucial continuity assumption implies that
there are no other major “jumps” in relevant outcome
determinants at the same cut-off point. There are cases
when this assumption is clearly challenged, for exam-
ple when the cut-off value is one with administrative
and legal relevance. For example, age cut-offs at 18 and
65 are common to several economic and health policy
measures, or some income eligibility threshold levels can
be similar across different policies in the same country,
which complicates the attribution of the causal effect to
a specific policy. In such situations, the only viable solu-
tion seems to be the inclusion in the model of covariates
which help to control the confounding effects (Frélich
and Huber 2019). More generally, one should test wheth-
er the continuity assumption holds simply by applying
the same RDD model to relevant confounding factors,
and the expectation is not to find significant disconti-
nuities. The continuity assumption fails to hold when
subjects have some control on the assignment variable.
For example, one might delay some revenue (job offer)
to maintain eligibility for a program based on income
thresholds. If these behaviours (“bunching”) are pos-
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sible, then the continuity assumption is challenged and
RDD becomes less credible®.

Since the estimation of causal effects through RDD
depends on assumptions on the neighbourhood size and
the shape of the relationship between the outcome and
the running variable, a number of extensions and vari-
ants in the estimation procedures exist. First, the opti-
mal size of the window around the cut-off point (the
bandwidth) may be also an output of the estimation
algorithm. Second, non-parametric regressions allow to
relax the assumption of a linear relationship, and place
different weights on observations depending on how far
they are from the cut-oft point. Third, when the run-
ning variable does not determine a sharp cut-off (i.e. all
individuals meeting the rule are treated), but only cre-
ates a shift in the probability to be treated, then fuzzy
RDD better serves for the purpose. This is the case of
voluntary policies, where not all eligible individuals are
exposed, and/or when there are exceptions allowing par-
ticipation of subjects that do not meet the cut-off eligi-
bility requirement.

Including covariates, changing the bandwidth,
allowing for non-linear relationships, or opting for a
fuzzy design are all choices that may potentially lead to
different results, which is why convincing robustness
checks are not an optional feature in RDD studies. On
the one hand, one may want to show that the estimate
of the causal effect is relatively consistent across different
choices. On the other hand, falsification tests add cred-
ibility to the identification strategy. For example, one
may want to show that different cut-off points other than
the one relevant to the analysis are not associated with
discontinuities.

Although the range of policies that are suitable to
this method is limited, and the aforementioned exter-
nal validity caveat applies, RDD is considered a rela-
tively powerful causal identification method. Sometime
researchers have expanded the scope of RDD by con-
sidering time as the assignment variable with panel or
time series data (see e.g. Aguilar et al., 2021). In these
exercises, the idea is that comparing outcome just before
and after the time of the policy implementation, while
exploiting some outcome-time relationship, may lead to
the identification of the policy causal effect. However,
this also leads to major differences in the requirements
for successful identification relative to the standard RDD
method, an issue which deserves careful consideration
before one chooses “time” RDD over simpler event study
models (Hausman and Rapson 2018).

8 Interestingly, this opens the way to relevant behavioural evaluations
and estimation which exploit the possibility to identify manipulation
(see Kleven, 2016).

Examples of RDD application to nutrition policies
include the income-eligibility rule for the US School
Lunch Program (Schanzenbach 2009), the removal of
vending machines from secondary schools in France
(Capacci et al., 2018), the impact on nutrition and well-
being of a new refugee assistance program in Kenya
(MacPherson and Sterck 2021), and the effects of micro-
credit on children nutrition in China (You 2013).

3.2.4 Difference-in-differences

Difference-in-differences (DID) has clearly become
the most popular and widely applied quasi-experimental
method for investigating the causal effects of nutrition
policies. The rationale of the method is well known, and
it allows to control for selection biases driven by unob-
served factors when data from natural experiments are
available before and after the policy, provided the appro-
priate assumptions hold.

The DID approach follows from the extension of
equation (1) to account for multiple time periods. Con-
sider its most basic formulation with two time periods,
one before (period 0) and one after the policy implemen-
tation (period 1). In period 1, by reworking equation (1),
one may obtain the ATT by subtracting the SB from the
difference in means:

ATT=[E(y'y|D=1)-E(y"|[D:=0)]-[E(y";.|D=1)- @)
E(y'|D=0)]

Where the superscript of the outcome variable indi-
cates the time period. Assuming that the selection bias
does not change between period 0 and period 1, the pre-
policy data can be exploited to estimate the selection
bias and the ATT can be rewritten as:

ATT=[E(y'y|D=1)-E(y"|D;=0)]-[E(y°|Di=1)- (5)
E(*,|D=0)

Now all terms on the right hand-side of the equation
are observable. Since there is no policy in period 0 we
observe the control outcomes for both the treatment and
the control groups. The assumption of constant selection
bias is usually referred to as the parallel (or common)
trend requirement, since it implies that in without the
policy the outcomes evolve at the same pace over time,
and could be represented graphically as two parallel
lines. Such assumption can (and must) be tested when
data are available for multiple periods before the policy
implementation.

One nice feature of the DID model is that the ATT
can be estimated through a standard regression model
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on the outcomes, which also allows to control for all
observed covariates xq:

yi=a+PD+yT+6P+I9xg+e; 6)

Where T; is a binary variable which is 1 in time
periods after the policy implementation and 0 otherwise,
and P;=D,T; is another binary variable which is 1 when
observation i belongs to the treatment group (D;=1) and
is observed after the policy implementation (7;=1). The
coefficient estimate § is the ATT.

If equation (6) is based on repeated cross-sections
over multiple time periods (t=I,...,K), one could test
the parallel trend assumption by allowing (conditional)
outcomes to evolve linearly over time before the policy
implementation:
Yi=a+PD;+yt+0(D;xt)+9x ;e vte{T,=0} @)

When 0=0, there are no differential trends between
the treated and control groups. When 0#0 one might
still estimate a DID model augmenting (6) to allow for
divergent linear trends, but such an extension should be
supported by credible graphical evidence of a linear evo-
lution of the conditional outcomes.

More informative (and efficient) estimates are
derived from panel data, where the same units are
observed over multiple time periods. There are sev-
eral advantages in the generalized DID model for panel
data (a two-way fixed effects panel regression), as (a) the
inclusion of cross-sectional fixed effects further controls
for constant unobserved heterogeneity across units; (b)
the inclusion of time fixed effects allows to control for
non-linear heterogeneity across time periods, and exten-
sions to control for differential linear or even non-linear
trends are possible; (c) it is possible to allow for different
levels of policy intensity (e.g. differential tax rates). Con-
sider, for example, the following model:

V=@t N1 B (R X8+ 0P+ 9X g+ thyy 8)

where the subjects belong to N different groups which
may exhibit different linear trends, for example there are
N regions or states, and R; =1 when the subject belongs
to region r and is 0 otherwise. In this model P; is not
necessarily a binary variable, for example it might be a
continuous variable between 0 (no policy) and 1 (full
policy implementation). In this case, § estimates the
effect of full implementation.

With adequate panel data, it is theoretically possible
to allow for non-linear differential trends:
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Y=t (T X D)+ 6P+ OX o1y ©)

The above specification allows for differential time
fixed effects between treated and control subjects, but
identification becomes quite challenging, and even
impossible if the policy is implemented at the same time
for all treatment units. An alternative is to omit 6P, and
explore the evolution of the differential time fixed effects
7,xD;, over time, expecting that they change abruptly
relative to their previous pattern for time periods follow-
ing an effective policy.

Whatever the specification of the DID model, a
thorough exploration of pre-existing trends when panel
data allow to do so is a necessary but not so trivial task.
Pre-testing may be affected by low power, and condi-
tioning on pre-existing trends may lead to biases. An
interesting review of these issues and a survey of recent
papers in leading economics journals is provided in
Roth (2022). Another important note of caution is need-
ed for the estimation of two-way fixed effects panel DID
models when the policy effects are heterogeneous across
groups or time periods, as causal estimates of average
treatment effects may be misleading. Alternative estima-
tors have been proposed to address the issue (see e.g. de
Chaisemartin and D’Haultfceuille, 2020).

The growing availability of panel data, especially
commercial consumer panels with a high level of geo-
graphical details, has generated an exponential growth
of DID models applied to the evaluation of the impact
of fiscal policies on nutrition outcomes. For example,
there is a high number of studies on national, state-level
or even city-level taxes on sugar-sweetened beverage (see
the review in Cawley et al., 2019, or the report by Grif-
fith et al. 2019). Beyond taxation, the DID approach has
been applied to a variety of nutrition policies, includ-
ing nutritional label regulations (Variyam 2008), calo-
rie labelling in restaurant menus (Vadiveloo, Dixon,
and Elbel 2011), school-based policies (Bhattacharya et
al., 2006), targeted subsidies (Griffith et al., 2018), food
assistance programs (Rahman 2016), information cam-
paigns (Asirvatham et al., 2017) advertising regulations
(Dhar and Baylis 2011). The latter reference contains an
example of how DID can be reinterpreted in applications
lacking the time dimension, and even extended to the
situation where multiple control groups can be consid-
ered. In Dhar and Baylis (2011) the impact on fast-food
purchases of an advertising ban to children programs
applied to TV channels in French-speaking Ontario is
estimated through a Triple DID model using post-policy
data only. The identification strategy rests on different
target-control classifications, as both household without
children and household with children in the near Eng-
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lish-speaking Ontario region constitute potential control
groups for household with children in Quebec, the target

group.

3.2.5 Strategies based on structural models

An alternative approach is needed in situations
where there is no natural counterfactual, for instance
when a policy potentially acts on the whole population,
as in a nationwide a public information campaign. As
information policies may be expected to generate behav-
ioural effects beyond the mere change of the average
outcome, an option is to generate model-based coun-
terfactual estimates. This approach is especially inter-
esting when the behaviour of interest is well captured
by a consolidated economic specification, and it is con-
veniently applicable when the pre-policy and post-policy
data come from different (repeated) cross-sectional sam-
ples from the same population®’. One may then express
the outcome as the function of its determinants in each
period:

Y= (x00)+€";
and
Y= o) +el

The functions f° and f' have the same structural
specification, but are characterized by different param-
eters. For example, f might be a demand function and
the parameters represent price and income elasticities.
As implied by the Lucas critique, a policy is likely to go
beyond changing the average level of consumption, and
also lead to a change in elasticities, hence the change
from f° to f..

If the policy has no direct impact on the covari-
ates X;q, then the two set of estimates allow to evalu-
ate the counterfactual outcome, which is estimated as
yi=°(x40). In in our example this is the level of con-
sumption that would have been observed in period 1
had the population maintained the preference structure
of period 0. The ATT is fl(x};0)-f°(x};0). The approach
can be modified to include constraints on behavioural
parameters, for example one might require that some
of them remain constant between the two time periods.
Also, if there are variables in x!;5 that are significantly
affected by the policy, and it is possible to disentan-
gle such effect (e.g. an estimate of the change in public

° Furthermore, structural models and theoretical knowledge are always
a valuable complement in the estimation of regression-based quasi-ex-
perimental models, as the DID, RDD and IV approaches can follow a
structural specification.

advertising expenditure, or of the price change associ-
ated with a tax), one might estimate the counterfactual
through f°(x!;o) where the relevant variables in x!;, are
purged from the policy effect.

When data are organized as panels or relatively long
time series, alternative approaches based on structural
models may rely on switching and time-varying param-
eter regressions, intervention or event study analyses. All
of these models allow one or more parameters to change
in response to the policy. The most basic formulation
aims at estimating a sharp step (i.e. an intercept shift as
in event studies) at the time of the policy implementa-
tion!®. When data allow to do so, any parameter in the
structural model can potentially change and evolve,
either with a pre-determined shape (as in intervention
analysis or switching regression) or through random
shocks (as in time-varying parameters models).

An example of nutrition policy evaluation where
the counterfactual is based on a structural model is pro-
vided in Capacci and Mazzocchi (2011), who explore the
effects of the 5-a-day information campaign in the UK
through a demand system. Attanasio et al. (2012) exploit
randomisation in the Mexican program Progresa to dis-
cuss how structural models can improve program evalu-
ations even in cases where evidence from experiments is
available. Kim et al. (2001) estimate a switching regres-
sion model to capture the effect of the Nutrition Label-
ling and Education Act on diet quality in the US.

4. CONCLUDING REMARKS, EXTENSIONS AND
PERSPECTIVES

This article aims to provide a critical overview of the
current state-of-the-art in the field of nutrition policy
evaluation using quasi-experimental data. It is not com-
prehensive in terms of the range of counterfactual meth-
ods potentially available to researchers, and by the time
it will be published and read it might even be “not-so-
current”. However, until the recent past, nutrition policy
evaluation has relied on a much more outdated toolbox
relative to other fields, especially compared to labour
and health policy analyses.

A ranking or a direct comparison of the differ-
ent methods would not be a wise exercise, as the choice
and credibility of quasi-experimental methods is heavily
dependent on the plausibility of the underlying assump-
tions, and the quality and detail of the available data.
Inevitably, empirical diagnostics on the quality of “coun-
terfactual” causal inference must depend on observed

19 The analogy with regression discontinuity design is considered in Sec-
tion 3.2.3.
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variables, which can be outcomes, covariates, or instru-
ments. Still, the crucial assumptions refer to unobserved
and unobservable variables, and in most cases no con-
clusive test is available, as discussed in this article.

Despite this necessary disclaimer, we believe that
consolidated and emerging methods will need to deal
with the key elements we emphasize. The central and
obvious one is that the success of any causal identifica-
tion depends on the validity of its underlying assump-
tions. Under a technical point of view, this requires
validation of findings through appropriate tests for these
assumptions — even when they are only suggestive and
not conclusive -, together with robustness and falsifica-
tion checks, and comparisons with alternative identifica-
tion strategies and possibly even different data.

There are several variants of quasi-experimental
methods that may improve causal inference. For example,
when pre-policy data cover multiple periods and multiple
non-treated groups (e.g. regions), the synthetic control
method (SCM) is a popular option (Abadie et al., 2015).
Consider a situation where only one region is treated,
and there are n non-treated regions. The principle is
relatively straightforward, instead of using the n con-
trols separately, they are artificially combined into a sin-
gle control group as a weighted average. The weights are
obtained through an optimization algorithm which min-
imizes - in each time period before the policy - the dis-
tance between the outcomes and the observed covariates
measured in the target group and those obtained as the
weighted average of the n values measured in the multi-
ple control groups. In other words, the SCM allows not
only to ensure the common trend between the treated
region and the artificial control group, but also balances
the covariates. Then, the weights can be applied in the
post-policy period to obtain the counterfactual outcomes.

Other extensions allow to provide better insights on
the impact of a policy by going beyond the average effect
and considering characteristics of the ATT distribution.
For example, the difference-in-difference method can be
implemented through (panel) quantile regressions, as in
the study on the effect of the India public distribution
system on nutrient intakes (Chakrabarti et al., 2018).
Recent developments exploit evaluation techniques based
on machine learning methods and LASSO estimators
(Belloni et al., 2017).

The growing availability of micro-data has brought
more emphasis on the identification of heterogenous pol-
icy impacts, which poses serious challenges to the inter-
pretation of the average treatment effect (whether ATE
or ATT), to the point that in some cases it is not possible
to estimate credible average effects. One of these situa-
tions is the potential non-compliance to the policy meas-
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ure by treated subjects, as non-compliers become a third
selected group whose members may be systematically
different from both treated-compliers and non-treated
subjects. A typical example is a policy where compli-
ance is correlated with the treatment effect, for example
adherence to nutrition guidelines is likely to depend on
the distance between the current diet and the recom-
mended one. One solution might be simply to ignore the
compliance issue, consider all those exposed to the policy
as the target group, then apply the appropriate method.
Hence, the resulting estimate will not reflect the actual
effect of the treatment, but rather to the average impact
on those that are exposed even if they do not “take” the
treatment, which is referred to as the average intention-
to-treat (ITT) effect. Alternatively, one may want to con-
sider only those subjects that are exposed and comply
with the policy, obviously controlling for the additional
selection effect between compliers and non-compliers.
The latter approach aims to estimate local average treat-
ment-effects (LATE), generally through an IV estimator
(Imbens and Wooldridge 2009). More generally, it is not
infrequent that the impact of a program varies across
subjects just because of the nature of the intervention,
for example personalized nutrition actions, hence effec-
tiveness depends on individual subject characteristics.
The recent methodological developments are directed at
tackling this challenge and capture heterogeneous effects
across population subgroups, typically by letting the
treatment effect depend on subject characteristics. The
developments in data availability and machine learning
techniques are especially important to address treatment
effects heterogeneity (Athey and Imbens 2017).

Under a broader economic evaluation perspective,
as researchers we unfortunately face a trade-off between
the econometric rigour of the identification strategy and
the policy relevance of the findings. A typical example
is the focus on immediate (and easier to measure) out-
comes which may be distant from the ultimate goal of
the policy. Do sugar taxes work? Typing this question
into Google Scholar returns a little less than 300,000
references at the date we are writing, but we challenge
readers to find studies with robust causal inference
about their effect on morbidity or mortality. This does
not mean that “reasonable” assessments and simulations
of the health impact of sugar taxes do not exist, nor
that the scarcity of ATT estimates for health outcomes
depends on gaps in the quantitative evaluation tool-
box. Obviously, the problem lies in the lack of adequate
data. The desired effects of many nutrition policies only
emerge in the medium-to-long term, and would require
prospective cohort studies following people from the
cradle to the grave. To the best of our knowledge, no
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European country is running nutrition studies of this
type, and probably the only good example is the cohort
study which monitors cardiovascular disease, diet,
physical activity on the population of Framingham in
Massachusetts since 1948, now on the third generation
of participants (Andersson et al., 2019). Public invest-
ments on more broadly representative and durable pro-
spective cohort studies would generate more knowledge
on policy effects than what a century of studies on caus-
al inference has allowed us to do.

Under this perspective, the “big data” challenge for
causal inference, the hot topic in data-rich environments,
is less urgent for nutrition policy analysts. Instead, we
believe that another big methodological challenge of the
coming years will become especially relevant to nutri-
tion policy, i.e. the ability to make adequate causal infer-
ence from observational data when multiple policies
coexist over the data support window. The international
history of policy failures in trying to improve diets and
reduce obesity, together with a lack of conclusive evi-
dence on longer term outcomes, has favoured the adop-
tion of a “trial and error” policy approach, with a variety
of overlapping policies. The coexistence of multiple inter-
ventions is clearly an obstacle for the causal inference
approaches discussed in this review.

On the other hand, a key contribution to nutri-
tion policy evaluation from economists and researchers
is related to improving the specification of structural
(behavioural) models of food choice. Just to mention the
most apparent challenge, few evaluation studies succeed
in properly modelling dynamic behaviours when using
secondary data, which is a requirement to consider hab-
its, intertemporal compensations, discounting, stockpil-
ing. In our discussion, we have underlined that structur-
al models and the proper consideration of prior theoreti-
cal knowledge make them an ideal complement rather
than an alternative to quasi-experimental methods.

Finally, causal inference techniques might bring
major benefits to the policy evidence-base when com-
bined with other decision support tools that are becom-
ing increasingly popular in nutrition, stochastic micro-
simulation methods (see e.g. Emmert-Fees et al., 2021).
Robust evidence on proximal outcomes from quasi-
experimental methods could be valued in combination
with simulation methods able to account for longer term
effects, dynamic behaviours and heterogeneous impacts.
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