
 
 

Give to AgEcon Search 

 
 

 

The World’s Largest Open Access Agricultural & Applied Economics Digital Library 
 

 
 

This document is discoverable and free to researchers across the 
globe due to the work of AgEcon Search. 

 
 
 

Help ensure our sustainability. 
 

 
 
 
 
 
 
 

AgEcon Search 
http://ageconsearch.umn.edu 

aesearch@umn.edu 
 
 
 

 
 
 
 
 
 
Papers downloaded from AgEcon Search may be used for non-commercial purposes and personal study only. 
No other use, including posting to another Internet site, is permitted without permission from the copyright 
owner (not AgEcon Search), or as allowed under the provisions of Fair Use, U.S. Copyright Act, Title 17 U.S.C. 

https://makingagift.umn.edu/give/yourgift.html?&cart=2313
https://makingagift.umn.edu/give/yourgift.html?&cart=2313
https://makingagift.umn.edu/give/yourgift.html?&cart=2313
http://ageconsearch.umn.edu/
mailto:aesearch@umn.edu


WESTERN REGIONAL RESEARCH 

PUBLICATION 

W-133 
Benefits and Costs of Resource Policies Affecting 

Public and Private Land 

Thirteenth Interim Report 
June 2000 

Bae Library 
ept. Of Applied Econom} 

University of Minnesote a 1994 Buford Ave - 239 
St. Paul MN 55108-6040 °O  



Introduction 

This volume contains the proceedings of the 2000 W-133 Western Regional Project 
Technical Meeting on “Benefits and Costs of Resources Policies Affecting Public and 

Private Land.” The meeting was held in conjunction with the 2000 Western Regional 

Science Association Meeting at the Sheraton Kauai Resort, Kauai, Hawaii, February 28 — 

March 1, 2000. The meeting included a joint WRSA-W-133 session that was attended by 

many WRSA participants. 

The Kauai meeting was attended by academic faculty from many W-133 member 
universities in addition to researchers from non-land grant universities, federal agencies 
and private consulting firms. A list of those who attended the meeting follows. 

The papers included in this volume represent a wide-range of current research addressing 
the W-133 project objectives, which are: 1) benefits and costs of agro-economic policies, 

2) benefits transfer for groundwater quality programs, 3) valuing ecosystem management 

of forests and watersheds, and 4) valuing changes in recreational access. The complete 

program for the meeting follows the list of participants. 

The trip to Kauai was a long one for most and made the meetings this year smaller than 

those in recent years. The overwhelming opinion of those who made the trip was that it 
was well worth it. The sessions were stimulating and the scenery and weather were 

superb. I’d like to thank Jerry Fletcher, John Loomis, Frank Lupi, Douglass Shaw for 

their help with this year’s meeting and special thanks to David Plane of WRSA for taking 

care of so many of the logistics of the meeting. 

Steve Polasky 
Department of Applied Economics 

University of Minnesota 

St. Paul, MN 

June 2000 
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When modeling recreation demand, it is important to carefully consider the role of 

the opportunity cost of time. For goods that are very time-intensive, as is the case with 

outdoor recreation, the valuation of travel time is likely to be very important. Bishop and 

Heberlein (1979) found that valuing travel time at half the wage rate, as opposed to not 

including it, resulted in a fourfold difference in consumer surplus estimates. 

However, no consensus has emerged as to the appropriate method of dealing with 

travel time. Several options have been explored (Smith et al. 1983, McConnell and Strand 

1981, Bockstael et al. 1987, Feather and Shaw 1999), but the most common approach is to 

value the respondent’s travel time as a fixed fraction of their full wage rate. 

In this paper we examine several modeling options for including the opportunity 

cost of travel time. Further, each modeling option will be examined using three different 

methodologies for valuation. These methodologies can be thought of as three different 

“laboratories” in which we can investigate the consequences of alternative treatments of 

time costs. The first “laboratory” will be an examination of the opportunity cost of travel 

time using revealed preference (RP) data, the second will be an examination using stated 

preference (SP) data, and the third will be an examination using a model that links both RP 

and SP data. 

The next section will be used to describe the methods of incorporating time into the 

recreation demand model. The three laboratories will then be discussed as well as the 

forms of data used to estimate each model. Parameter estimates will be presented and the 

implications of the results will be explored. 

Methods of Incorporating Time into the Recreation Demand Model 

_ This paper will examine four methods of incorporating time into the recreation 

demand model: picking a fixed fraction of the wage rate, estimating the fraction of the 

wage rate without accounting for the employment status of the respondent, estimating the 

fraction of the wage rate while explicitly accounting for the employment status of the 

respondent, and a more general approach developed by Bockstael et al. (1987). 

We do not explore hedonic wage models (Smith et al. 1983, Feather and Shaw 

1999) in this paper. However, these models represent another approach to modeling time 

in the recreation demand model, and will be a part of this research in the future. 
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The first method to be examined is the use ofa fixed fraction of the wage rate. The 

majority of past authors have chosen to model the opportunity cost of travel time as some 

fixed fraction of the full wage rate. Cesario (1976), in a survey of empirical evidence 

concerning urban commuters, concluded that the opportunity cost of travel time was 

between one-fourth and one-half of the wage rate. Based on this evidence he concluded 

that it would be reasonable to value travel time at one-third the wage rate. Although 

_ Clearly. ad hoc, this method has the advantage of simplicity. 

The second method we will examine is direct estimation of the marginal 

opportunity cost of travel time. McConnell and Strand (1981) develop a model that 

explicitly estimates the fraction of the full wage rate at which time is valued by adding that 

fraction as a parameter to be estimated. This approach is more appealing than the assertion 

of a fixed fraction of the wage rate, but has not enjoyed common usage due to difficulties 

with collinearity. Although we did not find these difficulties in our applications, we 

briefly discuss this issue later. 

The third method is akin to the McConnell and Strand (1981) approach, but 

estimates a separate fraction of the wage rate for respondents who can alter their work 

hours at the margin and for respondents who must work a fixed number of hours. This 

allows more flexibility for the data to yield information on the opportunity cost of time. 

The final method we will consider was developed in Bockstael, Strand, and 

Hanemann (1987). Bockstael et al. develop a model that is similar to the McConnell and 

Strand (1981) model, except they take a closer look at the structure of the time constraint. 

They point out that the nature of an individual’s labor supply decision determines whether 

their wage rate yields information about the marginal value of their time. It may not be 

possible for a respondent to optimally adjust the number of hours worked. If this is the 

case, they will be found at a comer solution where they choose either to not work, or to 

work a job with a fixed number of hours. The respondent may choose to work a part-time 

job with a flexible number of hours in addition to their job with fixed hours, or they may 

choose not to work at all. 

In general, these models progress from ad hoc to more rigorous treatments of the 

opportunity cost of travel time. Whether the more rigorous treatments yield vastly 

different empirical results than the simpler methods is the focus of this paper. 
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Empirical Models 

Three separate laboratories will be used to estimate the models. Each model will 

be estimated using revealed preference data alone, stated preference data alone, and both 

revealed and stated preference data in a linked model. In this section we will describe the 

RP model, the SP model, and the model that links both RP and SP data. 

Laboratory I: Revealed Preference Data | 

The demand model describing the RP data assumes an individual allocates income 

between a composite commodity (z ) and a recreation good (q). The ordinary demand 

(Marshallian) associated with the recreation good can be written simply as 

Ge =f"(BVsB ) +e, (1) 

where q;" is the quantity consumed by individual 7, p* denotes the associated price, y, is 

the individual’s income, and £” is a vector of unknown parameters. The additive 

stochastic term is assumed to follow a normal distribution, with «* ~ N ( 0, oO; . Since 

LHS censoring is present in our data (as in many recreation demand applications), standard 

econometric estimators are used to obtain consistent estimates of the parameters of this 

function accounting for censoring. Specifically, the likelihood function is written 

ut => Dt 2 -f°(pF,y38  -0- oF 2 (p*.¥.:8 | 
i=l Or R 

  
  

where ® and @ are the standard normal cdf and pdf, respectively, and D* =1 if g* >0; 

= 0 otherwise. 

Laboratory 2: Stated Preference Data 

Now suppose that in the process of gathering RP data, the survey respondents are 

asked: “How many recreation trips would you have taken to this site if the cost per trip 

increased by $B?” The response to this question represents a form of SP data. We will 

have both quantity (q> ) and price ( p” ) information for each individual. If, as in the case 

of the RP data, we assume that the survey responses are driven by an underlying set of 

preferences, the stated demands flow from demand equations of the form 

q, =F°( PP .¥,;B?) +e), where p> = p* +B, 
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Having constructed the log-likelihood function for the RP data, it is quite 

straightforward to construct it for the SP data since they are of identical form. Thus, the 

log-likelihood function in Equation (2) will also describe the SP data, requiring only that 

R be replaced with S everywhere. | 

Laboratory 3: Linking Revealed and Stated Preference Data 

The past several years have seen a change in the research agenda of environmental 

valuation. Rather than treating RP and SP as competing valuation techniques, analysts 

have begun to view them as complimentary, where the strengths of each approach can be 

used to provide more precise and possibly more accurate benefit estimates. The impetus 

for this change was a paper by Cameron (1992) where she combined information on the 

number of fishing trips in Southern Texas with responses to an SP question regarding the 

angler’s willingness-to-pay for annual angling. She notes that the same set of preferences 

that generate the RP data ought also to generate the SP data. Thus, both sources of data 

yield information on a common set of parameters. There are now numerous examples of 

authors using both RP and SP data to jointly estimate the parameters of a preference 

function (McConnell, et al. 1999, Adamowicz et al. 1994, Larson 1990). 

If the RP and SP data are to be linked in joint estimation of preferences, efficiency 

would dictate that we take into account the likely correlation between the RP and SP 

responses. The log likelihood function is given by’ 

t= $1 PL} whey] oor07 ng LIP =A) 7) 
  

  

R o,\1-p’ 

tert (3) 
~ £5 ~95(gk — fF : Sp Cs 

<pt0-D af i ie a (0-0 —2e J Jalan. m:e)dnan, 
Osyi-P | 2 

where, p= Corr(e, €7), G=po,/o,, f, = f(D ys Bk = R,S), and ¢,(-,; 0) 

denotes the standard normal bivariate pdf. This model can be used to test a variety of 

hypotheses concerning the consistency of the RP and SP data. All of the coefficients 

entering the SP portion of the likelihood can be constrained to be the same as those in the 

RP portion, they can all be allowed to differ, or some subset can be constrained to be equal 
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across the data sources. The parameter estimates reported in this paper will be for a 

linking model that restricts all RP and SP parameters to be equal. 

Parametric Specifications of Time 

The four models we are considering differ according to the specification of the 

variables related to the time cost in the demand function. 

Model 1: Fixed Marginal Opportunity Cost of Time 

In the first case, a fixed marginal opportunity cost of time is used. The trip demand 

function takes the form 

qi] =a’ + Bip) + Byy, +e, (4) 

where €" ~ N(0,0,) and j=R,S. The price term takes the form p? = C, +(1/3)w,T, 

where C, denotes out-of-pocket travel expense, w, denotes the wage rate, and T is round- 

trip travel time. The marginal opportunity cost of time is assumed to be one-third of the 

wage rate for all recreators, regardless of their employment status or ability to work 

additional hours. 

Model 2: Estimating a Single Marginal Opportunity Cost of Time 

The second model allows the marginal opportunity cost of travel time to be 

estimated as a parameter in the model. In this case the price specification takes the form 

pi =C,+4w.T, (5) 

where J’ is the proportion of the wage at which travel time is valued. A single 7’ is 

estimated for all respondents, again imposing that the rate is fixed across all recreators. 

Model 3: Accounting for Employment Status, First Approach 

- The third model estimates a different 2’ for respondents who can optimally adjust 

their work hours at the margin than for respondents who must work at a job with a fixed 

number of hours. In this case the price specification takes the form 

p} =C,+14,w,T +(1-1,)2,w,f,, (6) ait 

where J, is an indicator variable that takes a value of unity if respondent 7 can optimally 

adjust their work hours and a value of zero if they must work a fixed number of hours, 71, 

is the marginal opportunity cost of time for respondents who can adjust their work hours, 
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while 7. is the marginal opportunity cost of time for respondents who must work a fixed 

number of hours. 

This approach allows for some flexibility, but is still a rather ad hoc method of 

accounting for the employment status of the respondent. 

Model 4: Accounting for Employment Status, Bockstael et al. Model 

The final model we will examine is Bockstael, Strand, and Hanemann (1987). The 

essence of the Bockstael et al. model is that respondents face both a time and income 

- constraint. Ifthe respondent can freely substitute time for money, the two constraints can 

be collapsed. However, ifthe respondent cannot freely substitute time for money the 

constraints cannot be collapsed. This implies that the structure of the demand function will 

be different for the two cases. | 

We will estimate the linear model developed in the Bockstael et al. paper. The trip 

demand function for respondents who can optimally adjust their work hours takes the form 

qi =a’ tyi(y, +wZ)+ BUC +w,T) +e, (7) 

where 7’ represents discretionary time (time spent not working) and £” = Bb / (yi +¥ ;) . 

The trip demand function for respondents who cannot optimally adjust their work hours 

takes the form 

qi zal tyiy, +73 + BUC, + BUYT, +f. (8) 
The important distinction between this model and the previous three is that the wage does 

not enter the demand function of respondents who cannot optimally adjust their work 

hours. 

- The Data: An Application to Wetlands in Iowa 

These models will be applied using data from a 1997 survey of Iowa residents 

concerning their use of lowa wetlands. Of the 6,000 surveys sent, 594 were returned by 

the post office as undeliverable. There was a 59 percent response rate (with 3,143 surveys 

returned). The survey instrument elicited travel cost information, contingent behavior 

information in both continuous and discrete form, as well as socioeconomic information 

(e.g., gender, age, and income). A complete discussion of the wetland data set can be 

found in Azevedo (2000). 
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The state of lowa was divided into fifteen zones, shown in Figure 1. These zones 

each contained between 3 and 12 counties, and were designed to encompass similar types 

of wetlands. For analysis, the zones were further grouped into “megazones” with each 

megazone containing three zones. Zones 1, 2, and 3 comprise the 1,2,3 megazone, zones 

4, 5, and 8 comprise the 4,5,8 megazone, zones 6, 7, and 12 comprise the 6,7,12 megazone, 

zones 9, 10, and 11 comprise the 9,10,11 megazone, and zones 13, 14, and 15 comprise the 

13,14,15 megazone. For this analysis only the data from zones 4, 5, and 8 (4,5,8 

megazone) were used. 

One section of the survey asked respondents to indicate the number of trips they 

had taken to each of the fifteen zones over the past year. This provided the RP data for our 

analysis. The respondents were then asked to consider a $B increase in the total cost per 

trip of each of the trips they had taken in 1997, and asked the following SP question 

concerning the trips they made to zones near their residence (X, Y, and Z for illustration): 

“With this additional cost of $B per trip of visiting zones X, Y, and Z, would this affect the 

number of trips you made to any of the 15 zones?” They were then asked to elaborate on 

how many fewer trips they would have taken to each of zones X, Y, and Z. The bid values 

($B) were varied randomly across the sample, ranging from $5 to $50. This provided the 

data for the SP model. 

The surveys provided direct information on the trip quantities. The next step was 

to calculate the out-of-pocket cost of travel as well as the travel time associated with 

visiting each zone. We used the software package PC Miler, designed for use in the 

transportation and logistics industry, to establish both travel distance (d7) and time (7) 

for eath household from their residence to the center of each wetland zone. The price of 

visiting a given wetland zone z was then constructed as C? = 0.22d?. 

Summary statistics for the data used in this analysis are provided in Table 1. The 

average out-of-pocket travel cost, C,, was $22.57. Average round trip travel time, 7’, was 
i 

1.31 hours, with an average number of trips take within the 4,5,8 megazone of 8.28. After 

the price increase, the average out-of-pocket travel cost was $47.76, with an average 

quantity of trips at the new price of 2.72. 
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Parameter Estimates 

Table 2 shows parameter estimates for each of the four models. The most striking 

aspect of these results is the difference in the estimates of 1 between the RP and SP data. 

Model 2 estimates a revealed preference A of -0.06 (not significantly different from zero), 

while the stated preference 1 is 0.43. Model 3 also estimates revealed preference A’s 

very near zero with stated preference 4’s significantly larger. This implies that the 

practice of using a fixed 1, often chosen at one-third, would likely be more problematic 

with the RP data. 

Another interesting result is that the estimates of 1, and 1, (Model 3) are very 

similar. In the RP laboratory, the estimate for 2, is 0.002 while the estimate for 1, is 

0.00. In both the SP and RP-SP laboratories the estimates for 4, and 4, are slightly 

different (0.48 vs. 0.41 in the SP case and 0.48 vs. 0.42 in the RP-SP case) but still very 

close. This indicates that with respect to the marginal opportunity cost of time, for this 

demand specification, there does not appear to be much difference between respondents 

who can adjust their work hours and those who cannot. 

All models exhibit a high degree of correlation between the RP and SP data sets, as 

shown by the estimates of ¢ in Laboratory 3. Parameter estimates are 0.70 for Model 1, 

0.72 for Model 2, 0.72 for Model 3, and 0.64 for Model 4. 

Implications: Welfare Measures and RP-SP Consistency 

Table 2 also shows that the choice of model can have a significant effect on the 

consumer surplus measure. Within the RP Laboratory, fixing the marginal opportunity 

cost of time at one-third resulted in a-consumer surplus of 185.12, significantly larger than 

the consumer surplus measures of the other three models (82.80 for Model 2, 93.11 for 

Model 3, and Model 4 estimates of 148.17 for respondents with flexible work hours and 

118.50 for respondents with fixed work hours). 

Within Laboratory 2, consumer surplus ranges from a low of 202.29 (Model 4, CS: 

fixed) to 242.68 (Model 3). Within Laboratory 3, there is very little difference between the 

consumer surplus estimates of Models 1 through 3 (188.03, 197.39, and 199.66 

respectively). However, Model 4 estimates are slightly lower (171.24 and 136.95). In 
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general, RP data alone (Laboratory 1) produces lower consumer surplus estimates than SP 

data alone (Laboratory 2), with RP-SP (Laboratory 3) falling between the two. 

The modeling choice can also have a significant effect on the hypothesis test of 

consistency between RP and SP data. The linked RP-SP model can be used to test the 

hypothesis of parameter equality between the RP and SP data sets.7 With Models 2 and 3, 

the null hypothesis of parameter equality between the revealed and stated preference data 

sets was rejected. However, with Models | and 4, the null hypothesis of parameter 

equality was not rejected. 

To further investigate the effect of choosing a fixed 1, a search procedure was 

conducted that tested consistency between revealed and stated preference data using a 

different value of 2 for each test. Figure 2 shows the result of this search procedure for 

each megazone as well as for the overall data set. 

For each group of data there exists a range of values of 1 that will result in a 

failure to reject the null hypothesis of consistency between the revealed and stated 

preference data. The “fail to reject” region for the 4,5,8 data (the data used in this analysis) 

includes values of A between 0.12 and 1.10. Four out of the five megazones (1,2,3 

megazone, 4,5,8 megazone, 6,7,12 megazone, and the 13,14,15 megazone) include the 

value of one-third in the consistency region. The only megazone for which a value of 4 

equal to one-third results in a rejection of consistency is the 9,10,11 megazone. 

This is a very important result. Testing for consistency between revealed and 

stated preference data is often a primary goal of papers that link both forms of data. As 

these results show, the choice of model can have a significant impact on the outcome of 

hypothesis tests of consistency between revealed and stated preference data. When 

estimating the model with a fixed 1, the consistency results depend on whether the value 

of A chosen falls into the range of “consistent 4 ’s” for that data set. However, ifthe | 

opportunity cost of travel time is added as a parameter to be estimated, all tests result in a 

rejection of the null hypothesis of consistency. Consistency tests for Model 4 resulted ina 

failure to reyect the hypothesis of consistency. 
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Final Comments 

In this paper we have examined the modeling of travel time in the recreation 

demand model. Four separate models were each considered in one of three laboratories. It 

was shown that the way the opportunity cost of time is modeled in the recreation demand 

model can have a significant impact both on the estimates of consumer surplus and the 

hypothesis tests of consistency between revealed and stated preference data. 
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Table 1: Iowa wetlands data set, summary Statistics for 4,5,8 megazone 
  

Number of respondents | 274 

Average out-of-pocket travel cost - | $22.57 

Average round trip travel time 1.31 hours 

Average quantity of trips taken to this megazone 8.28 

Average out-of-pocket travel cost with price increase $47.76 

Average quantity of trips after price increase 2.72 

Median income $37,4995 
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Table 2: Parameter Estimates (t-statistic in parenthesis) 

Model 1: Fixed 4 = 1/3: 

Laboratory I 

RP 

Laboratory 2 

SP’ 
Laboratory 3 

RP-SP 

  

  

  

  

a 15.69 (7.20)** 10.57 (2.66)** 14.79 (7.64)** 
p -0.52 (-7.68)** -0.45 (-5.99)** -0.50 (-15.40)** 

Y 0.18 (4.81)** 0.18 (3.20)** 0.18 (5.01)** 
o 13.79 (18.09)** = 15.26 (10.97)** 14.12 (18.97)** 
p -- -- 0.70 (16.33)** 
CS 185.12 216.53 188.03 

RP-SP consistency Fail to reject 
Model 2: Estimating 14 

a 27.11 (8.77)** 9.77 (2.31)* 14.52 (7.48)** 

B -1.15 (-8.37)** -0.42 (-4.64)** -0.47 (-11.34)** 

A -0.06 (-1.59) 0.43 (2.39)* 0.44 (3.93)** 
Y -0.02 (-0.32) 0.20 (2.92)** 0.21 (4.29)** 
oO 13.26 (18.30)** = 15.31 (11.25)** 14.34 (18.40)** 
p -- -- 0.72 (16.28)** 
CS 82.80 239.85 197.39 

RP-SP consistency Reject 

Model 3: Different 1’s 

a 25.04 (8.90)** 9.77 (2.41)* 14.33 (7.03)** 

B ~1.03 (-8.61)** — -0.41 (-4.70)** ——-0.47 (-11.69)** 

A 0.002 (--)' 0.48 (--)' 0.48 (--)' 
A, 0.000 (0.08) 0.41 (2.36) 0.42 (3.57)** 

Y 0.04 (1.10) 0.20 (3.10) 0.22 (3.93)** 
o 13.33 (18.30) 15.27 (10.46) 14.31 (17.74)** 
p -- -- 0.72 (15.25)** 
CS 93.11 242.68 199.66 

RP-SP consistency Reject 

Model 4: Bockstael et al. 

; a 11.89-(5.76)** 8.95 (133.91)** 10.82 (4.82)** 

Y 0.07 (4.46)** 0.04 (11.71)** 0.06 (4.50)** 
Y> 0.32 (0.96) 1.90 (25.10)** 0.57 (2.48)* 

B' =7.18(-6.11)** = -6.82 (-101.21)** -7.17 (-4.86)** 

o 12.60 (15.24)** 10.65 (157.04)** 12.56 (16.01)** 
p -- - 0.64 (10.31)** 

CS: flexible 148.17 252.95 171.24 
CS: fixed 118.50 202.29 136.95 

RP-SP consistency 

** Denotes significance at the 99% confidence level 
* Denotes significance at the 95% confidence level 

t-statistic not available at the present time 132 

Fail to reject 
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Figure 1: lowa wetland zones 

183 

 



  

  -0.05 
  

FAIL TO REJECT 

  

  

        

   
   

FAIL TO REJECT 

  

           
  

  

  

6,7,12] 

        

  

    
  

  

  

  

15,1415 Mepnzone 
     

  
  

    
Value of Lambda 

Figure 2: Testing general consistency with fixed lambda 

   



References 

Adamowicz, W., Louviere, J., and Williams, M. “Combining Revealed and Stated 

Preterence Methods for Valuing Environmental Amenities.” Journal of 
Environmental Economics and Management 10(1994): 271-292. 

Azevedo, C. D. Linking Revealed and Stated Preference Data in Recreation Demand 
Modeling, Ph.D. Dissertation, lowa State University (2000). 

Bishop, R. and Heberlein T. “Travel Cost and Hypothetical Valuation of Outdoor » 

Recreation: Comparisons with an Artificial Market.” Dep. Agr. Working Paper, 
University of Wisconsin (1979). 

Bockstael, Strand, and Hanemann “Time and the Recreation Demand Model” American 
Journal of Agricultural Economics 69(1987): 293-302. 

Cameron, T. “Combining Contingent Valuation and Travel cost Data for the Valuation of 
Nonmarket Goods.” Land Economics 68(1992): 302-317. 

Cesario, F. J., “Value of Time in Recreation Benefit Studies.” Land Economics 

52(1976):32-41. 

Feather, P. and Shaw W. D. “Estimating the Cost of Leisure Time for Recreation Demand 
Models” Journal of Environmental Economics and Management 38(1999): 49-65. 

Larson, D. “Testing Consistency of Direct and Indirect Methods for Valuing Nonmarket 
Goods.” Working Paper 1990 

McConnell, K., and Strand, I. “Measuring the Cost of Time in Recreation Demand 

Analysis: An Application to Sportfishing. ’” American Journal of Agricultural 
Economics 63(1981): 153-156. 

McConnell, K., Weninger, Q., and Strand, I. “Joint Estimation of Contingent Valuation 

and Truncated Recreational Demands.” Valuing Recreation and the Environment 
- (1999).Smith, Desvousges, and McGivney 

Smith, V. K., Desvousges, W. H., and McGivney, M. P. “The opportunity cost of travel 

time in recreational demand models,” Land Economics. 59(3): 259-277, (1983). 

185 

 


