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On the Timing of Relevant Weather Conditions in Agriculture

Zhiyun Li and Ariel Ortiz-Bobea∗

Abstract

A growing empirical literature is analyzing the effects of weather fluctuations on a variety of economic
outcomes with the goal of better understanding the potential impacts of climate change. In agricultural
studies, constructing weather variables typically requires researchers to define a “season”, a time period
over which weather conditions are considered relevant to the agricultural outcome of interest. While
researchers often have the background knowledge to make reasonable assumptions about seasonality in
crop-specific analyses, these modeling choices are less obvious when dealing with aggregate agricultural
data encompassing multiple crops or livestock. In this article, we explore the consequences of assuming
an incorrect season in such analyses. We first provide a conceptual framework to show that imposing
an incorrect season essentially introduces non-classical measurement error in weather regressors, causing
unknown biases in weather impacts. We confirm this finding in simulations. We then propose a tractable
data-driven approach to recover the “true” underlying season. The approach consists of a grid search
with cross-validation that evaluates the fit of models based on a wide range of season definitions. In
simulations, we find the approach is effective at recovering the “true” season under certain data gener-
ating processes. Finally, we apply our approach to a US state-level panel of agricultural Total Factor
Productivity. We find, unsurprisingly, considerable differences in seasonality across regions. Importantly,
our empirical findings suggest that imposing arbitrary seasons lead to substantially different estimates
of weather effects in either direction, in line with our theoretical and simulated results. This work con-
tributes to the development of more robust empirical studies of climate change impacts on agriculture
and beyond.
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search, cross-validation.
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1 Introduction

A rapidly growing literature is documenting micro and macro-level impacts of weather shocks on a wide range
of economic outcomes with the goal of characterizing the potential impacts of climate change. These studies
have explored the effects of high temperature on energy demand (Dirks et al., 2015), labor productivity
(Cachon et al., 2012), mortality (Deschênes and Greenstone, 2011), cognitive performance (Zivin et al.,
2018), industrial output (Dell et al., 2012; Zhang et al., 2018), exports (Jones and Olken, 2010), conflict
(Burke et al., 2014; Hsiang et al., 2011; Hsiang and Burke, 2014; Hsiang et al., 2013), migration (Cattaneo
et al., 2019; Carleton and Hsiang, 2016; Stern, 2013) and corporate earnings (Addoum et al., 2019). There is
an even larger literature exploring the effects of extreme weather on crop yields (Schlenker and Roberts, 2009;
Tack et al., 2015) but also on more aggregate agricultural outcomes like Gross Domestic Product (GDP)
(Dell et al., 2012; Burke et al., 2015) or Total Factor Productivity (TFP) (Liang et al., 2017; Ortiz-Bobea
et al., 2018, 2021).

A seemingly innocuous but important empirical challenge in the literature is the choice of the “season” or
the time window for constructing weather variables. Weather data are available at a much higher temporal
frequency (e.g. daily) than the agricultural variable of interest (e.g. annual). As a result, researchers
typically assume a temporal window over which to aggregate weather observations to construct weather
variables for the regression analysis. Researchers often have the necessary background to make reasonable
assumptions about these timing issues in crop-specific studies. For instance, it is common to assume a season
spanning April through September when analyzing the effects of weather conditions on corn yields in the
US Midwest. However, these modeling choices are more difficult to justify when dealing with aggregate
agricultural outcomes like GDP or TFP, or when assessing the effects on livestock production, which do not
have well-defined “seasons”. In such cases it is not uncommon for researchers to consider the entire calendar
year as the “season” in an attempt to capture all plausibly relevant weather conditions in a parsimonious way.
To our knowledge, there is little formal guidance regarding these modeling choices and their implications for
climate change impact assessments remain largely unexplored.

This article explores the consequences of imposing seasons that differ from the underlying data generating
process (DGP) when estimating the effects of weather on aggregate outcomes. We see this “season selection”
problem as a measurement error issue. We propose some terminology to clarify our exposition. We refer to
the season in the DGP as the “true” or “correct” season. On the other hand, we refer to the “selected” season
when referring to the one assumed by the researcher. Naturally, a selected season may be correct or incorrect
depending on whether it matches the true season in the DGP. We also refer to “relevant” weather conditions
when these occur within the true season, and as “irrelevant” to weather conditions occurring outside of the
true season.

We illustrate the problem with an example. Suppose the researcher selects the annual maximum temper-
ature as the weather regressor but the correct variable is the maximum temperature in July. The researcher
assumed an incorrect season. This modeling choice essentially introduces irrelevant weather conditions into
the weather variable. If these irrelevant weather conditions (occurring outside July) are uncorrelated with
the relevant weather conditions (occurring in July) then the researcher introduced classical measurement
error to the weather regressor. As is well known, this leads to attenuation bias. However, weather conditions
occurring in the same year, particularly in adjacent time periods, may be correlated. This suggests that we
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may be dealing with nonclassical measurement error and thus with unknown biases.1

To explore the nature of the measurement error in weather regressors we conduct a simple exercise
based on US weather data. Essentially we want to explore whether the measurement error –measured as
the difference between weather variables defined over a “true” and a “selected” season– is correlated with
weather over the “true” season. If that is the case then the measurement error is non-classical. We show the
results of our exercise in figure 1. Each of the 20 panels shows the correlation of a weather variable (Tmax,
Tmean, Tmin, Precipitation, shown by column) aggregated over a hypothetical “true” season (Winter, Spring,
Summer, Fall, Annual, shown by row) and the measurement errors from aggregating the same variable over
78 different “selected” seasons defined over the calendar year (corresponding to each colored cell within a
panel). White cells in the figure indicate no correlation between the weather variable aggregated over the
hypothetical “true” season and the “selected” season, while red and blue cells indicate negative or positive
correlations, respectively. Interestingly, most of the cells are either red or blue, suggesting that imposing
incorrect seasons introduces non-classical measurement error and thus to biases in unknown direction. We
later explore this issue more formally in the conceptual framework.

To address this issue we propose what a tractable data-driven approach to recover the “true” season. Our
guiding principle is that the fit of an econometric model should improve when the selected season closely
matches the true season in the underlying DGP. That is, accounting for relevant weather conditions should
improve model fit, whereas incorporating irrelevant weather conditions should deteriorate it. Our strategy
consist in a grid search over all possible calendar seasons within the year to identify the best-fitting season.
This best-fitting season constitutes our estimate of the true season. Our measure of model fit is obtained from
a cross-validation where we minimize out-of-sample mean squared error (MSE), a criterion that captures the
tradeoff between goodness of fit and complexity of a model (Arlot and Celisse, 2010).

We evaluate our approach in a Monte Carlo simulation. Specifically, we generate data consistent with
a particular “true” season and apply our approach to recover the underlying seasonality. We find that our
approach is effective at recovering the underlying “true” season in the DGP even in some cases when the
selected type of weather variable does not match the underlying DGP.2 We also evaluate the impact of a
uniform warming scenario when the selected season differs from the “true” underlying DGP to quantify the
practical consequences of imposing an incorrect season. We find that the bias in impacts can be in either
direction, as suggested by the non-classical nature of the measurement error.

Finally, we apply our season identification approach to a real-world setting. We analyze the effects of
weather fluctuations on a US state-level panel of agricultural TFP growth rates over 1960-2004. In line with
our simulations, our approach successfully recovers well-known growing seasons for the agricultural sector
in various parts of the country dominated by field crops. Importantly, we find that the impact of a uniform
warming can differ substantially, in either direction, when the selected season differs from our estimate of
the “true” based on our grid search approach. Although we ignore the true DGP in this application, the
results remain in line with the simulation results and show our approach makes a clear practical difference.

Our proposed approach has limitations the reader should keep in mind. First, our current approach
1Previous work has documented the presence of nonclassical measurement error in a wide range of settings especially labor

(e.g.Borjas, 1980; Bound and Krueger, 1991; French, 2004; Kim and Solon, 2005; Arthi et al., 2018), consumer behavior (Gibson
and Kim, 2010; Gibson et al., 2015), development (Baird and Özler, 2012; Beegle et al., 2012; Desiere and Jolliffe, 2018), health
(Carletto et al., 2013; Larsen et al., 2019), and agriculture (Abay et al., 2019). There is relatively little work exploring the
implications of measurement error in the climate-economy literature.

2For instance, the true variable in the DGP is Tmax but we select Tmin.
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Notes: Correlations are computed based on state-level data across the lower 48 US states over the 1961-2004 period. Tempera-
ture variables are averaged over time whereas precipitation variables are summed over time. Correlations are computed between
2 variables: a hypothetical “true” variable (e.g. Winter Tmax, shown in the top left panel) and the measurement error from
78 possible calendar “selected” seasons defined within the year (each of the colored cells in a panel). As indicated in the main
text, the measurement error is measured as the difference between the weather variable aggregated over the hypothetical “true”
season and the weather variable aggregated over a range of “selected” seasons. In each panel, the vertical axis indicates the
starting month of a “selected” season, while the horizontal axis indicates the ending month of a “selected” season. We highlight
with a solid black circle the “true” season.

Figure 1: Correlation of weather variables defined over a hypothetical “true” season with the measurement
error of that variable when constructed over alternative “selected” seasons.
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is primarily geared toward identifying the underlying season. However, issues of variable selection are not
restricted to temporal matters. The researcher may be considering competing types of weather variables
(temperature versus vapor pressure deficit, or precipitation). The true DGP could in fact reflect multiple
types of variables each one with different seasons. In this regard, our grid search approach could be extended
to accommodate such cases by expanding the models under consideration which would clearly increase its
computational requirements. Second, our approach does not explicitly tackles functional form issues. Most
of our analysis is based on a quadratic functional form, but this could be too strong of an assumption.
Again, our approach could be expanded to accommodate such cases which increases computational demand.
Third, our approach does not account for non-additivity of weather variables within the growing season. It
is well known that weather could have varying effects throughout the season and there are approaches for
harnessing these within-season nuances (e.g. Ortiz-Bobea et al., 2019). Despite these limitations, we think
our approach is a step in the right direction and proposes an improvement relative to current practices. We
hope this study motivates others to develop competing approaches to address these issues. 3

The rest of the paper is organized as follows. Section 2 analyzes how non-classical measurement error
arising from assuming the incorrect season introduces bias in estimated weather coefficients and associated
climate change impact projections. In section 3 we describe the grid search approach to recover the “true”
season. We then describe the data used in the subsequent simulation and real-world application in section
4. In section 5, we conduct a simulation to assess the consequences of assuming an incorrect season while
also evaluating our proposed grid search approach. We present the real-world application in section 6 based
on US state-level agricultural TFP growth rates. We conclude in section 7.

2 Conceptual framework

2.1 Set of relevant seasons

Suppose an agricultural outcome only responds to weather fluctuations during a particular time window, but
remains insensitive to weather conditions during other periods of the year. As mentioned in the introduction,
we define the former time period as the “relevant” season (e.g. one month or a few consecutive months). We
denote the set of possible seasons as S which includes 78 elements. Each element is a season comprised of
contiguous calendar months, defined by the starting and the ending month:

S = {{Jan}, ..., {Jan, ...,Dec}, ..., {Nov}, {Nov,Dec}, {Dec}}

Suppose the “true” season containing only relevant weather conditions is T ∗∈ S, and the researcher
selects an arbitrary season T ∈ S to aggregate the weather data. If the selected season T = T ∗, there is no
measurement error. However, a researcher could select an arbitrary season such that T 6= T ∗. We consider
four potential cases with incorrect seasons with some illustrative examples:

1. T ⊆ T ∗: e.g. the researcher selects the summer but the relevant season is the entire year.
3Possible strategies include alternative model selection approaches based in LASSO and MARS, which could potentially

recover the correct season and type of weather variable simultaneously. There is an emerging literature studying these model
selection issues in the literature of climate econometrics, comparing the properties and trade-offs of existing selection procedures
(Cui et al., 2018; Ghanem and Smith, 2020; Hendry).
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2. T ⊇ T ∗: e.g. the research selects the entire year but the relevant season is the summer.

3. T * T ∗, T + T ∗ andT ∩ T ∗ 6= ∅ : e.g. the researcher selects the period spanning May through August
but the relevant season actually spans June through September.

4. T ∩ T ∗ = ∅ : e.g. the researcher selects the summer but the relevant season is the spring.

In each case, weather variables are mismeasured via aggregation using the selected time window. If ir-
relevant weather conditions were orthogonal to relevant weather conditions, this would introduce classical
measurement error to weather variables and lead to attenuation bias in the estimation of weather effects.
However, weather between adjacent or even distant periods of time within the same year are not uncorrelated,
suggesting the measurement error is non classical as suggested by figure 1.

2.2 Bias in estimated coefficients

Here we show analytically how arbitrarily selecting a season such that T 6= T ∗ biases estimates. Specifically,
we derive a closed-form solution for a simple linear specification.

If the true relevant season is T ∗ for an agricultural outcome Y is known, then parameters could be
consistently estimated by an OLS regression of Y on the weather variable W ∗ which is constructed by
aggregating weather conditions over the time period T ∗:

Y = βW ∗ + ε (1)

where β is the coefficient of interest and ε is an error term that is iid [0, σ2].
However, the true relevant season T ∗ is unknown and instead the research selects weather variable

W 6= W ∗ by aggregating weather conditions over the arbitrary season T , such that:

W = W ∗ + ν (2)

where the measurement error ν is potentially non-classical:

plim
1

n
W ∗′ν 6= 0 (3)

plim
1

n
ε
′
ν 6= 0 (4)

To assess the nature of the bias, consider the OLS estimator for β:

β̂ =
cov(W ∗ + ν, βW ∗ + ε)

var(W ∗ + ν)
(5)

and
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plim β̂ =
β(σ2

W∗ + σW∗ν)

σ2
W∗ + σ2

ν + 2σW∗ν
(6)

=

(
1− σ2

ν + σW∗ν
σ2
W∗ + σ2

ν + 2σW∗ν

)
β (7)

= (1− bνW )β (8)

Notice that bνW is the regression coefficient of a regression of the measurement error ν on the selected
weather variable W.

bνW ≡
σ2
ν + σW∗ν

σ2
W∗ + σ2

ν + 2σW∗ν
=
Cov(ν,W )

V ar(W )
(9)

Classical measurement error is a special case when the measurement error is not correlated with true
weather (i.e., σW∗ν = 0) and equation boils down to:

1− bνW =
σ2
W∗

σ2
W∗ + σ2

ν

(10)

Since 1− bνW ∈ (0, 1), there will be attenuation bias in the estimates meaning the coefficient of interest
β̂ will be biased inconsistently towards 0.

When the measurement error is correlated with the true weather (i.e, σW∗ν 6= 0) as we have shown in 1,
the measurement error is non-classical. To analyze how the bias in the estimate β̂ responds to the covariance
between the measurement error and true weather variable σW∗ν , we take the derivative of 1 − bνW with
respect to σW∗ν , which has the sign of σ2

ν − σ2
W∗ .

If σ2
ν > σ2

W∗ν , which suggests more than half of the variance in the selected weather variable (i.e,
W = W ∗ + ν) is due to errors in measurement, 1− bνW is monotonically increasing with σW∗ν . In this case,
if the measurement error and the true weather are negatively correlated (i.e, σW∗ν < 0), a smaller σW∗ν
leads to a smaller attenuation factor 1− bνW . This results in larger bias which may even reverse the sign of
the estimated β̂. If the measurement error and the true weather are positively correlated (i.e, σW∗ν > 0),
1− bνW < 1 where a more positive σW∗ν implies a larger attenuation factor 1− bνW . This results in smaller
attenuation bias.

If σ2
ν < σ2

W∗ν , indicating more than half of the variance in W comes from the true weather variable
W ∗ instead of the measurement error, 1− bνW is monotonically decreasing with σW∗ν . In this case, if the
measurement error and the true weather are negatively correlated (i.e, σW∗ν < 0), a more negative σW∗ν
implies a larger attenuation factor 1− bνW . However, we are uncertain about the direction of the bias since
it depends on if the initial value of 1− bvW∗ is smaller or greater than 1. If the measurement error and the
true weather are positively correlated (i.e, σW∗ν > 0), 1− bνW < 1 and a more positive σW∗ν implies a lower
attenuation factor 1− bνW . This results in larger bias in the estimate which may reverse the sign of β̂.

In summary, arbitrarily imposing a season essentially introduces non-classical measurement error in
weather regressors, which causes unknown biases in weather impacts.
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2.3 Bias in the estimated impact of climate change

Biases on coefficients of weather variables are difficult to interpret directly. In fact, it is conceivable that
biased coefficients are not a sufficient condition for obtaining biased impact estimates. That is, it is possible
that the projected changes in the distribution of weather (e.g. reflecting climate change) defined over
incorrect seasons could somehow “compensate” for the aforementioned biases.We explore this problem in
greater detail.

We first decompose the estimated climate change impact to understand the role of measurement error.
Climate change impacts are typically computed based on the change in average weather conditions between
two periods of time, a “reference” historical period, say 1990-2020, and a future “projection” period, say
2020-2050. For ease of notation we refer to these two periods as “1” and “2” respectively. W1 and W2 are
weather variables defined over these two periods:

W1 = W ∗
1 + ν1 (11)

W2 = W ∗
2 + ν2 (12)

The change in climate can be expressed as:

E(∆W ) = E(W2)− E(W1) (13)

= E(W ∗
2 −W ∗

1 ) + E(ν2 − ν1) (14)

= E(∆W ∗) + E(∆ν) (15)

The bias in the climate change impact estimate is:

E[∆Ŷ ]−∆Y ∗ = E[∆W · β̂]−∆W ∗ · β (16)

Plugging equations (7) and (17) into (18), we further obtain:

E[∆Ŷ ]−∆Y ∗ = (∆W ∗ + E(∆ν)) · E(β̂)−∆W ∗ · β (17)

= (∆W ∗ + E(∆ν)) · (1− bν1W )β −∆W ∗ · β (18)

= [E(∆ν) · (1− bν1W )−∆W ∗ · bν1W ] · β (19)

Equation (21) suggests that the bias in the estimated climate change impact ∆Ŷ depends not only on
the measurement error in the sample period used for estimation, but also on the measurement error in the
projection period.

As an example, suppose we know the true season T ∗
1 in period 1. This means we can select the correct

season and have no measurement error in W1 so that bν1W = 0. However, the future season in the projection
period is unknown. Getting that future season wrong introduces measurement error that biases the projected
impact. This illustrates the importance of incorporating timing considerations when computing projected

8



climate change impacts.
Interestingly, observing the previous equation indicates there is one odd case when the measurement error

in the reference and projection periods results in unbiased climate change impact estimates. That occurs
when E(∆ν) · (1− bν1W )−∆W ∗ · bν1W = 0. In this case the bias in the coefficients is exactly compensated
by the bias introduced by the mismatch of seasons between “reference” and “projection” periods.

3 A grid search approach to recover the true season

The guiding principle of our strategy is that a model relying on weather variables aggregated over the period
matching the underlying DGP should provide a superior fit. We build on this idea to propose a grid search
to identify the model with the best-fitting season out of a large set of calendar seasons within the year. We
refer to the best-fitting season as the “optimal” season, which is effectively our estimate of the true season
T ∗. Our proposed approach is essentially an estimator of the true season.

We evaluate model fit based on a 10-fold year-block cross-validation, in which whole years of data are
sampled together in a block. This approach seems suitable for common applications with high spatial but
low serial correlation such as agriculture.4

Our grid search for season identification consists of three steps:

1. Perform a cross-validation of models based on weather variables aggregated over a wide range of
candidate “seasons” within the year and store the out-of-sample MSE for each model.5

2. Visualize the out-of-sample MSE of every model on a grid. This visualization helps better appreciate
the overall seasonality of the outcome variable.6

3. Select the “optimal” season corresponding to the model with the best out-of-sample model fit.7

In the Monte Carlo simulation, we evaluate how effective this approach is at recovering the true season T ∗

in a realistic setting with a relatively short panel dataset.

4 Data

4.1 Data sources and data processing

For the real-world application, we rely on agricultural TFP growth rates for the lower 48 US states, which
we obtain from USDA Economic Research Service (ERS).8 TFP is defined as aggregate output divided by

4Needless to say, the cross-validation approach could be adjusted to accommodate serially dependent data (see Arlot and
Celisse, 2010).

5If we restrict ourselves to seasons defined as periods of contiguous months over the 12-month calendar year, we have 78
possibilities. One could conceivably extend this approach to include weather from the previous calendar years.

6This could reveal if there is more than one portion of the year that is relevant for the outcome variable.
7This criteria could be adjusted to constrain seasons to be of a certain length (e.g. best 3-month-long seasons), allowing the

researcher to incorporate background information about the timing of relevant weather conditions.
8Unfortunately, the dataset has not been updated after 2004 because a critical source of labor information, the Farm La-

bor Survey, was discontinued. The methodology for estimating TFP is described on the ERS website (www.ers.usda.gov/
data-products/agricultural-productivity-in-the-us/methods/). Link to the data: www.ers.usda.gov/data-products/
agricultural-productivity-in-the-us/
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Table 1: Summary Statistics for Annual Weather Variables (1961-2004)
Season Max Min Mean St.d

Tmax (°C)

Winter 23.5 -3.6 7.8 6.3
Spring 33.8 16.9 23.1 3.8
Summer 38.7 23.5 28.7 3.0
Fall 27.4 8.1 16.1 4.7

Annual 29.6 11.0 18.1 4.5

Tmean (°C)

Winter 16.7 -9.1 1.9 5.8
Spring 24.3 10.9 16.3 3.8
Summer 30.6 17.5 21.9 3.1
Fall 21.4 2.1 9.6 4.3

Annual 22.0 4.7 11.7 4.3

Tmin (°C)

Winter 10.0 -14.6 -4.1 5.5
Spring 17.9 2.8 9.6 3.9
Summer 22.5 8.5 15.1 3.7
Fall 15.4 -4.0 3.2 4.2

Annual 15.9 -1.6 5.3 4.2

PPT (mm)

Winter 411.4 38.3 195.5 105.7
Spring 387.2 12.6 256.5 96.2
Summer 537.8 9.6 245.6 107.6
Fall 225.6 28.7 137.9 60.3

Annual 1500.5 198.5 906.4 368.9
Notes: We rely on weather data aggregated to the state level based on cropland weights for these summary statistics. The seasons are

defined as follows. Winter (Jan-Mar), Spring (Apr-Jun), Summer (Jul-Sep), Fall (Oct-Dec) and Annual (Jan-Dec).

aggregate input. There is no obvious “season” to such data given their aggregate nature encompassing most
agricultural outputs and inputs. We conduct our analysis relying on this 44-year panel from 1960-2004 and
estimate regression models by USDA Climate Hub regions (see figure A.1).

We rely on weather data for both the simulation and the real-world application. We obtain fine-scale grid-
ded weather data from the PRISM Climate group at Oregon State University (http://prism.oregonstate.
edu). The PRISM group provides weather data for the continental US since 1895 with a 4-km spatial resolu-
tion. For this study we obtain data for minimum and maximum temperature (Tmin, Tmax) and precipitation
over the 1961-2004 period overlapping with the agricultural data.

Because weather conditions can vary substantially within a state, accounting for the location of agricul-
tural activities may be critical when constructing appropriate state-level weather variables. We therefore
aggregate the fine-scale weather data to the state level using cropland weights based on cropland counts
within each PRISM grid cell based on USDA’s Crop Data Layer (CDL, 30m) over 2008-2014. We depict the
cropland weights in figure A.2.

4.2 Summary statistics

Table 1 provides summary statistics for annual and state weather conditions across the US over 1961-2004. As
expected, climatic conditions vary considerably across seasons with winter exhibiting slightly more variable
weather conditions. Also, summers appear to be wetter.

Table 2 summarizes statistics for the dependent variable, the annual TFP growth rate. The average
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Table 2: Summary statistics for annual agricultural TFP growth rate by USDA Climate Hub region (1961-
2004)

Region\ TFP growth rate(%) Max Min Mean St.d

Pacific Northwest 15.3 -9.5 2.0 5.0
Northern Plains 40.8 -76.4 0.8 11.0

Midwest 28.6 -40.2 1.5 9.6
Northeast 25.4 -18.7 1.6 6.3
Southwest 17.0 -19.1 1.3 5.3

Southern Plains 19.4 -27.6 0.7 7.3
Southeast 25.8 -31.8 1.3 8.0
National 40.8 -76.4 1.4 7.9

TFP growth rate across the lower 48 states is around 1.4% over the 1961-2004 sample period but there is
substantial regional variation. For instance, agricultural TFP grew at a relatively modest rate of 0.8% and
0.7% in the Northern Plains and Southern Plains, respectively. In contrast, TFP grew at faster but more
stable rates around 2.0% and 1.3% in the Pacific Northwest and Southwest region, respectively. We also
see higher standard deviations in Eastern regions of the country where there is relatively less irrigation and
agriculture is more sensitive to weather fluctuations.

5 Simulation

5.1 Description

The overall goal here is to study the consequences of selecting an incorrect season to aggregate weather
variables. Specifically, we’re interested in understanding how the non-classical measurement error resulting
from this practice can bias estimates of climate change impacts in terms of magnitude and direction. Another
goal here is to evaluate the effectiveness of our proposed grid search approach in recovering the true season
T ∗ when we have no a priori knowledge about the timing of relevant weather conditions for the outcome
variable. For this purpose, we conduct a Monte Carlo simulation in which we apply our grid search approach
in a context where we obviously control the DGP. We propose a common setting with a relatively short panel
of 10 years of weather data for 48 states (2000-2010).

We express the DGP in general terms as:

Yit = β1W
∗
it + β2(W ∗

it)
2 + αi + εit (20)

where Yit is the generated outcome variable in state i in year t, and W ∗
it is the weather variable aggre-

gated over a hypothetical “true” season. We consider DGPs with alternative weather variables where W ∈
{Tmin, Tmax, Tmean, PPT} and the true relevant seasons T ∗ ∈ {Winter, Spring, Summer, Fall, Annual}.
Considering all these variations leads to 4 variables× 5 seasons = 20 different DGPs.

The αi term is a state-level fixed effect drawn from a uniform distribution U(0, 1) and εit is a normally
distributed error N(0; 102). We choose parameters (β1, β2) = (12,−0.5) which yields a response function
with an “inverted U” shape peaking at W ∗ = 12. Increases in W ∗ beyond that point are detrimental to the
outcome variable. For simplicity, we rely on these same parameter values for both temperature (measured
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in ℃) and precipitation (measured in mm).
We subsequently conduct a regression analysis to explore the consequences of selecting incorrect seasons

and to examine the effectiveness of the grid search approach. The general regression model can be expressed
as:

Yit = β1W
T
it + β2(WT

it )2 + ai + uit (21)

where Yit is the simulated outcome variable described above and WT
it is the weather variable aggregated

over an arbitrarily selected season T , with W ∈ {Tmax, Tmin, Tmean, PPT}. This means that the selected
weather variable and season need not match those in the DGP. Also, ai represents a state fixed effect and
uit is the error term. We also consider a “baseline” model that excludes weather variables for the purpose of
comparing model fit.

For each DGP we consider models based on all 4 weather variables to evaluate the performance of our
approach when the selected weather variable does not match the true variable type in the DGP. This amounts
to 4 estimation variables × 20 DGPs which adds to 80 simulations. In addition, we perform 450 iterations for
each simulation. In each iteration, we apply our grid search approach with the goal of deriving the sampling
distribution of T̂ . Recall that our grid search approach consists of a 10-fold cross-validation for models based
on every calendar period T in the choice set S with 78 possibilities as we defined in 2.9 This means that we
conduct 10 regressions × 78 seasons = 780 regressions for each iteration, or 780 regressions × 450 iterations
= 351,000 regressions for each simulation. That amounts to around 30 million regressions for our entire set
of 80 simulations.

5.2 Simulated impacts with correct type of weather variable

Here we explore the consequence of aggregating weather variables over incorrect seasons when the researcher
selects the correct type of weather variable (e.g. researcher selects Tmax when the DGP is also based on
Tmax).

To quantify this we compute the impact of a 1°C uniform warming on the simulated outcome variable.
We do this for every model estimated based on a wide range of candidate seasons within the calendar year
and for a model based on the “true” season. We compare these impacts estimates by computing a “bias ratio”
that captures how the estimate ∆Ŷ deviates from the true impact ∆Y ∗ in fractional terms.

Bias ratio =
∆Ŷ −∆Y ∗

∆Y ∗

Figure 2 summarizes the results. Each column of panels indicate the type of weather variable used in
both the DGP and the estimation (because the researcher selected the correct type of weather variable).
Each row of panels corresponds to a different “true” season used in the DGP (Winter, Spring, etc). The color
in each panel indicates the bias ratio for a model based on an arbitrary selected season.

Naturally, when the researcher selects the correct season, T = T ∗, the bias ratio is close to 0 which is
indicated by grey areas in figure 2. Interestingly, selected seasons that are “close” to the true season tend to

9Here it is a leave-on-year out cross-validation given we have 10 years of data.
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Figure 2: Simulated results for the impact of 1°C uniform warming
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exhibit small impact bias ratios. This is encouraging when researchers have some background information
about what the “true” season might be.

However, there are plenty of blue areas in figure 2, indicating that a wide range of selected seasons lead to
negative bias ratios. That is, these incorrect modeling decisions lead to underestimation of projected impacts
of a uniform 1°C warming. There is also a non-negligible share of selected seasons exhibiting positive bias
ratios. That is, selecting models based on those seasons tend to overestimate impacts of a uniform 1°C
warming.

Importantly, selecting the whole year as the season, a common modeling decision, can lead to over or
under estimation of projected impacts depending on the true season in the DGP.

These results are in line with our conceptual framework. We find that selecting the incorrect season can
introduce non-classical measurement error which results in bias in weather impacts that can be in either
directions. While the simulation results reflect weather correlations occurring in the US, such patterns could
arise elsewhere in different ways. This means that there is no a priori way to determine the direction of the
bias when selecting an incorrect season.

5.3 Simulated impacts with incorrect type of weather variable

We now explore the consequence of aggregating weather variables over incorrect seasons when the researcher
selects the incorrect type of weather variable (e.g. researcher selects Tmin when the DGP is based on Tmax).
Figure 3 summarizes the results for simulations based on a true season corresponding to the summer (July-
September).10

The layout of this figure is similar to figure 2 but now the columns and rows indicate the type of weather
variable used in the DGP and in the estimation, respectively. For instance, the top center panel corresponds
to a simulation where the DGP is based on Tmean, but the estimation variable used is Tmax. Similarly, the
colors in each cell within a panel indicates the impact bias ratio of the selected model relative to the true
model.

As expected, the diagonal panels shows that when the researcher selects the correct type of weather
variables and the true season, the impact bias ratio is close to zero. The off-diagonal panels, on the other
hand, indicate the simulations when the type of variable selected in the estimation does not match the
variable in the DGP. Selecting the incorrect type of weather variable can on itself, even when selecting the
correct season, bias impact estimate in either direction. Not surprisingly, selecting seasons that are very
different from the true season leads to biases, which can be positive or negative depending on the case.

5.4 Evaluating the proposed grid search approach

Our previous analysis shows that selecting the incorrect season can lead to substantial biases in directions
that are virtually unpredictable. Therefore approaches that help researchers make better assumptions about
the timing of relevant weather conditions could be particularly fruitful. Here we evaluate whether our
proposed grid approach provides useful guidance regarding season selection.

10The results for other seasons such as spring, fall, winter and the whole year are similar as the one for the season of summer.
We include these figures in the Appendix. See figuresA.3, A.4, A.5 and A.6.
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Figure 3: Simulated results for the impact of weather shock (cross variables and summer season)
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Figure 4 shows the result of the grid search using the same type of weather variable in the DGP and
in the estimation. Columns of panels indicate the type of weather variables used in both of the DGP and
the estimation underlying the grid search. Rows of panels indicate the true season in the DGP. Similar
to previous figures, the y-axis and x-axis in each panel indicate the season starting and ending month of
seasons selected by the grid search algorithm, respectively. The color shown in each cell now corresponds
to the density of the “optimal” season indicated by the grid search approach across the 450 iterations of the
simulation. The true season is indicated with a solid circle while the most frequent “optimal” season obtained
form the algorithm is shown with a hollow square symbol.

Figure 4 shows that, on average, our grid search approach correctly recovers the “true” season. Visually
this can be seen by the coincidence of the square and the circle symbols in each panel. In other words, if the
true season is part of the set of candidate seasons, models based on that season will tend to fit better out
of sample. Note there is some density outside the true season, meaning that our approach does not always
identify the correct season due to sampling variability.

Figure 5 summarizes results when the type of weather variable in the DGP and the estimate underlying
the grid search do not match and the true season corresponds to the summer (July-September).11 The
columns of panels correspond to weather variables used in the DGP while the rows of panels correspond
to the weather variables used in the estimation underlying the grid search. The panels on the diagonal
correspond to cases for which the researcher selects the correct variable type matching the DGP. The panel
off the diagonal corresponds to cases when the researcher selects an incorrect type of weather variable not
matching the DGP.

Figure 5 yields some additional insights. Our proposed grid search approach can often recover the true
season even when the selected type of weather variable is incorrect. This suggests there are strong correlations
between weather variables which allows our approach to still recover the underlying seasonality even with the
incorrect type of weather variable. The less promising case is when one uses Tmin to recover the seasonality
of a DGP based on precipitation. This suggests these variables are not strongly correlated in the summer.

In summary, our approach is capable of recovering, on average, the underlying “true” seasonality. This is
the case even in cases when the selected weather variables do not exactly match the DGP. This encouraging
because of our previous analyses show how selecting the incorrect season can lead to substantial biases in
directions that are difficult to predict. We thus thing our approach provides a valuable contribution to
empirical researchers in this literature.

6 Application

We now turn our attention to a real-world application. In this case we obviously ignore the underlying DGP
but we can nonetheless apply our grid search approach to recover the plausible underlying seasonality of
the data. Specifically, we estimate the nonlinear effects of temperature on agricultural TFP growth using a
state-level panel with state fixed effects. This means that similar to our simulations, our identifying variation
stems from the short-run year-to-year fluctuations in weather variables and TFP growth. For each USDA
Climate Hub region, we estimate a general econometric model of the form:

11Results for other seasons (spring, fall, winter and annual) are similar. We include these results in the Appendix. See figures
A.7, A.8, A.9 and A.10.
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Notes: Columns of panels indicate the type of weather variable used in both of the DGP and the estimation underlying the grid
search. Rows of panels indicate the true season in the DGP. The y-axis and x-axis in each panel indicate the season starting
and ending month of seasons selected by the grid search algorithm, respectively. The color shown in each cell corresponds to
the density of the “optimal” season indicated by the grid search approach across the 450 iterations of the simulation. The true
season is indicated with a solid circle while the most frequent “optimal” season obtained form the algorithm is shown with a
hollow square symbol.

Figure 4: Simulated results of the grid search approach
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Figure 5: Simulated results of the grid search approach (cross variables and summer season)
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Yit = β1W
T
it + β2(WT

it )2 + ai + uit

where Yit is TFP growth in state i in year t, WT
it is maximum temperature variable over the T calendar

period within the year t, αi represents a state fixed effect and uit is an error term.

6.1 Season grid search results

We illustrate our estimate for the true season in figure 6. Results for each region are presented in separate
panels. Each panel shows the fit of models based on the 78 possible calendar seasons within contiguous
months within the calendar year. Model fit is captured by the reduction in out-of-sample MSE reduction
relative to a model without weather variables. That means, that higher reductions indicate better model fit.
These higher levels of fit are indicated in blue.

For the Midwest region, the largest reduction in MSE corresponds to a model based on the the July-
August season. This precisely coincides with the critical period of the growing season for corn and soybeans,
which are field crops grown intensively in this region. Importantly, the set of seasons that appears to improve
explanatory power relatively to a model without weather is relatively small. For instance, periods outside
the key portions of the growing season (seasons starting after September or ending prior to April) provide
little to no improvements in model fit.

These findings are encouraging and suggest our approach may be effective in identifying the timing of
relevant weather conditions for agriculture in realistic settings.

6.2 Impact of uniform warming scenarios

Regression coefficients for weather variables are difficult to interpret so we focus on the sensitivity of TFP
growth to a uniform warming. This approach also allows comparing projected impacts across regions.

Table 6.2 shows the impact of a 1°C warming for models based on weather variables aggregated according
to various seasons. The first column corresponds to a model based on our estimate of the true season. The
subsequent columns show results for models based on arbitrary seasons, corresponding to the winter, spring,
summer, fall and the entire year. Rows in the table indicate regions. Entries in the table correspond to the
impact estimate in log points for each model and region.

For models based on our estimate of the true season (first column), we detect a statistically significant
effect of the 1°C warming in all regions except in the Pacific Northwest.12 Unsurprisingly, the projected
impacts are particularly noticeable in the Midwest region. A uniform 1°C warming appears to decrease TFP
growth by about 4%.

Importantly, and as anticipated by our simulations, lengthening the season to the whole year tends to
bias impact estimates. In this case the bias is towards 0. We also find that the models based on our estimate
of the true season do not systematically point to larger or smaller impacts than models based on arbitrary
seasons (that are presumably incorrect).

12Generally, estimates based on the arbitrary seasons tend to be similar if those seasons are close to our estimate of the true
season.
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Figure 6: Estimates of the true season based on the proposed grid search by USDA Climate Hub region.

Table 3: Impact of a uniform 1°C warming on agriculture TFP growth rate
Region \Season Optimal Winter (1-3) Spring (4-6) Summer (7-9) Fall (10-12) Annual (1-12)

Pacific Northwest 0.0067 0 -0.0017 0.0032 0 0.0079
(0.0056) (0.0038) (0.0041) (0.0042) (0.0048) (0.0088)

Northern Plains -0.0303 *** 0.003 -0.0129 *** -0.0155 ** 0.0041 -0.0035
(0.0065) (0.0033) (0.0046) (0.0065) (0.0041) (0.0082)

Midwest -0.0438 *** -0.0038 0.0049 -0.0471 *** 0.0128 *** -0.0126
(0.0039) (0.003) (0.0044) (0.0047) (0.0035) (0.0076)

Northeast -0.0041 *** -0.0063 *** -0.0016 -0.0176 *** 0.0084 *** -0.0066
(0.0012) (0.0021) (0.0034) (0.0036) (0.0023) (0.005)

Southwest -0.0043 * -0.004 0.0108 *** -0.0031 0.0014 0.0101
(0.0025) (0.0029) (0.0029) (0.0044) (0.0029) (0.0064)

Southern Plains -0.0164 *** -0.0022 -0.0065 -0.0174 *** 0.0105 * -0.0044
(0.0041) (0.0038) (0.0072) (0.0057) (0.0054) (0.0113)

Southeast -0.0396 *** 0 0.0133 *** -0.0396 *** 0.0177 *** 0.0019
(0.0038) (0.0027) (0.005) (0.0038) (0.0035) (0.0074)

Notes: Symbols *, **, ***, correspond to significance levels of 10, 5, 1 percent. Optimal seasons for each region: New England (Sep-

Dec), Mideast (Apr-Aug), Great Lakes (May-Sep), Plains (May-Aug), Southeast (May-Aug), Southwest (Jan-Apr), Rocky Mountain

(May-Sep), Far West (Jun-Oct).
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7 Conclusion

There is a growing literature documenting the impacts of weather shocks on agricultural outcomes. These
studies require researchers to make assumptions about the timing of relevant weather conditions. These
modeling choices are not always obvious.

In this study we show that these seemingly innocuous modeling decisions can have serious consequences.
We show that selecting an incorrect season essentially introduces non-classical measurement error in weather
regressors. This translates into biases in unknown direction in the estimation of weather effects and impacts.
We confirm these issues analytically, in simulations and find suggestive evidence this is occurring in a real-
world application to US agricultural TFP growth rates. This raises important questions about the robustness
of impact estimates especially in contexts dealing with aggregate agricultural data in which timing issues
are more elusive.

To deal with these issues, we propose a grid search approach to recover the true underlying seasonality
from the data. The underlying principle is that if the selected season by the researcher matches the true
season in the DGP, than this should confer a superior model fit. We harness this idea and develop a
cross-validation grid search approach that assesses the out-of-sample fit of models based on a wide range of
candidate seasons. We provide evidence based on simulations that our approach is effective at recovering
the true seasons under certain assumptions, sometimes even when the type of weather variable selected does
not that match the DGP.

Applying our approach to a state-level panel of US agricultural TFP growth rates, indicates that our
approach points to substantially different impact estimates than models based on commonly used seasons.
This suggest that our approach could have important practical implications in developing more robust
estimates of climate change impacts on agriculture and possibly in other contexts.

Our approach, however, has several caveats that we think future research could address. One of the
limitations is our current implementation imposes additivity of weather variables within the selected season.
We also do not consider cases with multiple seasons or different set of weather variables. More work can
certainly improve this attempt to bring some much needed guidance to the empirical analysis of weather
effects on agricultural production.
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Appendix

Figures
A.1 Map of USDA Climate Hub regions for the lower 48 states
A.2 Map of weights used for aggregation of fine-scale weather data to the state level
A.3 Simulated results for the impact of a 1°C uniform warming (cross variables and spring season)
A.4 Simulated results for the impact of a 1°C uniform warming (cross variables and fall season)
A.5 Simulated results for the impact of a 1°C uniform warming (cross variables and winter season)
A.6 Simulated results for the impact of a 1°C uniform warming (cross variables and annual)
A.7 Simulated results of the grid search approach (cross variables and spring season)
A.8 Simulated results of the grid search approach (cross variables and fall season)
A.9 Simulated results of the grid search approach (cross variables and winter season)
A.10 Simulated results of the grid search approach (cross variables and annual)
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Figure A.1: Map of USDA Climate Hub regions for the lower 48 states

Notes: The color scale reflect the cropland weights associated with each PRISM grid cell.

Figure A.2: Map of weights used for aggregation of fine-scale weather data to the state level
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Figure A.3: Simulated results for the impact of a 1°C uniform warming (cross variables and spring season)
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Figure A.4: Simulated results for the impact of a 1°C uniform warming (cross variables and fall season)
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Figure A.5: Simulated results for the impact of a 1°C uniform warming (cross variables and winter season)
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Figure A.6: Simulated results for the impact of a 1°C uniform warming (cross variables and annual)
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Figure A.7: Simulated results of the grid search approach (cross variables and spring season)
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Figure A.8: Simulated results of the grid search approach (cross variables and fall season)
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Figure A.9: Simulated results of the grid search approach (cross variables and winter season)
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Figure A.10: Simulated results of the grid search approach (cross variables and annual)
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