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Do Extreme CIT Positions Have Market Impacts in Grain Futures Markets? 

The “Masters Hypothesis” argues that the growing buying pressure from commodity index funds 

since 2000 drove up food and energy prices. A group of studies use linear Granger causality 

tests to examine the relationship between the speculative pressure and futures prices in 

agricultural futures markets. Some of them find little evidence to support the Masters 

Hypothesis, however, some of them find significant statistical links between the two series. We 

add the results from the quantile Granger causality test and the newly developed quantile 

dependence measure called cross-quantilogram to the standard linear Granger causality tests. 

Our findings suggest from 2004 to 2019, both extreme quantiles and the mean frameworks do not 

provide any supporting evidence for the Masters Hypothesis.  

Key words: Agriculture; Commodity; Futures markets; Index investment; Masters Hypothesis 

 

Introduction 

From early 2000, with the financialization of the commodity markets, billions of dollars flushed 

into the markets. Meanwhile commodity prices exploded around 2004, along with the increase in 

food prices. Critics linked these two events together; and they blamed index funds and index 

traders’ speculative activities for raising the grain commodities prices. The idea that speculative 

pressure drives up commodity prices was very popular. Michael Masters, a hedge fund manager 

is a leading proponent for this view. He argues that the speculative pressure comes from the 

massive demand from the index funds and such demand-side pressure causes the price bubbles in 

commodities markets. Irwin and Sanders summarize his argument and term it as the “Masters 

Hypothesis” (2012a).  

Along the trend of the financialization of the commodities markets, there are a series of studies 

investigating the empirical relationship between index positions and commodity prices and 

testing the Masters Hypothesis. However, these studies’ findings are divided. Some find that 

there is little evidence in support of the Masters Hypothesis. For example, Aulerich et al. (2013) 

apply the Granger causality tests on 12 agricultural commodities during the period when these 

commodities index positions had rapid growth. They do not find any statistical link between the 

positions and futures returns. Gilbert (2010a), Gilbert and Pfuderer (2014) find no causality 

between speculations and returns for either grain or livestock markets. Etienne et al. (2018) apply 

the structural vector autoregressive model on four different measures of speculations for corn, 

and they find corn’s prices are largely impacted by fundamental factors. Lehecka (2015) applies 

the Toda and Yamamoto Granger causality model and he shows speculative measures do not 

account for the behavior of prices. Capelle-Blancard and Coulibaly (2011) use the innovative 

seemingly unrelated regression system to show that after control the correlation between 

different markets, index investments cannot explain the increasing prices in agricultural 

commodity prices.  

However, some studies have opposite conclusions and they show index funds are the cause of the 

increase in commodity prices. For example, Robles et al. (2009) use the Granger causality test 

and they show that the speculative pressures increase the spot prices of agricultural commodities. 
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Gilbert (2010b), Gilbert and Pfuderer (2012) find significant relationship bewteen index 

positions and an index of food price changes and food price returns in less liquid agricultural 

markets (soybean oil, feeder cattle, live cattle, and lean hogs).  

The above literature uses linear Granger causality tests with conditional mean regression models. 

The limitation of the linear framework is that for causal relations lie in the tails of the 

distributions, they do not have the power to detect them. As both CIT positions pressure and 

futures returns have heavy tails, information in tails are worth investigating as Lee and Yang 

(2012) argue that for some relationships fail to present in mean, they might be available in tails.  

In this study, we apply both linear-based Granger causality methods and quantile-based Granger 

causality methods to test for the Masters Hypothesis using commodity index traders (CIT) 

weekly positions and corresponding nearby futures prices for corn, soybean, CBOT wheat, and 

KCBT wheat futures markets from 2004 to 2019. We first want to confirm the findings of prior 

studies by checking the causal relationship in mean. Then with quantile-based methods, we want 

to explore if such causal relations are available in extreme quantiles.  

The first quantile-based method is the quantile Granger causality test where we can estimate the 

quantile causal effects with quantile regressions. This method detects the two variables causal 

relations by focusing on both series lower and upper quantiles, which helps us to see how the 

large increase or decrease in returns respond to the corresponding large increase or decrease in 

index positions. The second method is a newly developed approach named cross-quantilogram 

(CQ). This method has the following benefits. First, in contrast to previous studies looking into 

causal linkage and focusing on conditional mean of two series, CQ captures the lead-lag 

relationships across all parts of distributions. This approach extends the discussion by focusing 

on extremely large positions where the markets believe have the most valuable insider 

information; and returns from the extremely negative to the extremely positive values that reflect 

futures prices movements from two directions. Another advantage of the CQ approach is that it 

does not require moment conditions as it focuses on quantile hits, and for time series variables, 

which usually have heavy tails, this method is applicable to them (Fama 1965). This also means 

CQ does not need the time series to meet a specific distributional assumption. CQ only requires 

the time series to test causality to be stationary. Also, CQ approach includes very long lags in the 

causality test, which means we can cover the complete life cycle of futures contract without 

concerns about degree-of-freedom. This paper is the first to apply CQ to test for the Masters 

Hypothesis.  

The remaining parts of the paper is organized as follows. The second section discusses the 

methodologies to test the causal relationship between positions pressure and futures returns. The 

third section introduces the dataset we use. The fourth section presents the empirical results and 

discusses if our results are in line with previous literatures findings. The fifth section concludes 

the paper and provides some thoughts for the future work.  

Methodology 

Standard Granger Causality 

The first set of tests we apply for the Masters Hypothesis is the standard Granger Causality (GC) 

test (Granger, 1980). The specification of the test is shown as below: 
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(1)        𝑅𝑒𝑡𝑢𝑟𝑛𝑡 = 𝛼𝑡 + ∑ 𝛾𝑖
𝑚
𝑖=1 𝑅𝑒𝑡𝑢𝑟𝑛𝑡−𝑖 + ∑ 𝛽𝑗

𝑛
𝑗=1 𝛥𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑡−𝑗 + 𝜖𝑡              

where 𝑅𝑒𝑡𝑢𝑟𝑛𝑡 is the log-difference in nearby weekly futures prices for a given market at time t, 

and 𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑡 is the measure of CIT net long positions in the same market. The null hypothesis 

of the standard GC test is that 𝛽𝑗  is zero, suggesting that CIT positions do not Granger-cause 

futures returns. And to show if CIT net long positions indeed drive up the futures prices, the 

alternative hypothesis is 𝛽𝑗  is greater than zero.  

To decide how many lagged periods we need to set up for both returns and positions in the 

model, we apply the Akaike Information Criterion (AIC) for the model selection. The lag orders 

for both returns and positions is one from the AIC estimates (m=1, n=1).  

But we should be skeptical about the standard GC test results, as this test may omit the true 

driver for both variables of interests in our model; also, this test is based on the assumption that 

the relationship between the two variables should be linear, otherwise the test results are not 

revealing the true Granger causality from one to another (Irwin, 2013).  

Augmented Granger Causality 

The second set of the tests is the augmented GC test that applies the VAR model to detect the 

dynamic causal relationship between two cointegrated time series variables. When two time 

series are cointegrated, or when they are not strictly stationary, traditional GC test tends to 

conclude with a spurious relationship, and the results are not valid (Granger 1980, Engle and 

Granger 1987). To avoid the inaccurate test results, we follow Toda and Yamamoto (1995)’s 

procedure to test for Granger causality in the VAR models that take care of the cointegration and 

stationarity. This model’s Chi-square distribution hold asymptotically. The model is specified as 

below: 

(2)        [
𝑅𝑒𝑡𝑢𝑟𝑛𝑡

𝛥𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑡
] = ∑ [

𝛾1,𝑖 𝛾2,𝑖

𝛾3,𝑖 𝛾4,𝑖
]

𝑝+𝑑𝑚𝑎𝑥
𝑖=1 [

𝑅𝑒𝑡𝑢𝑟𝑛𝑡−𝑖

𝛥𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑡−𝑖
] + [

𝛼1

𝛼2
] + 𝑡 [

𝛽1

𝛽2
] + [

𝜖1,𝑡

𝜖2,𝑡
]. 

The augmented Granger Causality procedure has the following steps: first, test for each series 

order of integrations using Augmented Dickey-Fuller (ADF) test and determine the value of 

𝑑𝑚𝑎𝑥. 𝑑𝑚𝑎𝑥 is the maximum order of integration of two series; second, set up the VAR model 

and use the AIC to determine the optimal lags 𝑝 for the system; third, use the augmented lags 

𝑝 + 𝑑𝑚𝑎𝑥 to the VAR system and apply the Wald-test to check if the coefficients before the 

bivariate vector of price and position are jointly zero.  

The augmented GC framework includes the constant terms 𝛼1 and 𝛼2, the linear time trend 𝛽1 

and 𝛽2, along with the error term 𝜖1,𝑡 and 𝜖2,𝑡. The null hypothesis of the augmented GC test is 

that 𝛾2,𝑖 or 𝛾3,𝑖 = 0, for all 𝑖 = 1,2,3, … 𝑝, indicating that CIT net long positions do not Granger-

cause futures returns or the other way around.  

Quantile Granger Causality 

The third set of the test is the quantile GC test proposed by Lee and Yang (2012); and by 

Chuang, Kuan and Lin (2009). The quantile GC framework is a non-parametric approach that 

captures the causal relationship at different quantile levels. The traditional GC test only looks at 
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one part of the conditional distribution: mean; however, information is also available in different 

quantiles (Troster, 2016). Evidence has found that conditional mean causal relationships between 

money and income relationship is not significant, whereas, their relationship is significant in tail 

quantiles (Lee and Yang, 2012).  

For a given quantile level 𝜏, if 𝑥 does not Granger cause 𝑦, then we have: 

(3)           𝑄𝑦𝑡
(𝜏|(𝒴, 𝒳)𝑡−1) = 𝑄𝑦𝑡

(𝜏|𝒴𝑡−1), ∀ 𝜏 ∈ (0,1) 

where 𝑄𝑦𝑡
(𝜏|ℱ) is the 𝜏-th quantile of 𝐹𝑦𝑡

(∙ |ℱ), and 𝐹𝑦𝑡
(∙ |ℱ) is the conditional distribution of 

𝑦𝑡. The Granger causality test in quantiles is based on the quantile regression developed by 

Koenker and Bassett (1978). To test the Granger causality from CIT positions pressure to futures 

returns in selected conditional quantile levels, we specify the relationship as follows: 

(4)        𝑅𝑒𝑡𝑢𝑟𝑛𝑡 = 𝛼1,𝑡 + ∑ 𝛾1,𝑖
𝑚
𝑖=1 (𝜏)𝑅𝑒𝑡𝑢𝑟𝑛𝑡−𝑖 + ∑ 𝛽1,𝑗 (𝜏)𝑛

𝑗=1 𝛥𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑡−𝑗 + 𝜖1,𝑡(𝜏).  

The null hypothesis of no Granger causality from CIT net long positions is that  𝛽1,𝑗(𝜏) = 0, for 

all 𝑗 = 1,2,3, … 𝑝. As the quantile framework has the asymptotic normality, we can use the Wald 

statistics to check the significance of the entire parameter process 𝛽1,𝑗(𝜏). We also use the AIC 

for model selection, and the AIC estimates return a one-lag period for both series (m=1, n=1).  

Cross-Quantilogram  

The last methodology is the cross-quantilogram (CQ) proposed by Han et al. (2016) that has the 

following advantages: CQ captures the directional lead-lag relationships across all parts of 

distributions; CQ does not require moment conditions; CQ only requires the time series to be 

stationary; and CQ includes long lags, avoid concerns about degree-of-freedom. 

Suppose we have two time series 𝑥1,𝑡 and 𝑥2,𝑡, and they are both strictly stationary. Their 

cumulative distribution is 𝐹𝑖  (∙), and their density function is 𝑓𝑖 (∙). We define the quantile 

function of each series as 𝑞𝑖 (𝛼𝑖) = inf(𝑣: 𝐹𝑖(𝑣) ≥ 𝛼𝑖) , ∀𝛼𝑖 ∈ (0,1). This quantile function 

returns the minimum quantile of 𝑥𝑖 for the probability at 𝛼𝑖. CQ model is specified as below: 

(5)        𝜌𝛼(𝑘) =
𝐸[𝜓𝛼1

(𝑥1,𝑡−𝑞1(𝛼1))𝜓𝛼2
(𝑥2,𝑡−𝑘−𝑞2(𝛼2))]

√𝐸[𝜓𝛼1
2 (𝑥1,𝑡−𝑞1(𝛼1))]√𝐸[𝜓𝛼2

2 (𝑥2,𝑡−𝑘−𝑞2(𝛼2))]
                      

where 𝜓𝛼𝑖
(𝑢) ≡ 1(𝑢 < 0) − 𝛼𝑖 is a check function that captures the direction of deviation from 

a given quantile; 𝑘 = 0, ±1, ±2, …. For the CQ model, 𝜓𝛼𝑖
(∙) indicates that at time 𝑡, if our 

observed time series value is smaller than a given quantile level, 𝜓𝛼𝑖
(∙) returns −𝛼𝑖; on the other 

hand, if our observed value is greater than the given quantile level, 𝜓𝛼𝑖
(∙) returns 1 − 𝛼𝑖, which 

is greater than 0. This can be summarized as {1[𝑥𝑖,𝑡 < 𝑞𝑖(∙)] − 𝛼𝑖} to represent the quantile-hit or 

the quantile-exceedance process (Han et al., 2014), where 1[∙] is an indicator function.  
 

Suppose we observed two empirical sample time series specified as {𝑥1,𝑡 , 𝑥2,𝑡}𝑡=1
𝑇 . First, we need 

to estimate the unconditional quantile functions 𝑞�̂�(∙) by solving for the following minimization 

functions: 
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(6)        𝑞�̂�(𝛼𝑖) = argmin
𝑣𝑖∈ℝ

∑ 𝜋 𝛼𝑖
(𝑥𝑖,𝑡 − 𝑣𝑖)

𝑇
𝑡=1                                              

where 𝜋 𝛼𝑖
(𝑢) ≡ 𝑢(𝛼𝑖 − 1[𝑢 < 0]), 𝑖 = 1,2. Then for a set of quantiles {𝛼1, 𝛼2}, we can plug in 

the estimated quantile function 𝑞�̂�(𝛼𝑖), and the sample cross-quantilogram is: 

(7)        �̂�𝛼(𝑘) =
∑ 𝜓𝛼1

𝑇
𝑡=𝑘+1 (𝑥1,𝑡−𝑞1̂(𝛼1))𝜓𝛼2

(𝑥2,𝑡−𝑘−𝑞2̂(𝛼2))]

√∑ 𝜓𝛼1
2 (𝑥1,𝑡−𝑞1̂(𝛼1)𝑇

𝑡=𝑘+1 )√∑ 𝜓𝛼2
2𝑇

𝑡=𝑘+1 (𝑥2,𝑡−𝑘−𝑞2̂(𝛼2))
             

where 𝑘 = 0, ±1, ±2, …(Han et al., 2016). The cross-quantilogram statistics �̂�𝛼(𝑘) captures the 

directional predictability between two series at a given quantile set. �̂�𝛼(𝑘) ∈ [−1,1], and when 

�̂�𝛼(𝑘) = 0, this suggests that there is no directional predictability between two series. To test the 

predictability from one time series to another, from one lag to 𝑘 lags, we follow the quantile 

version of the Ljung-Box-Pierce statistic test proposed by Han et al. (2016). To test if there is 

any directional predictability from 𝑥2,𝑡 to 𝑥1,𝑡, for 𝑘 ∈ {1,2, … , 𝑝}, the null hypothesis is 

𝐻0: 𝜌𝛼(1) = 𝜌𝛼(2) = ⋯ = 𝜌𝛼(𝑝) = 0, against the alternative hypothesis 𝐻𝑎: 𝜌𝛼(𝑘) ≠ 0. The 

test statistics is: 

(8)        �̂�𝑎
(𝑝)

=
𝑇(𝑇+2) ∑ �̂�𝛼

2 (𝑘)
𝑝
𝑘=1

𝑇−𝑘
                                                      

where �̂�𝑎
(𝑝)

 is the portmanteau test statistics for our directional predictability hypothesis. The 

corresponding critical values for the portmanteau test (Han et al., 2016) are derived from the 

stationary bootstrap of Politis and Romano (1994). The stationary bootstrap is a block bootstrap 

procedure and the length of each block is randomly determined. The strength of the block 

bootstrap is that it can reach a high convergence rate using nonparametric estimation to find 

critical values regardless of the distribution. The stationary bootstrap constructs confidence 

interval for each estimated the statistic of 𝑝 cross-quantilograms {𝜌𝛼(1), 𝜌𝛼(2), … , 𝜌𝛼(𝑝)} 
(Han et al., 2016).  

Data 

Supplemental Commitments of Traders (SCOT) Report 

This paper uses the SCOT report published by the Commodity Futures Trading Commission 

(CFTC) to collect the commodity index traders’ positions of Chicago Board of Trade (CBOT) 

corn, CBOT wheat, CBOT soybeans, and Kansas City Board of Trade (KCBT) wheat.  

SCOT reports are published every Friday at 3:30 p.m. Eastern time by CFTC and the historical 

data are available back to 2006. SCOT are available to the public as the response to complaints 

that the legacy Commitments of Traders (COT) were not accurate for classifying commercials 

and noncommercial. As more index funds flow into the market since 2000, if a long-only index 

fund hedges its positions with swap dealers in the futures market, this fund may be classified as 

commercials, but the purpose of such hedging has speculative behavior (CFTC, 2006). With the 

SCOT reports, we can look into the category of index traders and avoid the uncertainties from 

classifying positions with different underlying purpose.  
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In the SCOT reports, four categories’ positions add up to the market’s open interests, and these 

categories’ relationship are specified as below: 

(9)        𝑁𝐶𝐿−𝐶𝐼𝑇𝐿 + 𝑁𝐶𝑆−𝐶𝐼𝑇𝑆 + 2𝑁𝐶𝑆𝑃 + 𝐶𝐿−𝐶𝐼𝑇𝐿 + 𝐶𝑆−𝐶𝐼𝑇𝑆 + 𝐶𝐼𝑇𝐿 + 𝐶𝐼𝑇𝑆 + 𝑁𝑅𝐿 +
𝑁𝑅𝑆 = 2 ∙ 𝑇𝑂𝐼                                                  

where 𝑁𝐶𝐿−𝐶𝐼𝑇𝐿  (𝑁𝐶𝑆−𝐶𝐼𝑇𝑆) and 𝐶𝐿−𝐶𝐼𝑇𝐿 (𝐶𝑆−𝐶𝐼𝑇𝑆) are noncommercial long (short) and 

commercial long (short) positions after removing the long (short) positions of index traders. 

𝐶𝐼𝑇𝐿 (𝐶𝐼𝑇𝑆) are index traders long (short) positions. 𝑁𝑅𝐿 (𝑁𝑅𝑆) are nonreporting long (short) 

positions. 𝑁𝐶𝑆𝑃 are the positions of noncommercial spreading positions.  

CFTC provides additional data from 2004 to 2005 as a response to the observation that before 

2006 there had been position buildup in index traders’ positions (Aulerich et al., 2013; Brunetti 

and Reiffen, 2012; Sanders et al., 2010; Sanders and Irwin, 2011). Our study includes index 

traders’ positions from January 6, 2004 to December 31, 2019, with 853 weekly observations for 

each of the four markets.  

Following Irwin’s (2013) measure of CIT positions that directly reflect the “weight” of index 

positions as the drive for futures prices, we use CIT net long positions to calculate the pressure of 

index positions. There are two ways to measure index positions pressure. First, we use the 

change in net long positions. Second, we use the percentage change in net long positions.  

The descriptive statistics for CIT net long positions and the two measures of index positions 

pressure are included in Table 1. All of the series are stationary based on the Augmented Dickey-

Fuller (ADF) test, except for corn’s CIT net long positions. For net long positions, four 

commodities are all left-skewed. They all have positive Kurtosis, indicating they all have heavy-

tailed distribution. The Jarque-Bera (JB) test’s null hypothesis is that a series has normal 

distribution. We can observe that four series reject the null hypothesis, suggesting none of them 

are normally distributed. For the two measures of index positions pressure, most of them are 

right-skewed and have heavy tails. The JB test suggest non-normal distribution for all of them.  

Futures Returns 

For the four markets of interests, the futures returns are the percentage change in nearby futures 

prices. To avoid the inconsistency in price series with contract rollovers, we calculate the return 

using the same nearest-to-expiration contract. Nearby futures are the nearest-to-expiration 

contract, the expiration month is not included. Since CFTC compilate the data for Friday’s 

SCOT report on Tuesday, we use Tuesday’s closing price to represent the price observation for 

each week.  

 

The descriptive statistics for returns are presented in Table 1. For all of the four commodities, 

their returns are stationary. Corn and soybean’s returns are left-skewed, and two wheat 

commodities are right-skewed. All series have heavy tails and the JB test suggest none of them 

are normally distributed.  

 

The contemporaneous relationship between CIT positions and futures prices for four 

commodities are summarized in Figure 1. Take corn as an example, since 2006 it does seem like 

futures prices are following the build-up of index traders’ positions. But if we look into the 
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periods of 2004-2006, futures prices are relatively stable compared to the rising patterns of index 

positions. Whether it is the index positions driving up grain futures prices or it is mere 

coincidence, we need more formal statistical tests to unravel the relationship between CIT 

positions and futures prices.  

 

Results and Discussion  

Standard Granger Causality Test Results 

Standard Granger Causality (GC) test results are summarized in Table 2. The results suggest that 

2004-2009 positions do not Granger cause future returns for all of the four commodities except 

CBOT wheat. However, when we look into the coefficients before the positions, they are 

negative. This means that even though in CBOT wheat futures market, index trader’ positions do 

Granger cause returns, but it fails to drive up the future prices.  

Augmented Granger Causality Test Results 

Augmented GC test results are also included in Table 2. The results are similar to standard GC 

test that all but CBOT wheat have no causal effects from CIT positions to prices from 2004 to 

2019. For CBOT wheat, even though the test results suggest positions Granger cause returns, the 

coefficients before positions are all negative. Our findings fail to support Masters Hypothesis, 

and we find that although CIT positions have causal effects on futures prices, they do not drive 

up the prices.  

Quantile Granger Causality Test results 

We use quantile GC test to detect the causality relationship in quantiles between CIT positions 

and grain futures prices. We consider four pairs of quantile levels for the CIT position pressures 

and corresponding futures returns: 0.1, 0.25, 0.75, 0.9, as both series have heavy tails. These four 

quantile levels capture the information in both upper and lower tails. The Wald-test statistics and 

p-values are presented in Table 3, for observations from 2004 to 2019. The test results suggest 

that in general, CIT positions pressures fail to Granger cause futures returns over the tail regions, 

which means the increasing CIT positions do not Granger cause the inflation in futures prices.  

For each measure of CIT positions pressures, for all of the four commodities, we have 16 pairs 

between the pressure and returns. For both the changes in index traders’ net longs and percentage 

change in net longs, there are only 5 out of 16 cases that have significant causal relationships. 

For example, when corn’s positions pressures and returns are both in 0.9 quantiles, we fail to 

reject the null hypothesis that there are no causal effects from positions to prices. We also find 

similar significant causalities from positions to prices for soybeans in 0.1 and 0.25 quantiles, 

CBOT wheat for all quantiles. However, we further find the estimated coefficients before 

positions are all negative. This suggest that even though there are significant causal effects from 

CIT positions to prices in some commodities’ futures markets, positions do not positively cause 

the increase of futures prices.  

Cross-Quantilogram Results  

The cross-quantilogram (CQ) results for each of the four grain futures markets are presented in 

Figures 2 – 5. For each commodity, there are 16 pairs of cross-quantilogram results. This is 
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because like what we have in the quantile GC test, we are interested in the tail regions of each 

heavy-tailed series. We set up four quantiles for CIT positions pressure and each commodity’s 

futures returns, i.e. 0,1, 0.25, 0.75, 0.9. These four quantiles represent the extremely low, low, 

high, and extremely high values in positions pressure and returns. An advantage of CQ is that it 

detects the dynamics of the Granger causality from a series to another, which means that for a 

given quantile of positions pressure, we can measure the pairs between this given quantile of 

pressure and the four extreme levels of returns. CQ helps us to complete the discussion of 

Granger causality by assessing the relationship of two series in tails; and CQ extends the test for 

Masters Hypothesis by not limiting to series conditional mean and using a linear framework, 

instead it looks into the tail quantiles of the CIT pressure and corresponding futures returns 

respective distribution.   

For each commodity, we have 16 subplots that represent the 16 pairs between the four quantile 

levels of CIT positions pressure and returns. This makes it possible for us to observe how large 

movements in returns react to the large movements in CIT positions pressures. These subplots 

are organized in four parts: (a) – (d), where each part represents the estimated sample CQ 

between a given quantile of CIT positions pressure and four quantiles of returns, from the 

extremely large decrease in returns to the extremely large increase in returns. The positions 

pressure is the change in CIT net long positions and for (a) – (d), pressure quantile is 0.1, 0.25, 

0.75, 0.9 respectively*. For each subplot, the black bar is the estimated sample CQ at different 

lag 𝑘, i.e., �̂�𝛼(𝑘). The red-dashed lines represent the 95% bootstrapped confidence intervals for 

no directional predictability with 1,000 bootstrapped replicates. We include 13 lags as it is the 

largest lag order reported by AIC.  

 

For CIT positions pressure in low quantiles, i.e., large decrease in CIT net long positions, in long 

term, most of the estimated CQ statistics are insignificant in CBOT wheat market, indicating that 

large decrease in CIT net longs do not Granger cause large movements in returns. For corn, 

soybean and KCBT wheat markets, we observe some cases that large increase in returns follow 

the large decrease in pressure. These results suggest Granger causality, but the relationship is 

opposite to the argument of the Masters Hypothesis. Here the large decrease in index net long 

positions do not Granger cause great negative returns, showing futures prices do not move along 

and follow the movements of CIT net long positions. In short term, there are some significantly 

negative CQ statistics for KCBT wheat large increase in returns, which fails to support the 

Masters Hypothesis.  

For CIT positions pressure in high quantiles, i.e., large increase in CIT net long positions, in long 

term, the majority of the estimated CQ statistics are not significant. In corn and soybean futures 

markets, we observe a few significantly positive CQ statistics for returns in left tails; and 

significantly negative CQ statistics for returns in right tails. These findings all indicate the 

negative causal relationship between the increase in large CIT net long positions and the increase 

in large futures prices. There are only a few cases in CBOT wheat and KCBT wheat markets, 

where we observe significantly positive CQ statistics for returns in 0.75 and 0.9 quantiles, and 

significantly negative CQ statistics for returns in 0.1 quantiles. In short term, all of the significant 

 
* To save space we do not include the results for the percentage change in CIT net long positions. Results are available 

upon request. 
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CQ statistics show negative directional dependence between two variables for all the pairs of 

quantile levels.  

The portmanteau test statistics are summarized in Table 4. It tests on the futures returns’ 

directional dependence on CIT net long positions pressure for events up to 13 lags for each pair 

of quantile levels. The test results confirm the insignificance of the quantile correlation for each 

of the four commodities. The test statistics are significant in 6 out of 64 cases, meaning in 

general we fail to find any supporting statistical links between the two variables.  

Discussion  

We use the linear Granger causality models as the benchmark to compare with the two non-

parametric quantile models that focus on the tails of time series distributions. With the linear 

models we do not find any causal relationships from CIT positions pressure to returns. Our 

findings are consistent with the findings from prior studies (Lehecka, 2015; Irwin, 2013). Then 

with both quantile Granger causality test and cross-quantilogram, we can detect the causal 

relationship between two variables in different quantiles which could not be detected with the 

linear frameworks. Especially for pressure and returns that both have heavy tails, these two 

methods circumvent the limitations of the linear models which only focus on the conditional 

mean of the distribution.  

After testing the quantile dependence relationship between the two variables, we do not find any 

supporting statistical evidence for the hypothesis that CIT net long positions create buying 

pressure and drive up food prices. The results from quantile Granger causality test suggest that 

there is no dependence relationship from both lower and upper levels of quantiles. And the test 

results from cross-quantilogram further suggest that no matter it is in long term or short term, 

large movements in CIT net long positions do not Granger cause large movements in futures 

prices. In summary, all the tests results suggest index traders do not affect commodity futures 

prices. The quantile-based causality approaches complement the evidence that are in contrast to 

the Masters Hypothesis by showing there is no Granger causality in tail quantiles of both 

positions pressure and returns. Index traders are more like trend-followers in the markets and the 

comovement of two series are likely to be caused by another factor or just mere coincidence.  

Conclusions 

This paper uses two standard linear Granger causality tests and two quantile Granger causality 

methods to test for the hypothesis that if there is any causal relationship from CIT net long 

positions to futures prices in mean and in the extreme quantile levels for four grain futures 

markets. We first apply the linear methods to show that in mean, two series do not have any 

relationships, or they only have significantly negative relationship. We also apply the quantile-

based methods to first show that when two series are both in low and upper quantiles, there is no 

causal relationship from CIT positions to prices. Then we apply the cross-quantilogram to test 

that at a given tail quantile of positions pressure, there is no causal relationship from it to returns 

in both lower and upper quantiles.  

Our findings provide more evidence to show that Masters Hypothesis is not valid in grain futures 

markets and our findings are in line with the arguments that index investments are not the cause 

for the bubbles in food prices (Irwin and Sanders, 2012b). We show that not only in means but 
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also in tail quantiles of these two series, there is no relationships or there is only negative 

relationship. However, there are still some rare cases, like in CBOT wheat and KCBT wheat 

futures markets, where we find some positive dependence from large increase in positions to 

large increase in returns. This might be caused by structural break around 2010 when futures 

prices started to drop as we can observe in Figure 1. We can split our dataset into two parts, one 

is before 2010 and the other one is after 2010. Then we can re-run the tests and see if such rare 

cases are still available.  
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Table 1. Summary Statistics 

  Obs (n) Min Max Mean Std. Dev Skewness Kurtosis JB Test ADF Test 

Return          

Corn 835 -16.493 18.410 -0.151 3.954 -0.004 5.179 165.166*** -8.348*** 

Soybean 835 -15.668 11.337 0.064 3.365 -0.235 4.131 52.179*** -8.272*** 

CBOT Wheat 835 -17.625 16.837 -0.225 4.330 0.203 4.032 42.835*** -9.751*** 

KCBT Wheat 835 -16.373 16.215 -0.169 4.131 0.124 3.771 22.803*** -9.323*** 

CIT Net Long Positions          

Corn 835 64646 503937 332391 85528.832 -0.822 3.561 105.074*** -2.950 

Soybean 835 27101 201251 128727 36529.416 -0.848 3.804 122.643*** -3.203* 

CBOT Wheat 835 33696 229565 149459 42851.531 -0.258 2.564 15.885*** -3.142* 

KCBT Wheat 835 12055 66592 37162 12302.797 -0.242 2.187 31.173*** -3.156* 

Change in CIT Net Long Positions          

Corn 834 -44788 60317 213 9194.862 0.291 8.569 1089.385*** -7.83** 

Soybean 834 -23250 27251 138 4519.885 -0.218 9.125 1310.348*** -8.619** 

CBOT Wheat 834 -33227 15010 85 3862.276 -0.660 10.635 2086.522*** -7.958** 

KCBT Wheat 834 -6400 14342 45 1641.455 0.812 12.361 3136.496*** -9.543** 

Percentage (%) Change in CIT Net 

Long Positions          

Corn 834 -14.007 21.958 0.159 3.052 0.516 9.622 1560.829*** -8.161** 

Soybean 834 -20.146 23.204 0.197 3.697 0.342 10.090 1762.903*** -8.289** 

CBOT Wheat 834 -20.405 14.166 0.136 2.811 -0.206 9.132 1312.645*** -7.468** 

KCBT Wheat 834 -19.574 26.412 0.165 4.223 0.473 8.231 981.879*** -9.010** 

                    

Notes: *, **, and *** are the significance level at 10%, 5%, and 1% respectively.  Skewness measures the symmetry of a series’ distribution, when it is negative, 

it indicates the distribution is left-skewed; whereas when it is positive, it indicates the distribution is right-skewed. Kurtosis measures the tail shape of the 

distribution, when it is negative, it indicates thin-tailed distribution; whereas when it is positive, it indicates heavy-tailed distribution. Jarque-Bera (JB) test is a 

“goodness of fit” test to check if a series has normal distribution. The null hypothesis is that a series has normal distribution. Augmented Dickey-Fuller (ADF) 

test is to check if a series has unit root. The null hypothesis is that a series has unit root. 
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Table 2. Granger Causality Test Results and Augmented Granger Causality Test Results 

 From Positions to Price 

 Standard GC Augmented GC 

 2004-2019 

Panel A: Change in CIT Net Long   
corn - - 

soybean - - 

CBOT wheat ** ** 

KCBT wheat - - 

   
Panel B: % Change in CIT Net Long   

corn - - 

soybean - - 

CBOT wheat ** ** 

KCBT wheat - - 

   
 Notes: *, **, and *** are the significance level at 10%, 5%, and 1% respectively.  “-” indicates there is  

 no causality from index traders’ positions to returns. For significant test results, the coefficients before 

 positions are all negative.  
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Table 3. Granger Causality Test in Quantiles 

 From Positions to Returns 

Quantile Levels 0.1 0.15 0.75 0.9 

Panel A: Change in CIT Net Long 2004-2019 

Corn 0.045 0.517 1.185 14.600*** 

 (0.841) (0.480) (0.264) (0.000) 

Soybean 19.970** 11.372** 1.542 0.116 

 (0.015) (0.026) (0.147) (0.720) 

CBOT Wheat 2.129* 3.082** 7.842*** 6.103** 

 (0.094) (0.032) (0.001) (0.016) 

KCBT Wheat 0.533 0.067 0.069 0.556 

 (0.485) (0.801) (0.778) (0.431) 

     

Panel B: % Change in CIT Net Long     

Corn 0.022 0.001 0.639 12.400*** 

 (0.886) (0.973) (0.493) (0.000) 

Soybean 3.150*** 3.408 1.425 0.003 

 (0.000) (0.136) (0.196) (0.954) 

CBOT Wheat 1.744 3.270** 7.780*** 10.000*** 

 (0.133) (0.032) (0.002) (0.002) 

KCBT Wheat 1.364 0.066 0.070 0.121 

 (0.228) (0.801) (0.776) (0.715) 

          

Notes: *, **, and *** are the significance level at 10%, 5%, and 1% respectively. p-values are in the parenthesis. 

For significant test results, the coefficients before positions are all negative.  
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Table 4. Portmanteau Test Statistics with 13 Lags in Four Grain Futures Markets 

 

Notes: *, **, and *** are the significance level at 10%, 5%, and 1% respectively.  
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Figure 1. Weekly commodity index trader positions and nearby futures prices of CBOT corn, 

soybean, wheat, and KCBT wheat, January 2004 to December 2019 
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Figure 2. Cross-Quantilogram from Changes in CIT Net Long Positions to Returns in Corn 

Futures Market 

 

Figure 3. Cross-Quantilogram from Changes in CIT Net Long Positions to Returns in Soybean 

Futures Market 
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Figure 4. Cross-Quantilogram from Changes in CIT Net Long Positions to Returns in CBOT 

Wheat Futures Market 

 

Figure 5. Cross-Quantilogram from Changes in CIT Net Long Positions to Returns in KCBT 

Wheat Futures Market 
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