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Evaluation Models to Assess
Fleet Vehicle Utilization

by Robert E. Stammer, Jr.*

INTRODUCTION

IN TIMES PAST, fleet management
consisted mainly of traditional motor

Pool activities such as the acquisition
alid maintenance of the organization's ye-
hicles. Changes in employee travel de-
inands, reduced fuel supplies, spiraling
oPerating expenses, and double digit in-

are all factors which have con-
tributed to added responsibilities for
fleet managers. The idea of merely
Maintaining fleet vehicles is being ye-
Placed by management's desire to =-
Prove the productivity of each vehicle.
A tendency to acquire a vehicle on the
basis of its ability to handle a "peak"
demand is no longer acceptable. Thus,
flet managers can benefit from evalu-
aion techniques which quantify a ye-
h!cle's utilization and identify those ve-
hicles which are insufficiently utilized.
The Union Carbide Corporation-Nu-

Clear Division (UCC-ND) is a large pri-
vate employer in Oak Ridge, Tennessee.
1.10C-ND has a contract to operate and
ln,anage three separate facilities on the
,Ii.ePartment of Energy (DOE) reserva-tion. The three plants have approxi-
Plately 15,000 employees and 1,400 ye-
hiFles are used to make numerous trips

and between the three plants.
While intraplant trips are frequently
short, interplant trips may be as short
as 3 miles or longer than 12 miles.
A. recent study of travel patterns and

Vehicle use for these 1,400 vehicles re-
Yeal.ed that many vehicles appeared to
fl3e. insufficiently utilized. Thus, quanti-
Y.1n.g the subjective term "insufficientlyll ilized" and developing vehicle utiliza-
tion evaluation models could, and did,
.ead to vehicle policy changes resulting
1/1 capital, operating, and fuel cost sav-ings.
, The initial fleet management study

included a variety of research ac-Livities. Specific tasks included:
1.

2.

3.

a literature review of fleet man-
agement,
interviews with fleet management
consultants,
interviews with fleet managers,

4. collection of origin-destination
data for approximately 1,400 fleet
vehicles for one month,
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5. development of vehicle utilization
evaluation models,

6. assessments of various fleet man-
agement strategies, and

7. presentation of final study recom-
mendations.

Individuals interested in much more de-
tailed and quantitative information
should consult the original study.

Facts presented in this paper will
highlight the negative and positive as-
pects of four vehicle utilization evalua-
tion models. The four models use math-
ematical techniques such as set theory,
discriminant analysis, linear regression,
and logarithmic transformations. The
paper concludes with a review of the
benefits resulting from using the recom-
mended analytical procedures.

THE PURPOSE OF
VEHICLE UTILIZATION
EVALUATION MODELS

Vehicle utilization evaluation models al-
low fleet managers to evaluate and more
effectively use the vehicles for which they
are responsible. It should be emphasize 
that vehicle utilization evaluation pro-
cedures are intended to be only screen-
ing tools or methods for targeting in-
sufficiently utilized vehicles which are
candidates for further management ac-
tions. The vehicle utilization evaluation
models merely identify the so-called low
utilization vehicles. Once insufficiently
utilized vehicles are identified, fleet
managers must apply other criteria to
make final decisions regarding the con-
tinued role of each vehicle. Essential-
ly, quantitative data regarding vehicle
utilization can assist fleet managers in
making decisions about both individual
vehicles and appropriate total fleet size,
and can also help justify the recommen-
dations presented to upper level manage-
ment.

DATA COLLECTION

Figure 1 shows the research instru-
ment used to collect origin-destination
data and other travel information from
employees for one month. The effort re-
sulted in over 145,000 vehicle utilization
trip records. The trip information was
keypunched, tested, and determined to
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License No.

UNION CARBIDE VEHICLE USAGE LOG

Division Vehicle is Assigned To.  

Pleaae complete the 'following log accuutely and completely to 044i4t U4 with OU4 mandatony eneAgy
comeAvation pRogitam. RecoAd each teg oi any (nip ('tom one location IT/Lip atigin) to any othet location
(14ip De4Lination) (on. att Vu=p Thank you 04 you& aaaatance.

DATE

DISPATCHER'S
SIGNATURE

(if dispatched)

ESTIMATED
TIME OF
RETURN

OPERATOR'S
SIGNATURE

TRIP START TRIP END
TOTAL NO.
OF VEH.

OCCUPANTS

TRIP
PURPOSE
CODE*

START
TIME

BE.7INNINC
ODOMETER

TRIP
ORIGIN

END
TIME

ENDING
ODOMETER

TRIP
DESTINATION

-

-,
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FIGURE 1

— Security Patrol
6 — Return Trip

7 — Other (Pieas. Specify)

be an excellent record of fleet vehicle
utilization. The original UCC-ND study
(2) should be reviewed if additional
facts are desired about data collection
and analysis procedures.
Three vehicle utilization measures

were selected for testing with various
analytical procedures. The three utili-
zation variables used in subsequent
models were:

1. vehicle trips,
2. vehicle miles, and
3. vehicle use (i.e., minutes a vehicle

was in service).

Various vehicle utilization evaluation
models used the number of trips, miles
traveled, and minutes of use over a
month's period to determine if individual
vehicles were being sufficiently utilized.

SELECTION OF
ANALYTICAL TECHNIQUES

Techniques such as simulation, linear
programming and others were consid-
ered with the available vehicle utiliza-
tion variables, and the development of
useful evaluation models using these

techniques appeared unlikely. Therefore,
they were eliminated from further con-
siderations.
The four evaluation techniques select-

ed for further study were:

1. variable rankings and set theory,
2. discriminant analysis,
3. regression analysis, and
4. logarithmic transform functions.

Although these analytical techniques
are certainly not new, there are several

reasons why these procedures appear.e.d
appropriate for evaluating vehicle utili-
zation. A procedure of ranking independ-
ent variables and using set theory to
identify underutilized vehicles was at-
tractive because it is straightforward,
appears to be relatively simple, and. Po's-
sesses inherent flexibility. Discrimina. nt

analysis procedures appeared promising
because they use statistical analyses, of

independent variables (i.e., utilization
variables) to distinguish between suffi-
ciently and insufficiently utilized ve-
hicles. Regression analysis was selected
for further study because of its prospec-
tive use with vehicle utilization indexes
and proven success in other analyses.
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The ease with which regression analyses
Can be performed, the flexibility of using
lirious input variables, and the poten-
tial use with existing fleet data are
Other attractive features of regression
analyses. Similarly, logarithmic trans-
f°rin functions were also selected be-
ca.use of their potential use with ve-
hicle utilization indexes. Since logit
models have been used extensively to
forecast transit riderships and logarith-
mic transform functions can dampen the
ffects of widely varying utilization var-

iables, further investigations were ap-
Propriate.

VEHICLE 
OF

„YEITICLE UTILIZATION
EVALUATION MODELS

The "lin by m Ranking" Technique

Th. is technique consists of both nu-
Merical rankings and comparison pro-
Tclures to identify low utilization ye-

nicles. First, selected vehicle utilization
factors are rankc'd by ascending magni-
tude for each vehicle. Then comparisons
iare performed and vehicles ranking be-
OW designated percentile values for all
Utilization factors become candidates for
-removal or reassignment because of
their low utilization.
.The term "1/n by m Ranking" tech-

111cIlle is a generalized expression indi-
.F,ating a wide range of analyses. The

or "one over n" portion signifies
we cutoff point for a ranked utilization
factor. Regardless of whether the lower
1/5, 1/4, 1/3, or some other portion is
Ilspd, the proper cutoff value for each
Utilization factor should be determined

.analyzing the ranked original values.
This investigation is performed in an at-
teippt to locate an appropriate cutoff
Point where a discrete break occurs in
Me ranked values for each utilization
factor. Graphical techniques may be es-
Pecially helpful in deciding if noticeable
1-lauges exist. The "m" in the expression

Indicates the number of utilization fac-
tors used in the analysis technique. The
riumber of utilization variables used will
depend on the availability and appro-
Priateness of existing variables.
Thus, the "1/n by m Ranking" tech-

11Nue classifies a vehicle as being insuffi-
ciently utilized if:

(r1 < Ri) and (r2 < R2) and .
and (rm < Rm)

'Where: m — number of utilization
variables;

rj = observed rank of any
variable j; and

Rj = maximum allowable rank

or cutoff value deter-
mined for variable j.

A "1/n by m Ranking" analysis can
be performed manually for smaller
fleets. However, these procedures be-
come unwieldy as fleet sizes increase
and are accomplished more quickly and
precisely through the proper use of ex-
isting statistical computer programs.
The "1/n by m Ranking" technique

uses set theory and can be visualized
graphically with a Venn diagram. Each
utilization factor can be described as a
set of ranked vehicles. The intersection
of the sets of vehicle rankings by utili-
zation factor, or the darker, shaded are
shown in Figure 2, identifies those ve-
hicles with insufficient utilization ac-
cording to all utilization factors. Thus,
these vehicles are identified as candi-
dates for removal or reassignment.
The "1/n by m Ranking" technique

provides considerable user flexibility.
For example, the user has the option to
use two, three, or more utilization fac-
tors and cutoffs or breakpoints in the
percentile rankings are also determined
by the analyst.
By studying the data before proceed-

ing with detailed analyses, the analyst
will obtain a better understanding of
which combination of utilization factors
and percentiles should be used in the
final model. Trends and variations in
data distributions may also be detected.
In fact, the fleet manager can perform
a sensitivity analysis of various models
by varying the number of utilization

VENN DIAGRAM OF "1/n by m Ranking"
TECHNIQUE

FIGURE 2
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factors, weighting utilization factors
differently, and changing percentile
breakpoints. This provides the manager
with increased knowledge about the ex-
isting relationships between a model's
input variables and the identification of
fleet vehicles being insufficiently uti-
lized.

Discriminant Analysis Techniques

Discriminant analysis attempts to sta-
tistically distinguish between two or
more groups of cases. Researchers want
to be able to "discriminate" between the
groups in the sense of being able to tell
them apart and classify likely group
membership of a case when the only
information known is the case's values
for the discriminating variables.

Discriminant analysis seeks to deter-
mine statistically how one or more in-
dependent variables can be used to dis-
criminate among different categories of
a nominal dependent variable. Linear
combinations of independent variables
that best distinguish between cases in
the categories of the dependent vari-
able are found. These "discriminant
functions" are of the form:

Di = dii Zi d12 Z2 +
. . . dip Zp

where Di is the score on discriminant
function i, the d's are weighting coeffi-
cients, and the Z's are the standardized
values of the p discriminating variables
used in the analysis.
Two discriminant analysis programs,

BMDP7M from the BMD (Biomedical)
Computer Programs Package and the
DISCRIMINANT procedure of SPSS
(Statistical Package for the Social Sci-
ences) were used in this research. Al-
though the discriminant analysis calcu-
lations are similar in both programs,
there are slight variations in data out-
put and graphic displays between the
two programs. Therefore, in order to
more completely understand discrimi-
nant analysis, the characteristic results
unique to each program were used to
obtain answers to individual questions.
Both BMDP7M and SPSS were run by
interfacing them with SAS (Statistical
Analysis Systems) job control language.
Programming BMDP7M and SPSS via
SAS was reasonable since the initial
survey data from UCC-ND was coded as
a iSAS dataset. Thus, three programs
were needed to perform the required
analyses.
To be consistent with earlier research

of "1/n by m Ranking" techniques, both
two and three variable classifications
were performed and vehicles were clas-

s.ified as insufficiently utilized or low uti-
lization vehicles (i.e., placed in Group
I iI) f and only if each discriminating uti-
lization variable was contained within
the 33rd percentile of its respective
ranking.  Any vehicle having one or more
utilization variables greater than the
33rd percentile was placed in Group II
which contained vehicles classified as
being sufficiently utilized.

Ideally, these cutoff points should re-
sult from observed distribution differ-
ences rather than from arbitrarily cho-
sen values. The selected points were
feasible, however, since clearly observ-
able cutoffs were not present and agree-
ment with other analysis techniques was
desired.
. For discriminant analysis to minimize
incorrect classifications, the product of

two prior probabilities (i.e., the flyst

prior probability associated with initial-
ly selecting or identifying a case from
a specific group multiplied by the second

prior probability associated with assign-
ing a particular case to a specific group
of known size) must correspond to the

model's data. Thus, the model's resukt-

ing tendency to misclassify a certain

number of cases relates to the product,

of the two prior probabilities.
A series of tests on both two an&

three variable classifications were per-

formed. The two most logical models.

were selected for further testing. Anal-

yses of misclassified vehicles by the tw.o

and three variable discriminant- analysis

models suggested possible reasons. foi

the misclassification of certain vehicles.

Misclassifications appear to be mu. ch

more attributable to deviant or atypical

cases than to a lack of discriminatory-

power by the models. In fact, the two

models apparently misclassify only 1.9:4

percent of all tested vehicles once atypi-

cal cases are removed from considera-

tion.
Although discriminant analysis models

appear to be reliable when classifying a
vehicle into utilization groups, there are

several drawbacks to using such models.

For example, a fleet manager must have

the following conditions before perform-

ing a discriminant analysis:

1. computer capabilities;
2. statistical knowledge or available

consulting expertise; and

.be

3. low intercorrelations between each

pair of utilization variables.

Regardless of these drawbacks, dis
criminant analysis techniques may

-

used with increased confidence that 
d.is.-

tinguishable differences in vehicle 
tili

zation, in fact, do exist. The followl.ng

section describes how two utilization 111-
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dexes were developed for use with re-
gression and logarithmic transform
models to identify a vehicle's degree of
Utilization.

Indexing Techniques

The "1/n by m Ranking" and dis-
criminant analysis models use individual
criterion for each utilization variable.
Two other vehicle utilization evaluation
models using linear regression and loga-
rithmic transformations were also de-
veloped. The latter two models classify
the utilization of a vehicle by determin-
ing a combined index score using all uti-
lization variables and then comparing
the combined index score against a sin-
gle, previously determined cutoff value
to classify vehicles as being sufficiently
or insufficiently utilized.
Two index scores, INDEX2 and IN-

LIEX3, were developed from vehicle uti-
lization data using two and three inde-
pendent variables, respectively. By using
integer values representing the ranking
of three utilization variables instead of
the actual number of trips, miles trav-
eled or minutes of vehicle use, the vari-
abilitY between differing values is de-
creased to a linear relationship. Thus,
II\TDEX2 and INDEX3 represent mono-
'°nically increasing variables which are
formed from each of the original inde-
P,endent variables. The variability is
campened further by dividing by the
surn of all maximum variable rankings
so that values lie between 0 and 1. Anal-
ITsis results illustrated that vehicles
Classified as low utilization vehicles by
a, "1/n by m Ranking" technique will
also be identified as low utilization ve-
hicles by comparable indexing proce-
dures. The converse, however, is not
always true. The phenomenon whereby
a vehicle with a low utilization index
score was not classified as a low utili-
zation vehicle by the "1/n by m Rank-

or discriminant analysis models has
ortle logical justification. Intuitively, a
technique which requires each variable
to satisfy an individual criterion will be
Inore limiting than an indexing tech-
Ilique which only requires a combined
Index value for all variables to satisfy a
4ngle, comparable criterion.
Even though the indexing techniques

aPPear to be less stringent, INDEX3
and INDEX2 illustrate several inherent
e,haracteristics which make the two in-
.?Ii.exes useful as measures of vehicle uti-
lization. In addition to index scores be-

between 0 and 1, the index scores
e;osely parallel percentile values. This
close association with definable values
Provides researchers with an immediate

feel for the model's sensitivity to vari-
ations in cutoff values. Information
about the distribution and normality of
each index was also studied. Therefore,
the two indexes were determined to be
useful indicators of vehicle utilization
and they were used in the development
of multiple linear regression and log-
arithmic transform models presented in
the next two sections.

Regression Analysis Models

Regression analysis models seek to de-
scribe the extent, direction, and strength
of relationships between one or more in-
dependent variables and a single, con-
tinuous dependent variable. The con-
tinuous dependent variable represents a
numerical expression of events or condi-
tions which researchers desire to explain
through existing knowledge of an inde-
pendent variable or variables.
Regression analysis is a general term

which includes many types of regres-
sion equations. For example, a regres-
sion analysis model may be linear or
nonlinear, depending on whether origi-
nal first power or transformed inde-
pendent variables are used in the re-
gression equation.
Each of the previously defined vehicle

utilization indexes, INDEX3 and IN-
DEX2, was shown to be a continuous
variable which could serve as an indi-
cator of an individual's utilization. Thus
if values of independent variables from
the collection of sample data could be
used to replicate a vehicle's utilization
index by a regression equation, fleet
managers and other decision makers
would have a useful technique for as
sessing vehicle utilization. A highly pre-
dictive regression equation could be
used to continually monitor fleet ve-
hicles. Once a regression examinatio 
based on existing vehicle usage is es-
tablished, it may be possible to substi-
tute projected values of the independent
values into the equation to determine
the anticipated level of utilization of an
additional vehicle. Such forecasts, how-
ever, are contingent upon both the con-
tinued existence of the same fleet char-
acteristics present during model cali-
bration and the accuracy of current
values for the independent variables.

Simultaneous investigations of both
INDEX3 and INDEX2 were performed.
Thirteen independent variables were
tested initially. Approximately fifty re-
gression runs with various variable
combinations were performed using the
General Linear Model (GLM) procedure
from the SAS battery of programs. Re-
sidual plots were studied to evaluate non-
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random trends and some models were
rerun in an attempt to improve them.
Eight regression equations were pro-
duced with squared multiple correlation
coefficients (R2) equal to or greater
than .600.
Reviews of independent variable inter-

correlations, the logicality of mathe-
matical signs, the size of intercept val-
ues, F-tests for each equation, partial
F-tests relating to the contribution of
each additional independent variable
added to a model, and residual plots re-
sulted in two final equations being se-
lected. These two equations are:

INDEX3 = .001 TRIPS +
1.70 MILES/10K +
4.04 MINS/100K

INDEX2 = .001 TRIPS +
3.13 MILES/10K

where the units of two independent uti-
lization variables, mileage and time
usage, were modified slightly. There are
noticeable similarities between these
two final equations.

Results obtained from these two re-
gression equations, as well as results
from logarithmic transform equations
presented in the next section, are com-
pared with earlier model results in a
later section of this paper. Before these
model comparisons are presented, how-
ever, the next section presents infor-
mation about the development of log-
arithmic transform models.

Logarithmic Transform Models

Logit models or multiple logistic
functions are used to obtain a probabili-
ty between 0 and 1 which relates to the
likelihood of an event occurring. Logit
models can be expressed by the follow-
ing, general equation:

P(Y) =

where:

P(Y)

U(x)

eu(x)

1 + eU(x)

probability associated with
the occurrence of a partic-
ular event,
a function of an independent
variable or variables which
is used to forecast the prob-
ability of occurrence of the
dependent event, Y.

In the field of transportation, logit
models have been used specifically to
forecast transit ridership. Studies have
investigated the probability that trip
makers will choose transit or automobile
travel, depending on their knowledge of

costs, levels of service, and other valu.
e

tradeoffs. According to the values trip

makers associate with each independent

variable in the function U(x), it 
will

vary from —cc to + co while the 
value

of P(Y) increases monotonically from

0 to 1.
Since INDEX3 and INDEX2 are con-

tinuous variables whose values also va. ry

between 0 and 1 depending on 
vehicle

utilization, several logarithmic trans-

form models were developed and 
tested

to determine their appropriateness 
for

predicting vehicle utilization.
Normal probability plots of INDEX

and INDEX2 values produced by SAS

computer runs were compared with 
val-

ues resulting from approximately 15
logarithmic transform functions. From

these comparisons, a single function ap-

peared to be the most promising. The
function selected for further testing
was:

1 — e—U(x)
1 + e—U(x)

U(x) was again defined to be a functi
on

of an independent variable or 
variables.

After performing a linear transfor

mation on the above equation to expe-

dite analyses and reduce computec

expenses, six logarithmic transform

models from an initial set of ten were

selected for further testing.

ASSESSMENT OF FOUR
VEHICLE UTILIZATION
EVALUATION MODELS

To briefly review, the four technique5
selected for model development we.re
"1/n by m Ranking" procedures, 

criminant analyses, linear regression

equations, and logarithmic transform

equations. Earlier sections have pre-
sented an overview of the procedures

used in developing each type of 
model.

This section evaluates the appropriate-

ness of model results and compares .the

various models. It is difficult if not irir

possible, to compare all four models
multaneously due to the differing s-
sumptions and criteria associated with

each. Therefore, model results are 1314e-
sented using paired comparisons of in-

dividual models or types of models.

There was little analytical evidence.0
distinguish between linear regression

and logarithmic transform models. I 
was noted, however, that all models re-

lying on combined indexes appear to.be.

less stringent in terms of identifYing
low utilization vehicles than models re:

quiring vehicles to satisfy individual al'
tenor for each utilization variable.

This assessment is based on tests of
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the four types of models using UCC-ND
vehicle data for one large industrial
Plant, K-25. Linear regression and log-
arithmic transform models classified 208
and 90 vehicles, respectively, as being
lOW utilization vehicles while "1/n by m
Ranking" and a discriminant analysis
model identified only 59 and 43 low utili-
zation vehicles, respectively. Thus, linear
regression and logarithmic transform
models were inexacting and considered
inappropriate for the most accurate
evaluations.
No independent "correct" groupings

of sufficiently and insufficiently utilized
vehicles exist that can be used as stand-
ards for comparing results from the two
remaining techniques, discriminant anal-
Ysis and the "1/n by m Ranking" tech-
nique. Intuitively, statistical analyses
using discriminant functions should pro-
vide what might be considered the
"best" vehicle utilization classifications.
S,ince standard classification groupings
ao not exist, however, insufficiently uti-
lized vehicles were defined a priori as
those found in the 33rd percentile rank-
ing for each utilization criterion. All
other vehicles were classified as being
sufficiently utilized. The results of these
comparable analyses were informative.
Analyses of both techniques were per-

formed by using two and three utiliza-
Von variables, respectively. The results
irom comparable analyses show strong
similarities between vehicle classifica-
tions. Two and three variable discrimi-
nant analyses showed that 77 percent
and 73 percent of the same vehicl,,s
were classified as being insufficiently
Utilized. The similarities between the re-
sults of the two techniques were en-
couraging. Secondly, the two and three
variables discriminant analysis results,
r,e-spectively, differed from comparable
lin by m Ranking" results by misclas-

suYing only 5 percent and 4 percent of
all vehicles as being sufficiently utilized.
These small differences in classification
results between the two techniques re-
inforce the fact that the results from
the two analysis techniques are very
similar.
The comparisons between the two re-

Inaining techniques resulted in the con-
clusion that the "1/n by in Ranking"
technique is the most universally appli-
cable. Although discriminant analysis
Procedures were shown to be significant-
1Y better than mere chance in correctly
classifying a vehicle according to its uti-
lization, there are several reasons why
this technique was not selected as the
inost applicable. Detailed analyses re-
quiring statistical and computer knowi-
dge, possible intercorrelations between

input variables and similar results from

a simpler procedure were identified
drawbacks to the use of a discriminant
analysis technique.
The positive aspects of the "1/n by m

Ranking" technique exceed those of the
other techniques. The technique provides
valuable information without requiring
excessive amounts of time and effort
and the results are very similar to those
from more complex statistical analyses.
The analyst has considerable flexibility in
selecting utilization variables, choosing
cutoff points, and determining the num-
ber of insufficiently utilized vehicles. The
underlying process is easy to understand
and may be more meaningful to fleet
managers than some of the more math-
ematical and perhaps abstract models.
Due to the nature of these models, inter-
correlations between utilization factors
are less likely to affect the model re-
sults. Although the "1/n by m Ranking"
technique does not provide a finite nu-
merical or quantitative indicator regard-
ing the degree of utilization as do sev-
eral other models, the analyst can readi-
ly determine the impact that various
changes in utilization factors will have
on a vehicle's classification status. The
"1/n by m Ranking" technique also
shows wide versatility in the types of
input data which it can use.

EFFECTIVE USE OF
"1/N BY M RANKING" MODELS

General Guidelines

Regardless of the types of data used,
the "1/n x m Ranking" technique is
easy to adapt to any fleet operation. The
number of vehicles within the fleet and
utilization factors in the model will de-
termine the appropriateness of manual
or computer data management. As a
guideline for the practitioner, compu-
terized data management techniques are
strongly recommended if the product of
the number of vehicles times the num-
ber of utilization variables exceeds 100
or the number of utilization variables
alone exceeds 3.

If computer techniques are used, there
are many statistical utility programs
such as SAS and others which will
readily rank, assign ascending rank
order values, and then compare individ-
ual vehicle data. Vehicle utilization as-
signments are made on the basis of
these analyses. A similar sequence of
events is followed for manual analyses.

An Actual Application

Since the "1/n by in Ranking" tech-
nique was found to be the most prom-.
ising of the four techniques investi-
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gated, this modeling technique was used
to evaluate the 1,400 vehicles of the
large 3-plant industrial complex. The
ease with which analyses may be per-
formed allowed researchers to study ve-
hicle utilization by performing a series
of model runs. Changing utilization vari-
able indexes and varying cutoff per-
centiles were used in various combina-
tions to identify underutilized fleet
vehicles. A total of 133 vehicles or ap-
proximately 9.5 percent of all fleet ve-
hicles were identified as candidates for
reassignment or removal.

After studying the research findings,
these 133 vehicles were removed from
the fleet by management. A follow-up
investigation showed that removal of
these vehicles:

1. had no significant effect on produc-
tivity,

2. would save approximately 6,000
gallons of fuel per year, and

3. reduce capital expenditures for re-
placement vehicles by 900,000 dol-
lars over the next five years.

SUMMARY

The versatility, ease of application,
and demonstrated success of "1/n by m
Ranking" models are encouraging. This

RESEARCH FORUM

straightforward technique of evaluating
vehicle utilization can be very bene-
ficial to both fleet managers and other
fiscal administrators.
Two other areas of potential research

were also identified. First, more research
is needed to study how fleet manage.rs
can use this newly developed model with
existing fleet data. This would eliminate,
or at least greatly diminish, the require-
ments of extensive data collection. Sec-
ondly, the "1/n by m Ranking" tecil-
nique may have broad potential appll-
cations in answering both transportation

and non-transportation related ques-
tions.
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