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Abstract

The process of agricultural simulation using APSIM requires input meteorological data to be prepared
in a specific format and the simulation setting file to be ready before the simulation processing starts. Because
of possible time savings when conducting large number of simulations at once, it is preferable to create all
the input and settings files for all the simulations beforehand and process the simulations in batches as large
as possible. This article specifically deals with the data acquisition, transformation and preparation process.
It also outlines initial testing and computing time estimations and discusses scheduling, parallel processing
and other possible simulation optimization methods..
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Introduction

With increasing processing capabilities, it is
becoming possible to tackle larger research
endeavours. In the area of scenario simulations,
this increase in hardware power allows for broader
assignments in terms of variable combination.
Historically, the total amount of simulations
was severely limited and required either very
narrow specification of simulation parameters
or usage of techniques that lowered the processing
requirement at the cost of less accurate results,
such as downscaling (Hewitson and Crane, 1996).
Nowadays, higher hardware power can be utilized
to calculate more simulations extending the limits
of the usual variable spectrum. However, the multi-
linear nature of growth of number of simulations
based on number of options for each variable still
limits the simulation process in general, so some
restrictions need to be upheld regardless.

One example of simulation software that was
originally designed for small scale field simulations
on a single computer but has seen a resurgence
as a large scale (even on a global scale) tool
for simulation of agricultural production is

the Agricultural Production Systems sIMulator
(APSIM). This software provides important insight
into challenges regarding food security, climate
change adaptation and carbon trading (Holzworth
et.al., 2014).

By using supporting software tools for automation
and scheduling it is possible to tackle large number
of'simulations in APSIM by splitting the computation
onto multiple machines utilizing parallel processing
as shown by (Zhao, et.al,, 2013). Even though
hardware and software scales differently during
processing (Kambadur, et.al., 2013), with a proper
setup and data pre-processing it is possible to make
up for the increased number of simulations. Apart
from increasing the range for variables, increasing
the resolution of the grid will also affect the number
of simulations required, however as pointed
out by (Mass, et. al., 2002) when it comes
to weather forecasts, reducing the grid size beyond
certain limit no longer significantly improves
the quality of results.

Another issue is also the period of input weather
data. Due to changes in global climate, only short-
term predictions are possible (Aurbacher, et.al.,




2013), so it might be necessary to recalculate
simulations on a periodical basis with newest
possible data sets, in order to maintain high level
of usability of results. This however introduces
additional layer of scaling, so in order to ensure
up-to-date knowledge based on the simulation
results, measures must be taken to reduce
the processing requirements of each individual set
of simulations (Skoogh, et al., 2010).

The requirements for data storage also scale based
on the number of simulations. However, there are
possibilities to cut down the storage requirements
by extracting required results during the processing
from output files that have been already calculated
and deleting them. But considering the processing
of simulations is the most time-consuming part
of the research process, deleting finished output
files may be ill-advised, since they are the most
“expensive” to create. Therefore, a better solution
would be to search for additional storage capacities.
Luckily, thanks to the rise of IoT (Internet
of Things) as a source of data (Stoces et.al., 2018),
most research entities have bolstered their storage
hardware in recent years.

Overall, the issue of large-scale simulations,
their processing requirements and optimization
in general is very current topic. Many researchers
are looking for solutions in various areas, whether
it be utilizing cloud-based capacities (Szufel,
et al., 2017), exploiting existing hardware to its
maximum potential (Fujimoto, 2016) or looking
for new frameworks altogether (Kirby, et.al., 2018).

Materials and methods

In order to simulate agricultural production two
input files are required for APSIM. Firstly, there is
the .metfile which contains historical meteorological
data for a given field / grid square. The required
parameters are daily rates of solar radiation (radn),
minimum daily temperature (tmin), maximum daily
temperature (tmax) and precipitation rate (rain).
Apart from these daily values the .met file must also
contain pre-calculated values for annual ambient
average temperature (tav) and annual amplitude
in mean monthly temperature (amp).

The second input file is the .apsim file that contains
settings for the simulation (irrigation rates, sowing
window, sowing density, fertilization etc.) as well
as data related to the given grid square (such as soil
properties, characteristics for given plant genotype
and so on).

The meteorological data we use are from Goddard
Institute for Space Studies (GISS), which is part

of National Aeronautics and Space Administration
(NASA). The AgMERRA Climate Forcing Datasets
(https://data.giss.nasa.gov/impacts/agmipcf/
agmerra/) are free to download in an .nc4 format.
The datasets are split into files per year (from 1980
to 2010) and per variable. Therefore, some
pre-processing will be required to transform
the data, since APSIM is expecting the data split
into files per grid square containing a table with all
the values for all the variables and for all the years.

The .apsim files are just .xml files using the markup
language to capture all the input variables for each
given simulation. These files have to be prepared
based on real agricultural conditions in given area.
For the purposes of multi-variable simulation, each
single simulation has to be reproduced so that every
possible combination of variables was represented.
Considering the large-scale nature due to the high
number of grid squares as well as high number
of variable combinations, it is unfeasible to do this
task manually.

To complete the pre-processing, both the .met
and .apsim file for all the simulations must be
ready. The next task is to optimize the simulation
computations themselves outside of the APSIM
software. Possible solutions include parallel
processing, utilization of cloud based resource
structure, optimizations regarding scheduling
and use of additional hardware resources during
their downtime. We plan to publish a separate
follow-up article regarding this process at a later
date.

Results and discussion

The required data conversion from .nc4 files
downloaded from the NASA into .met files required
by the APSIM software was achieved using
a MATLAB script. The calculation of (tav)
and (amp) variables can be done within MATLAB
as well or using R script. However, we found
that the easiest way is to first convert to .xls,
do the calculation in MS Excel and then convert
to .prn file, which has the same required structure
as the .met, and simply change the extension.

In order to create the settings for all the simulations
we have written a program using C# language
that loads a single .apsim file with one
simulation in it and returns an .apsim file with all
the possible variations of that simulation, with all
the combinations of chosen variables. In our case,
it was 12600 simulations per each grid square. This
batch size proved to be too high for the APSIM
software, so we had to adjust the program to create




several smaller files (see below). The choice
to use C# was arbitrary based on experience
of the programmers in our team. Any other
programming language (python, java etc.) can be
chosen and will work just as fine to write a similar
program / script.

Our simulations used single soil settings for all
the grid squares. In cases where different soil
settings are required the preprocessing depends
on the form and availability of data in a given
country. This will provide additional layer
of preprocessing, however as shown by (Kim, et.al.,
2018), this step can be also automated by writing
an application specific to the soil database that will
fetch the data in bulk.

Overall, the pre-processing of data did not provide
any challenges in terms of software / hardware
requirements; even with high number of simulations
(hundreds of millions) the computation time is
in the range of several minutes. The majority
of input in this stage was therefore programmer
labour time needed to write the scripts
and programs.

The simulation processing itself will be done using
the command line version of APSIM. The software
has a graphical user interface (GUI) provided
(see Figure 1), but it does not include any
functionality that would be helpful setting up
computation of large number of simulations. It is
designed merely as a tool to better visualize
the contents of the .apsim files and to edit values
when dealing with small number of simulations
at a time. The computation time of both
variants (command line and GUI) is similar,

but the former provides easier options
for automation and scheduling using third-party
tools.

We conducted preliminary testing runs for some
of the simulations on several different machines
in order to estimate the overall time requirements.
What we found was that the processing time doesn’t
scale perfectly with the amount of simulations
in a single batch. Possibly due to some overhead
requirements  (initialization, clean-up etc.)
the efficiency of simulations processed per minute
goes up with the batch size (see Table 1
for approximate results).

Number Approx. time Simulations
of simulations (minutes) per minute
100 2.5 40.0
500 11.5 43.5
1000 22.0 455
2000 40.0 50.0
2500 48.0 52.1

Source: own processing

Table 1: Preliminary processing efficiency for different batch
sizes.

Based on these results it became clear that in order
to optimize the processing, the batch size should
be as large as possible. However, the APSIM
software cannot handle all the simulations at once.
There seem to be a limit on maximum batch
size that is influenced by used hardware. Some
of the stronger machines we used for testing were
able to handle between 2000 and 3000 simulations
at once, whereas regular desktop computers

Source: own processing
Figure 1: APSIM User Interface.




with mid-range hardware installed were not able
to go over 1000 simulations in a single batch. This
limit seems to be influenced by available memory
capacity, but strangely during the simulation
processing itself, the limiting factor was processor,
not memory. This would imply that the memory
capacity is mostly relevant during the initialization.
We plan to conduct further testing using wider
variety of hardware to reach more definite
conclusion in this matter.

At this moment, the best way to optimize processing
seems to be determining optimal batch size for each
machine that will be involved in the computation
process and use third-party scheduling software
to run the simulations on every machine separately
when its resources are free for use. With the way
our C# program to generate simulation works
at this point, that would mean creating a stockpile
of simulations of varying batch sizes for each
machine. Due to uneven workload of machines
however, this may prove problematic, since each
computer will drain its simulation stockpile
at different rate. A solution to this issue might
be adjusting the simulation generation so that it
does not work as a static application, but rather
an ongoing server application. That way
the schedulers that handle processing could request
batches of input files when necessary.

Conclusion

The requirements for data pre-processing when
working with APSIM scale with the amount
of simulations due to the lack of in-built option
for variable simulations. However, this can be
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handled reasonably efficiently using features
of MATLAB for weather data processing
combined with self-written scripts to generate
simulation files for all possible combinations
of wvariables. There is little to no room
for improvement or time saving when handling
these necessary tasks. But when utilizing parallel
processing it becomes possible to reduce computing
time via optimizing the batch size for each
individual machine. Having the option to select
variable batch size within the simulation generation
script therefore proved very advantageous.

But overall, we must conclude that the age of APSIM
software really shows, especially with regards
to lack of features / packages that could help with
large scale research by removing or at least reducing
the required pre-processing requirements. This
issue is only amplified by the fact that personnel
who use APSIM often do not possess enough IT
knowledge and training, especially when it is
required to operate additional third-party software.
Similar findings regarding lack of IT expertise
we pointed out by (Reinmuth and Dabbert, 2017)
for instance. Some of these issues will be hopefully
handled in the APSIM Next Generation as outlined
by (Holzworth et. al., 2018).
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