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Abstract:  

One of the well-known features of bitcoin is its extreme volatility. The modeling and forecasting 

of bitcoin volatility is crucial for bitcoin investors’ decision making analysis and risk management. 

All the previous studies of bitcoin volatility were founded on economic models. However, research 

on bitcoin volatility forecasting using machine learning algorithms is still void. In this article, both 

conventional economic models and machine learning model are used to forecast the volatility of 

bitcoin return. The objective of this study is to compare their out-of-sample performance. The 

results demonstrate recurrent neural network method outperforms the economic GARCH model 

and simple moving average model. Then it provides more motivation for the economic researchers 

to apply machine learning methods to the financial and economics world. 

Keyword: bitcoin, GARCH, machine learning, recurrent neural network, volatility  
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Since Satoshi Nakamoto proposed the first cryptocurrency in 2009, the cryptocurrency market has 

received much attention. Bitcoin is the most successful and popular one in the market, which 

accounts for over fifty percent of the current whole cryptocurrency market capitalization.1 The 

bitcoin enthusiasm is due to its innovational features of decentralization, anonymity and zero 

transaction cost. Researchers analysis of bitcoin has recently received growing interests. David 

Yermack (2015) studied the features and functions of bitcoin, and concludes that bitcoin appears 

to be more like a speculative investment than a real currency due to its high volatility. If people 

look at the bitcoin price history from 2009 till now, its violent fluctuations will be discovered. As 

a financial asset, bitcoin is famous for its extreme volatility. The modeling and forecasting of 

bitcoin volatility is crucial for bitcoin investors’ decision making analysis and risk management.  

Earlier studies mainly explored bitcoin volatility by using GARCH family models. Bouoiyour and 

Selmi (2015, 2016) compared different GARCH type model on sub-period bitcoin volatility, and 

Paraskevi (2017) compared the GARCH family models over the whole period. Mehmet el at. (2017) 

found the bitcoin trading volume fails to predict bitcoin volatility by studying their causal 

relationship.  

These early studies of bitcoin volatility were founded on economic models. However, research on 

bitcoin volatility forecasting using machine learning algorithms is still void. Susan Athey (2018) 

pointed out that the machine learning would have a dramatic impact on the field of economics in 

the near future. Unlike the economic models, where researcher picks a specific model based on 

economic principles and estimates the parameters, machine learning algorithm is usually a data 

driven modeling focused on the selection process. Thus a model of machine learning algorithm is 

                                                           
1 From coinmarket.com, the total cryptocurrency market capitalization was around $1,800 billion and bitcoin 
market capitalization was over $97 billion on April 2019.  
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not fixed or predetermined but will be refined during a training process. Applying machine-

learning methods to solve for economic issues can potentially make a difference in the economic 

and financial field. 

In this article, both a conventional economic model and a machine learning model are used to 

forecast the volatility of bitcoin return, and their forecasting performance are evaluated. The aim 

of this article is to compare their performance, and to discover if machine learning can improve 

economic time series forecasting. The booming development of machine learning techniques in 

time series forecasting encourages people to apply it in financial market. Moreover, the success of 

machine learning on stock market prediction leads us to believe that it may work well for 

cryptocurrency price forecasting. In addition, the empirical studies show that the machine learning 

method is more efficient than ARIMA model in bitcoin price prediction. Sean, Jason and Simon 

(2018) compared the forecasting performance of recurrent neural network (RNN), long short term 

memory (LSTM) network and ARIMA on bitcoin price, and reported that the machine learning 

models outperformed ARIMA. Laura A. et at (2018) examined the forecasting performance on 

cryptocurrency portfolio, and reported the same conclusion that machine learning methods 

overwhelms the standard benchmark simple moving average. It makes sense for machine learning 

method to be superior to traditional economic model (such as simple moving average and ARIMA), 

because machine learning model is proposed in a more general scope that takes both linear and 

nonlinear features into consideration. It also preserves more temporal information of a time series 

during training. 

The machine learning methods are more advanced than some traditional economic models in time 

series forecasting, both theoretically and empirically. However, this assertion needs to be cautious. 

First of all, the economic models involve economic intuition while machine learning mainly deals 
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with data. In an economic world, the economic intuition is the key to economic analysis. In contrast, 

the machine learning captures information only from data. However, the information contained in 

data is limited in analyzing economic issues. Secondly, the performance of machine learning 

depends on large amount of data. The performance is dramatically improved as the data amount 

getting larger. However, in this article, the bitcoin market history is quite short and the most 

frequency data available is the daily data. Finally, machine learning is sensitive to the fluctuations. 

Compared to other approaches, machine learning is more efficient in identifying time series trends 

and patterns. However, this leads to a problem that a shock or abnormal perturbation will be treated 

more seriously. But in the real world, there are many factors that affecting the market reaction to 

the shock or abnormal perturbation, the fluctuation sensitivity might cause overreaction problem 

in the forecasting, especially for the volatility analysis.   

The objective of this study is to compare the forecasting performance between traditional 

economic models and machine learning method. The contribution of this article is to investigate 

whether the machine learning method is more advanced in bitcoin volatility forecasting and how 

advanced it is going to be. First, the economic model is presented. The article starts with the naive 

model, simple moving average model as a benchmark, and then move to a more complex but 

conventionally applied model, generalized autoregressive conditional heteroscedasticity (GARCH) 

model, to forecast bitcoin return volatility. Then a machine learning model based on Recurrent 

Neural Network (RNN) is proposed. The next step is to evaluate the out-of-sample performance 

of the three models. The root mean squared error (RMSE) and mean absolute error (MAE) are 

used to evaluate and compare their performances. Since the true conditional volatility of bitcoin 

return is unobservable, Garman-Klass volatility (Garman and Klass, 1980) is used as a proxy for 

the realized volatility.  
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 Data 

In this study, the bitcoin return time series is used rather than the raw bitcoin price data. The bitcoin 

daily return is defined as the difference of the natural logarithm of the daily bitcoin closing price. 

Bitcoin daily opening, high, low and closing price are used to estimate the realized bitcoin 

volatility. All the data are available in website: CoinMarketCap.com. The data ranges from April 

30, 2013 to November 20, 2018, 2031 observations totally. Figure 1 and Figure 2 illustrates the 

bitcoin daily return and bitcoin daily squared return respectively. Table 1 shows the descriptive 

statistics of the bitcoin daily return. 

Table 1. Summary statistics for bitcoin daily returns in 

the sample period 

Sample size 2031 

Mean 0.000733 

Variance 0.000361 

Std. 0.019004 

Skewness -0.195558 

Kurtosis 8.017161 
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Figure 1. BTC daily return 

 

Figure 2. BTC daily squared return 
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Before going further to the economic modeling, the stationary of time series must be checked. The 

augmented Dickey-Fuller- test (ADF) and Phillips-Perron (PP) unit root test are used to check for 

the stationary of bitcoin daily return series, and table 2 indicates that the financial time series is 

stationary.  

Table 2. Unite Root Tests. 

  Without Trend   With Trend 

 
ADF PP  ADF PP 

BTC daily return -44.52 -44.74  -44.51 -44.73 

Critical values (1%) -3.43 -3.43   -3.96 -3.96 

 

Methodology 

In this section, the economic methodology is discussed first, and then the recurrent neural network 

model, which is a machine learning methodology will be presented. Engle in 1982 proposed the 

autoregressive conditional heteroscedasticity models (ARCH), which assumes that the volatility 

of asset returns is time varying instead of a constant. Bollerslev (1986) generalized the ARCH 

model and developed a more commonly used GARCH model. In this study, the GARCH model is 

applied as the economic method.  

Economic methodology 

First look at figure 1, as it shows notable fluctuations in bitcoin daily return. It is also found that 

large changes follow large turbulence and small changes follow calm periods. This phenomena in 

time series asset return is known as “volatility clustering”. The plot of bitcoin daily squared return 

in figure 2 provides more evidence that changes tend to be cluster together. 
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Figure 3 shows the autocorrelation function and partial autocorrelation function of bitcoin daily 

squared return. Table 4 shows the results of Ljung-Box Q-test for the bitcoin daily squared return. 

Figure 3 and table 4 indicate that the bitcoin daily squared return is serially correlated, which 

suggests the existence of the conditional heteroscedasticity in bitcoin price volatility. Thus, the 

economic model needs to capture the feature of heteroscedasticity.  

Figure 3. ACF and PACF of BTC daily squared return 

  

Table 3. Ljung-Box Q-test for BTC daily return  

No. of lags  lag 10 lag 15 lag 20 

P-value 0.006623*** 0.005274*** 0.00005*** 

Note: *** denotes for the significance at 1% level 

The basic structure of the economic model is as follows: 

𝑟𝑡 = 𝜇𝑡 + 𝑍𝑡   (1) 

𝜇𝑡 = 𝐸(𝑟𝑡|Ƒ𝑡−1) (2) 

ℎ𝑡
2 = 𝑉𝑎𝑟(𝑟𝑡|Ƒ𝑡−1) =  𝐸[(𝑟𝑡 − 𝜇𝑡)2|Ƒ𝑡−1] = 𝐸(𝑍𝑡

2|Ƒ𝑡−1) (3) 
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where 𝑟𝑡 =
log 𝑃𝑡

log 𝑃𝑡−1
, 𝜇𝑡 is the conditional mean and ℎ𝑡

2 is the conditional variance, Ƒ𝑡−1 denotes for 

the past information. 

Conditional mean 

ARMA(𝑝, 𝑞) process is applied to model the conditional mean: 

𝜇𝑡 = 𝜙0 + ∑ 𝜙𝑖𝑟𝑡−𝑖
𝑝
𝑖=1 + ∑ 𝜃𝑗𝑍𝑡−𝑗

𝑞
𝑗=1  (4) 

With the autoregressive order 𝑝 and moving average order 𝑞. 

After applying the ARMA(𝑝, 𝑞) process, the estimated parameters and the residuals are obtained. 

As it is discussed above, the bitcoin daily return exhibits volatility clustering, which indicates the 

conditional heteroscedasticity volatility. The ARCH effects of the residuals are tested. If there is 

ARCH effect in the residuals, the conditional variance models will be specified in the next section. 

Conditional variance 

Given the conditional mean model and using (3), the residuals 𝑍𝑡, 𝑍𝑡 = 𝑟𝑡 − 𝜇𝑡 are obtained. Then 

the condition variance models are able to be built. Two different models are presented in the 

following section. It start with the naïve model, a simple moving average model, and then move 

to a more complex but conventionally applied model, GARCH model, to forecast bitcoin return 

volatility. 

Simple moving average 

Even though simple moving average is the simplest model for volatility forecasting, it models the 

time varying variance and captures the past information and historical variance. Although the 

simple moving average model incorporates neither conditional mean nor conditional variance in 
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the sense of GARCH, it is presented here as a benchmark to evaluate the performance of the other 

models.  

The simple moving average model is presented as: 

𝜎𝑘+1
2 (𝑛) =

1

𝑛
∑ 𝑟𝑘−𝑖

2𝑛−1
𝑖=0  (5) 

Where 𝑘 is the forecast origin, and 𝑟𝑡
2 is the bitcoin daily squared return. We set 𝑛 = 10 in this 

paper. 

GARCH model 

The generalized autoregressive conditional heteroscedasticity model (GARCH) was developed by 

Bollerslev in 1986. Both ARCH process and GARCH process model the variations of a financial 

assets’ volatility, and the GARCH process allows the conditional variance to be an ARMA process. 

The GARCH (𝑚, 𝑛) process is as follows: 

𝑍𝑡 = ℎ𝑡𝜀𝑡, {𝜀𝑡}~𝐼𝐼𝐷(0,1) (6) 

ℎ𝑡
2 = 𝛼0 + ∑ 𝛼𝑖𝑍𝑡−𝑖

2𝑚
𝑖=1 + ∑ 𝛽𝑗ℎ𝑡−1

2𝑛
𝑗=1  (7) 

{𝑍𝑡} is the residual series of the best fitting ARMA(𝑝, 𝑞) model, thus the conditional variance of 

the residual series essentially acts like an ARMA process. It is then expected that the standardized 

squared residuals obtained from best fitted ARMA-GARCH model should not be autocorrelated 

and there should not remain any ARCH effects. The ARCH LM test is used to check whether this 

is true or not. 

Recurrent neural network 
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Our sequencing model for predicting bitcoin return volatility is built on the concept of Recurrent 

Neural Network (RNN). RNN deals well with sequence problems, which thanks to its special 

architecture that takes the order of data into consideration. Each RNN has a type of memory unit 

concatenated into multi stages and each of which will turn previous states and current input to 

activations and pass necessary information forward to the next stage. In this study, a GRU (Gated 

Recurrent Units) cell is employed for serving as the memory unit. The cost function is redesigned 

based on a tangent function. This model doesn’t build any embedding or probability layer inside 

that are usual configurations that exist in some engineering task. In addition, by consider some 

uncertainty of the volatility, the range is equally cut into 250 intervals to convert a real volatility 

value to a vector with a dimension of 250. This conversion serves as an encoder for a RNN cell’s 

input. A whole architecture of our model is listed as Fig 4. In general, the encoding process will 

turn a fixed length of sequential data into the same length of vectors for RNN, which is fed into 

multiple layers of perceptron (MLP). The MLP will decode states from RNN into sequential 

vectors and transfer them to a predictor for output. 

 

Empirical results 

In this section, the forecasting results of the simple moving average model, GARCH model and 

the recurrent neural network model will be presented. Then, their out-of-sample performance will 
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Fig 4 
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be evaluated and compared. However, before the evaluation, an appropriate proxy for the realized 

volatility has to be found.  

Forecasting 

The sample data is divided into two parts, in sample period from April 30, 2010 to April 30, 2018 

(1827 observations) and out of sample period from May 1st, 2018 to November 20, 2018 (204 

observations).  

In economic GARCH model, the ARMA (𝑝, 𝑞) order are selected by AIC and BIC, and the best 

fitted conditional mean model was found to be ARMA(2,2). Then, the ARCH effects of the 

residuals are tested, and the result indicates there remains ARCH effect in the residual series. 

Finally the best fitted ARMA (2,2) -GARCH (1,2)  model is obtained. Table 4 presents the 

estimated parameters of ARMA (2,2)-GARCH(1,2) model.  

Table 4. ARMA (2,2)-GARCH(1,2) 

Parameters Estimated value t-value p-value 

ϕ0 0.001 3.734 0.000*** 

ϕ1 1.495 133.042 0.000*** 

ϕ2 -0.948 -102.038 0.000*** 

θ1 -1.513 -121.275 0.000*** 

θ2 0.957 222.547 0.000*** 

α0 0.000 1.842 0.066*** 

α1 0.224 7.720 0.000*** 

β1 0.367 2.441 0.015*** 

β2 0.408 3.014 0.003*** 

Note: “***”, “**” and “*” denotes for the significance at 1%, 5% and 10% level, respectively. 

The autocorrelation in the standardized residuals of the fitted ARMA-GARCH model is checked, 

and the result indicates that there is no remaining ARCH effect in the residuals. 
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For the recurrent neural network model, 30 days samples of the volatility are used to predict the 

next 1 day with an out of sample method. For example, the first 30 days of volatility values was 

used to predict the 31st. The sequential data generated by this process is called as tuple 1; then the 

2nd to 31st volatility values are used to predict the 32th, and it is called tuple 2. The total data length 

was 2031. By rolling this process, 1994 tuples were generated. The out of sample method, the first 

1794 (90%) observations were appointed to training and remaining 200 observations were used as 

a test volume. Also, due to value of volatility being very small, each value was scaled by 104. 

A more detailed implementation is illustrated in Fig 5. We built two layers of RNN with GRU cell 

as core. The first layer has 512 units while second shrinks to 256 units. Sequential data were fed 

in cells on the bottom from left to right. The predicated data were collected on the top from left to 

right.  

Both training and test were taken on GTX 1070 GPU. A SGD (Stochastic Gradient Descend) 

algorithm that shuffles the whole dataset is used in each iteration; RMSProp gradient update 

algorithm was chosen as an optimizer; learning rate and batch size was set to 0.0001 and 20, 

respectively. As it stated before, the model 1000 epochs is trained on the 1794 tuples and the 200 

tuples are tested every five epochs. 
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Volatility proxies 

One difficulty of evaluating the forecasting performance is that the true conditional volatility of 

bitcoin return is unobservable. Thus, a proxy for the realized bitcoin return volatility has to be 

found. The most common used proxy for the volatility is the bitcoin daily squared return, however, 

it will lead to a poor out-of-sample performance (Anderson and Bollerslev, 1998). The cumulative 

squared intra-day returns is a more efficient proxy for volatility (Chou et al., 2010), but it requires 

high frequency bitcoin prices in one day, which is not available in our case. Thus, the Garman-

Klass volatility (Garman and Klass, 1980) is used as the proxy for bitcoin return volatility. This 

includes the information of daily high, low, opening and closing prices. Garman and Klass (1980)’s 

estimator in practical is presented as: 

𝜎̂𝐺𝐾
2 = 0.5[ln(𝐵𝑇𝐶𝐻𝑡 𝐵𝑇𝐶𝐿𝑡⁄ )]2 − [2 ln 2 − 1][ln(𝐵𝑇𝐶𝐶𝑡 𝐵𝑇𝐶𝑂𝑡⁄ )]2 (8) 

GRU GRU …… GRU 

Dynamic RNN 

MLP 

Tuple i, i=1, 2, …, 

      Predicted data 

GRU GRU …… GRU 

Fig 5 
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Where 𝐵𝑇𝐶𝐻𝑡and 𝐵𝑇𝐶𝐿𝑡 is the highest bitcoin price and lowest bitcoin price at the trading day; 

𝐵𝑇𝐶𝐶𝑡 and 𝐵𝑇𝐶𝑂𝑡 is the closing price and opening price respectively. 

Out-of-sample performance 

To compare the out-of-sample performance of our three models, the root mean squared error 

(RMSE) and mean absolute error (MAE) are used to evaluate and rank them. Table 5 exhibits the 

out-of-sample performance of the simple moving average (benchmark), GARCH model and RNN 

model. The results of two criterion (RMSE and MAE) are consistent. The RNN model performs 

best with the lowest RMSE and MAE, and the benchmark SMA performs worst. The RMSE and 

MAE of the GARCH model are 25.5% and 8% larger than that of RNN model, respectively. The 

RMSE and MAE of the benchmark simple moving average (SMA) are 0.8% and 1.9% higher than 

that of GARCH model. 

Table 5. Out-of-sample Performance  

  RMSE MAE 

SMA 0.00402 0.00165 

GARCH 0.00399 0.00162 

RNN 0.00318 0.00150 

 

As expected, the RNN model is more efficient in bitcoin return volatility forecasting. The GARCH 

model improves the forecasting accuracy over the simple moving average, but is overwhelmed by 

the machine-learning model.  

Conclusion 

Bitcoin is the most successful and popular cryptocurrency in the market, with around 130 billion 

daily trading volume as of April 2019. Bitcoin has historically had a larger fluctuations in price 

than most other financial assets. Thus the analysis of bitcoin return volatility is crucial for investors’ 
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decision making and risk management. Both the GARCH model and the recurrent neural network 

method are used to forecast the bitcoin return volatility. 

The machine learning methods in time series forecasting are expected to be superior to the 

traditional economic models. The earlier empirical studies in stock price forecasting and 

cryptocurrencies prices forecasting provided evidence this is true. However, it is skeptical of this 

assertion with the three questions proposed in the beginning. Compare the out-of-sample 

performance of each model, and the result indicates that compared to the traditional economic 

model, the machine learning method is more accurate in bitcoin return volatility forecasting, which 

is consistent with the results of financial price forecasting studies.  

One advantage of recurrent neural network is that it is nonlinear model, and the model is learned 

through past experience. If there is enough data for recurrent neural network to learn, it should 

outperform the linear models, such as GARCH model. In our study, 1826 in sample observations 

are sufficient for the model to learn from experience and use them to predict the future.   

However, one concern on machine-learning models is that the economic models consider 

economic backgrounds while machine-learning models only deal with data. This might lead to a 

problem that machine-learning models are less efficient in forecasting. However, in this article, 

the RNN model makes more accurate forecasting by using only price data, which suggests that the 

financial price data also contains many market information. These information are captured by the 

RNN model and are fully used to improve the forecasting accuracy. The last concern is that the 

fluctuation sensitivity of machine learning model would cause overreaction problem, which has 

negative impact on its volatility forecasting performance. Although we are unable to track whether 

this feature indeed hurt the forecasting accuracy or not, the recurrent neural network model 

outperforms the GARCH model anyway.  
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This study proposed an alternative way of volatility analysis. It illuminates the feasibility and 

potentialities to apply machine learning methods to economic time series forecasting. 
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