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Abstract
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The Economics of Controlling a Biological Invasion

1. Introduction

Throughout history the spread of plants, animals and other organisms has been governed by
natural ecological processes and has accompanied the movement of humans. As humarveeings ha
become more mobile there has been an increase in the introduction of species to aeabeiutsative
habitat. Sometimes such introductions are harmless, or even beneficial. In o#maeissintroduced
species become invaders with few natural enemies to limit their growth.

The invasion of ecological systems by non-indigenous species is now recognizedwisi@ gr
global problem that imposes significant economic and ecological damages. In gt States alone,
the total costs of non-indigenous species have been estimated to be at least $137 byiian per
[Pimentel, et. al., 2000]. Approximately one-fourth of the value of the cotsmagricultural output is
lost to non-indigenous plant pests or the costs of controlling them [Simberloff, 1996]. énspscies
also cause significant ecological harm. They can alter ecosystem pspeesses vectors of disease, and
reduce biodiversity [Vitousek, et. al., 1996]. Worldwide, out of 256 vertebrate extinctittnarwi
identifiable cause, 109 are known to be due to biological invaders. In comparison, 70 such extinctions
are known to be caused by human exploitation [Cox, 1993]. It is estimated that forty percent of the
threatened or endangered species in the United States are at risk due to gressumeading species
[The Nature Conservancy, 1996; Wilcove et. al., 1998].

Although the number of harmful invasive species in the United States is in the thousands
[Pimentel, et. al, 2000] a single invasive species can cause tremendous econanecatajical
damage. For example, the costs of controlling the zebra missedgena polymorphan the Great
Lakes are expected to reach $5 billion in 2001 [USGS, 2000] while the Russian wheabaphiohfs
noxia) caused an estimated $600 million (1991$) in crop damages between 1987 and 1989 [OTA, 1993].

The invasion of Guam by the brown tree snd@@ida irregularig demonstrates the ecological harm an



invader can cause. Since its introduction in the mid-twentieth century it has dsaigatiriction of 12
of the island's bird species [Savidge, 1987; Rodda, Fritts and Chiszar, 1997].

Biological invasions occur almost everywhere. They comprise a significargtanent of global
environmental change [Vitousek et. al., 1996] and are viewed by some as one of the moghimport
issues in natural resource management today [Williams and Meffe, 2000]. As a consethespast
decade has seen a sizeable growth in public policy directed toward invasive specie

In spite of the growing concern with invasive species, scientific understandimg i@fiation
between economics and ecology in the control of biological invasions is not well-deleltpe
purpose of this paper is to examine the economics of controlling a biological invasion. ly¥e &ma
optimal control policy in a dynamic model of invasion by a single species. The aim is tstandehe
intertemporal economic and biological tradeoffs that determine the extent to whiolaaion should be
controlled at any point of time. A clear understanding of how economic and ecological fatmact to
determine the optimal policy is important because a wide range of outcomes isspes®iblin a simple

one-dimensional model. The paper focuses on the conditions under whicipitmal to eradicate an
invasive species and conditions under which eradication is not optifhalresults characterize

both of these possible outcomes in terms of joint properties of the biological growthrofakiemn,

control costs, damages and the social discount rate.

YIn 1990 the U.S. Congress passed the Nonindigenous Aquatic Nuisance Prevention and Control Act to
deal with the increasing problems of invasive species in waterways. In 1996 wasachended to become the
National Invasive Species Act. In 1992 the Alien Species Prevention and Enforéeemas passed to protect
Hawaii from the introduction of prohibited plants, plant pests and injurious animals thhternantained in the
mail. On Feb 3. 1999, President Clinton signed Executive Order 13112 which created the Matsna Species
Council. Subsequently, the Council drafted the National Invasive Species ManaBémentdevelop a national
strategy for combating problems of invasive species. There has also beesingareacern at the international
level. In 1997, the Global Invasive Species Programme was established by tiificSCiemmittee for Problems of
the Environment (SCOPE), in collaboration with the United Nations Environment Rwogtal he World
Conservation Union, DIVERSITAS (an international programme on biodiversitycgdiand the Commonwealth
Agricultural Bureau International.



Most introductions of non-indigenous species o@wua result of commerce, travel, agriculture
or other human activity. The majority (betweena@ 95 percent) of non-native species never become
established in their new environment [Williamso89@&]. Once established, however, the spread of an
invasive species is typically characterized byétaistinct phases [Shigeshada and Kawasaki, 1997, p
26-27]. The firstis an initial establishment phasiring which little or no expansion occurs. Tikis
followed by an expansion phase where the popul@mhrange of the invasive species increases.
Finally, there is a saturation phase as the inveapproaches geographical, climatic, or ecolodioats
to its rangé.

The classic ecological model of the spread of aadion is the reaction-diffusion model of
Kolmogorov, Petrovsky, and Piscounov [1937], FiJi&37] and Skellam [1951]. The model of a
biological invasion developed in this paper is ggragate model that abstracts from spatial
considerations inherent in reaction-diffusion maddh our model, the state of the invasion at guaht
in time is defined by its size. Depending on thatext, the size of an invasion may be either tea a
contained within the frontal boundary of the inwessior the population or biomass of the invasive
species. This aggregation is analogous to thethatystandard bioeconomic models of natural resourc
harvesting aggregate over spatial and other |g&ohy characteristics that influence resource gnowftt

the same time, the model of this paper accommodatasions that exhibit almost any pattern of gfowt

?In the reaction-diffusion model growth and spread jointly determine the density, n6f,a,8pecies at
location (y,z) at time t according to the partial differential equatigdt = G(n) + D@?n/oy? + 3°nloz?). Local
growth is governed by the growth function G(n) while the coefficient D that deterimave fast the species
disperses in space. Fisher [1937] analyzed the case of logistic growth, G(n) FKjn@hile Skellam [1951]
considered Malthusian growth, G(n) = rn. Kolmogorov, Petrovsky, and Piscounov [1937] considegexdral
class of growth functions that satisfy G(0) = G(1) =0, G(n) >0 for 0 < n <@)& 0, G'(n) < G'(0) for 0 < n<
1. The frontal boundary of an invasion is defined to be the radial distance at which thedgresitgsequals a
critical threshold, h For example, n* may define a detection threshold below which the species density is low
enough to avoid detection. For our purposes it useful to think of n* as an economic threshold below which the
species density is not sufficient to cause damage. In what has become aadaftsit the ecological theory of
biological invasions Kolmogorov, Petrovsky, and Picounouv [1937] showed that the frontal bourataigatsion

governed by (3.1) expands asymptotically (as)tat a constant ratg, /G '(0)D .  For the case of Maltusian
growth this was proved by Kendall [1948]. Mollison [1977] provides a useful review.
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and spread, including those where the invasionveimed by a non-convex biological growth function.
In particular, our model is consistent with invasidhat follow a pattern of establishment, expamsio
and saturation as suggested by historical evidence.

Control of an invasive species takes the form dtioeng the size of the invasion by chemical,
biological, manual, or other means. In this papentrol is an aggregate measure of the meanstased
reduce the size of an invasion. Control costaarmcreasing and convex function of the amount of
control. Control costs may also depend on thesiovaesize. The evidence from historical attempts t
eradicate invasive species indicates that it may @& much to remove the last one to ten perceat of
invasion as it does to control the initial ninatyninety-nine percent [Myers, et. al., 1998]. Timesans
that unit control costs can escalate as the $iaa mvasion is reduced and control costs maybeot
jointly convex due to complementarities betweenitivasion size and control.

Together, control costs that depend on the invasim?and non-convex invasion growth have
important implications for the optimal control af amvasion. Under non-convex growth the optimal
amount of control may increase or decrease aszbekinvasion grows, there may be multiplicitas
discontinuities in the optimal policy, and there atore likely to be corner solutions where theneos
control or complete eradication. When control saipend on the invasion size an increase in the
current control has two opposing effects on funetbenefits. It lowers future damages and itaases
future control costs. The latter creates an econoroentive to postpone control and can lead to
outcomes where the invasion follows a nonmonottinie path under an optimal policy. The optimal
management of an invasion may exhibit cyclicalanplex dynamics, as is the case when an invasion is
allowed to grow unchecked for a number of periaut$ @anly after it becomes large enough is it
controlled. When costs depend only on the amotliobatrol, as with some forms of chemical control,
we show that the optimal invasion size is monotawier time and convergent. If eradication is optim

from one invasion size, it must necessarily berogtifor any invasion of a smaller size.



The analysis in this paper is related to the ltteaon optimal management of renewable
resources (see, Clark, 1990) where the objectite risaximize the discounted sum of social welfare
obtained from harvesting a useful biological reseuParticularly relevant to our problem is thelgsia
of conservation and extinction of renewable resesian optimal paths. The literature includes models
where the growth function is non-convex (non-confeasible set for the optimization problem) as well
as models where the utility depends not only orsthe of the harvest but also on the total stoz si
(see, for example, Olson and Roy, 1996). More gglyethe literature on optimal economic growtlsha
also analyzed related dynamic optimization problemkiding ones where the feasible set is non-conve
(among others, Majumdar and Mitra, 1982, DechedtMishimura, 1983) as well as models where the
utility function depends on both consumption anplited stock (see, for example, Nyarko and Olson,
1991, and the collection of papers in Majumdar r&Jiand Nishimura, 2000). There is a key distorcti
between our analysis and the literatures on ecangmiwth and renewable resources. In the latter,
physical or biological capital stock contributeshie production of a good that yields positive abci
welfare. Hence, conservation of the resource igtipely correlated with its growth rate and extiioct is
not optimal if the productivity of the resourcenigher than the discount rate. With a biological
invasion, the capital stock or size of the invasiontributes in a negative way to social welfaféis
difference turns out to reverse the relationshigvben biological productivity and incentives to ggeve
the invasive species. Under the assumptions ofmmalel, the faster the growth rate of an invasibe,
greater is the incentive to eradicate it.

There has been relatively little work on the dymasgonomics of invasive species control.
Early applications of dynamic programming to thelpem of pest management are reviewed by
Shoemaker [1981]. These tend to focus on issudsasipesticide resistance and intra-seasonal pest
management. Wilman [1996] and Knowler and Bar®2€0D] examine models with an invasive predator

whose prey is harvested for its economic valueati8pdimensions of pest control strategies are



examined in Brown, Lynch and Zilberman. Sharov keidbhold [1998] examine the economics of using
barrier zones to control the spread of invasiveigse Costello and McAusland [2002] consider the
links between trade, protectionism and damagengrisom exotic species introductions. Jensen [R002
examines optimal protection and damage mitigatioa model where the probability of invasion is
exponentially distributed, but where there is novgh and spread of an established invasion. In a
separate paper (Olson and Roy [2002]), we exarhemetonomics of controlling a stochastic biological
invasion when the costs of control are independétite invasion size.

The paper is organized as follows. Section tweettgs the model. The basic properties of a
controlled invasion are discussed in section thi®ection four studies the economic and ecological
conditions for eradication of an invasive speci€aicumstances under which eradication does noemak
sense are examined in section five. Section sieldps an example to illustrate the main results.

Concluding remarks are given in Section seven #rf@ofs are in the appendix.

2. The model

Let y, represent the size of the biological invasiorhatlieginning of time t and letr@present
the amount of control at time t. The invasion tleshains at the end of period t is given by ¥, - .
The invasion is assumed to grow and spread acaptdian invasion growth function.y= f(x). The
invasion growth function is assumed to satisfyfti®wing properties:

Al. f(x) has a continuous derivative(X).

A2.  f(0)=0.
A3.  f(x) = 0.
A4, £(0)> 1.

A5. There exists an K (k) such that f(x) < x for all x > K and(K) > 0.



Assumption A2 implies that once an invasion is exagd it cannot recur. This paper does not
address situations where re-invasion is a serionsarn. Assumption A3 says that the invasion gnowt
function is increasing in the size of the invasidro be successful an invasive species must nedgssa
be able to sustain an invasion. Assumption A4 iegpihat an invasion can be sustained from antesbla
occurrence of the species. Assumption A5 simplects the fact that the spread of any invasion is
bounded by climatic, geological or ecological fasto

The costs of control and damages caused by theimvare denoted by C(a,y) and D(x),
respectively. Control costs include both the dicasts of control and any indirect costs that imay
associated with control, such as adverse effedmgrfrom the use of chemicals. Derivatives are
indicated by relevant subscripts, e.gré€presents the partial derivative of C with respe@. Let
Q < %2, be the set defined by {(a,y}j<y<K}. Costs and damages are assumed to satisfy the
following:

B1l. C and D are twice continuously differentiable.

B2. C(0,y) =0 for all y and D(0) = 0.

B3. C(ay)= 0, G(a,y) < 0, and Qa,y) + G(a,y) = 0 onQ. D,(x) > 0.

B4. Cis convexina. D is convex.

Assumption B2 rules out fixed costs and it alsoliespthat G(0,y) = 0. Assumption B3 implies that
damages are increasing in the size of the invafiengosts of control increase as control increases
that a given amount of control is cheaper to aghfewm larger invasions. The assumption th§a§) +
C,(a,y)= 0 means that if ¥ y' it is less costly to reduce the size of theagion from y to x than it is to
reduce the size of the invasion from y' to x. Asgtiom B4 gives standard convexity conditions. Ve d
not assume that C is jointly convex in a and ynéde our model allows for nonconvexities in boté th
biological growth function and in the control c@ghction. It is assumed that A1-A5 and B1-B4 hold

throughout the paper.



A policy, & = (z,,m,,...), IS a sequence of decision rubesthat specify a plan for controlling the
biological invasion as a function of the previoistdry, h = (Yo,8,Xo,---,&1,%.1,Y)- Thatis, a=m(h) and
X, =Y, -m(h). A stationary Markov policys associated with a pair of decision rules tipacsgy the
control and the size of the invasion that rematrth@end of each period as a function of the sizbe
invasion at the beginning of the period. Associatéh each initial state,,yand each policy is a
discounted sum of social costg(Y) = i d'[C(a, ,Y; ) + D(x )], where the sequence,{d is
generated by the invasion growth fur:;'?ion, f, dm@lpolicy,n, in an obvious manner. The objective of
the dynamic optimization problem is to minimize thecounted sum of costs and damages over time

subject to the transition equation that governggtioevth and spread of the invasion. The optimali@al

satisfies:

V(y,) = Mini O'[C(a, %)+ D(%)] subject to y= a+x and y,, = f(x). (2.1)

t=0

Under A1-A5 and B1-B4, standard dynamic programnairgguments imply that there exists a stationary
optimal value that satisfies the recursion Yg&y/Min [C(a,y,) + D(x) + dV(f(x,)] subject to O< x, < Y, ¥,
= g+x and y,, = f(x), and that there existsséationary Markov optimal policwhose decision rules are
X(y) = Arg Min{[C(y-X,y) + D(x) + 8V(f(x))]:0 <x<y} and A(y) =y - X(y). A sequence (¥,a)," that
solves (2.1) is an optimal program frog YGiven an initial invasion of sizg y¥ y and a selection x(y)

from the stationary optimal policy X(y), an optim@bgram is defined recursively byy= f(x(y)), X =

x(y), a=a(y), t=0, 1,2,...

3. Controlled Invasions and their Basic Properties
This section characterizes the basic propertienaptimal policy and the optimal value. The
initial results characterize the sensitivity of tiyiggimal value V(y) and optimal policy X(y) to tiseze of

the invasion.



Lemma 1 V(y) is continuous and non-decreasing.

Lemma 1 formalizes the intuitive notions that imosstal changes in the size of an invasion are
associated with small changes in social cost aadanger invasions involve higher social costs.
Sensitivity of the optimal policy depends on how tiosts of control vary with control and the
invasion size. In a nonconvex model the optinadicy may be multivalued. That is, there may beeno
than one optimal control from a given invasion si@@nsequently, our characterization is baseden t
properties of a correspondence. Let X(y) and x'e X(y') where y< y'. A correspondence X(y) is an
ascendingcorrespondence if min[x,xg X(y) and max[x,x'le X(y"). Similarly, X(y) isdescendingf

max[x,x] e X(y) and min[x,x"]e X(y").

Lemma 2. (a) If Cfa)y) + Cya)y) = 0 onQ, then X(y) is an ascending correspondence and the
maximal and minimal selections from X are non-dasneg functions. If the inequality is strict then
every selection from X is non-decreasing. (b) ukss Ca,y) + C(a,y) < 0 on intQ. If there exists
some y < K such that 0 < X(y) <y then there ighborhood N(y) of y such that X{s descending on

N(y) and the maximal and minimal selections frorar¥ non-increasing functions on N(y).

The economic requirement of the first part of Lenftna that a change in control has a larger
effect on marginal costs than a change in thedfitlee invasion. This provides an economic criteri
for the optimal size of the invasion to evolve mimmically over time. Since the optimal invasionesis
bounded, every invasion with a monotonic time patist necessarily converge to a positive steadg stat
or zero (eradication). If two invasions differ i their initial size, then the invasion thatasger

today will be (weakly) larger at all points in theure.



When the size of the invasion has a large effe¢hemmarginal cost of control, as in part (b), this
may result in a non-monotonic optimal policy foe tkize of the invasioh.An example of this occurs
when the marginal costs of control for a small Biga are sufficiently high that the optimal policy
involves no control while the invasion is smallt tAe invasion grows larger, marginal costs de&eas
and at some point it may become optimal to redbeertvasion back to very small levels, from which n
control is once again optimal.

Some invasions cause minimal damage and contnaltisost effective. It is therefore useful to
first identify the circumstances under which cohinakes sense. There are different ways to view th
control of an invasion. One may be interestecomi| from an invasion of a particular size, cohtf
an invasion of any size, or one may be concernedtatontrol of the invasion immediately or at some

future date. This motivates the following defiaits.

Definition. (a) An invasion is aontrolled invasion from ¥ there exists some t such that Ay O,
where yis optimal fromy. (b) An invasion @urrently controlled from yf A(y) > 0. (c) An invasion
is controlledgloballyif A(y) > 0 for all y. (d) An invasion igterior if it is controlled globally and

X(y) > 0 for all y.

Each successive definition of control is more res#e in the sense that (e§ (c) = (b) = (a).
The next result characterizes the economic comditibat are sufficient for different types of
control. Define the'titerate of f() and its derivative by’fy) =y, f(y) = f(f(y)), t = 1,... and'f(y) =

dft(x)/dx.

This is true even in a convex model. The non-monotonicity of the optimal policy arisg<mutethe
fact that G,+ C,, < 0.
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Lemma 3. a. If there is an n: 0 such that ¢0,f(y)) < iéi D, (fi (y))fi((y) then the invasion is a
controlled invasion from y. a

b. If C(0,y) < D(y) then the invasion is currently controlled frgm

c. If C0,y) < D(y) +3[inf,{C4(a,f(y)) + C(a,f(y))}If «(y) for all y > O then the invasion is controlled

globally.

The first part of Lemma 3 provides a weak critéoiacontrol to be optimal at some point. It sayattif
the invasion is allowed to grow unrestricted ahdf some future date the marginal cost of starting
control the invasion is less than the discounteshst of future marginal damages from that time adwa
into the indefinite future, then it is optimal tordrol the invasion at some point. The second q@art
Lemma 3 says that if the current marginal damaiges &n invasion of size y exceed the current
marginal costs of starting to control the invasibisize y then control is optimal when an invasgsize
y. This is because even a myopic social planneddvondertake positive control in such a situatidn.
the inequality in part (b) is true for all y > Ben the invasion is globally controlled. The lattelds for
example, if the costs of the initial increment antrol are negligible or £0,y) = 0, and if the marginal
damages from an invasion are always strictly pasiiie. D(y) > 0 for all y > 0. Part (c) of Lemma 3
provides a somewhat weaker condition for an invagidoe globally controlled by comparing the
marginal cost of an arbitrarily small control t@tkavings in current marginal damage and future
marginal damages and control costs. When a chargmtrol has a larger effect on marginal coststh
a change in the invasion size, then the requiremieinémma 3c simplifies to {0,y) < D(y) +

3C,0,f(y)f(y).* A final observation is that in many instancesrtreginal costs of control will be

*When CG;+C,, > 0 then inf C(a,y)+G(a,y) = G(0,y) + G(0,y) = C(0,y), where the last equality follows
from B2.
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decreasing iny. In such cases all of the conaitior controlling an invasion will be more liketly hold,
the larger the invasion.
In the following let (y,x,&)," be an optimal program from.y The next result characterizes the

intertemporal tradeoffs between marginal costsdardages along an optimal program.

Lemma 4 a. If at > O then qa{iyt) < Dx(Xt) + 8[(:z;l(a[+11yt+1)-l-cy(at+liyt+l)]fX(Xt)'
b. 1f x,>0and @, > 0 then Qa,y) > Du(X) + 3[Co(@.1,Y1:)+ Cyl@us,Yeud) I (X)-

c. fO<x<y,and g, >0then

Co@y) = Di(x) +3[Col@u1,Yer) +Cy(@u1,Yer) IFx(X)- (3.1)

Since the value function in nonconvex models maybeadifferentiable, Lemma 4 cannot be obtained by
applying standard envelope theorem arguments suttioae of Benveniste and Scheinkman [1979].
Majumdar and Mitra [1982] use variational methaalsbtain the Euler equation in a nonconvex growth
model. Our version of Lemma 4 generalizes the lepecetheorem of Benveniste and Scheinkman by
using an alternative approach based on the pramopbptimality and the fact that Dini derivativesV

exist everywhere.

Corollary to Lemma 4c. If 0 < x <y,and 0 < x, < f(x) for all t then

[ee) ) |_l
Ca(@ %) =D, (%) +28[ B (%) + G @i i [T o (%)
i=1 J=0

This has a simple interpretation when the costotrol are independent of the size of the
invasion. For an interior policy the optimal caritequates the marginal costs of control with the
discounted sum of marginal damages over time niigtifpy the compounded marginal growth of the

invasion. This is a simple cost-benefit critermich balances the cost of removing a unit of the

12



invasion against the discounted sum of currentfangte damages associated with that incrementeof th
invasion. When the costs of control depend orsibe of the invasion, the stream of future damages
must be adjusted to account for the influence efitivasion size on future control costs.

Figure 1 illustrates the tradeoffs involved in thaamic cost-benefit analysis. Points along the
horizontal axis represent feasible amounts of obanging between 0 ang yAs control increases, so
do marginal control costs. At the same time, noar&rol lowers the current and future marginal
damages caused by the invasion. The pdimepresents the static optimum that equates margina
control costs with current marginal damages. Tdiat® is the dynamic optimum that equates marginal
control costs with current marginal damages plestiarginal effect of the invasion on future damages
and costs. Given that it is less costly to redbeesize of the invasion to x from y than it isrfrg' >y
(assumption A3), the dynamic optimum always invelaéleast as much control as the static optimum

and @ > g°.

4. The Economics of Eradication

In this section, we consider the conditions undeictvit makes sense to eradicate an invasive
species. The term eradication can have two meanilmgeneral it applies when the species is
eradicated in the long run and the invasion isradlied in a manner that reduces its size to zetben
limit. It can also have a narrower meaning in saskere the species is fully exterminated in theeru
period. Eradication in the general sense incluagls ilmmediate eradication and the possibility that
species is fully eliminated within a finite numhsrperiods.

It is intuitively clear that a first step towardsdication is a reduction in the size of invasidfe

begin by giving a result about when it is econofarcthe current control to do so.

Proposition 1. Suppose that forgy= y > 0, the invasion is currently controlled fradhy' € [y, f(y)]

13



and for all xe (f'(y),y), Ca(y-x ) < Dx(>9+5{ inf ~ G(a )N+ G(af )9} (X

O<as f (x)—-x

Then every optimal program f¢,a),” satisfies y = f(x,) < Y,.

To interpret this result, first examine the statsse wheré = 0. Consider the set of controls that
lead to an increase in the size of the invasiont pexod. If marginal damages exceed marginalsciost
every control in this set, then can never be ogttmallow the invasion to increase in sfzén the
dynamic case, marginal control costs are comparéuketcurrent and future marginal damages, adjusted
for the effect of the invasion size on future cohtiosts. The second term on the right hand didleeo
inequality in Proposition 1 is a lower bound on #fiect that a reduction in the invasion today tas
future damages and control costs.

We now characterize the economic and biologicatltmms under which eradication is optimal
in the general sense where the size of invasiogdigsced to zero in the long run. Whether eradicas
optimal or not depends on the initial size of threaision. If Proposition 1 holds for every invasienose
size is between zero and some positive Idyehen if the initial invasion size is beldt is optimal to

reduce the size of invasion in every period and @wee the invasion is eradicated.
Corollary to Proposition 1. If there exists § >0 such that the invasion is currently controfenn
every ye (0,f(0)), and if

O<as f (x)—-x

Ca(y'XY)<Dx()9+5[ inf ~ G(a f(y+ Q,(a()@} fC X

for every ye (0£] and for all xe (f *(y),y). Then, (eventual) eradication is optimalnfrevery invasion

of size ye (0£]. If this condition holds fof = K, then global eradication is optimal.

*The non-convex structure of the dynamic optimizapooblem is the reason the inequality has
to hold over the entire range of control that wdelad to an increase in the size of the invasion.
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The condition in the corollary implies that for ainyasion of size beloy, it is less costly to reduce the
size of the invasion than to incur the current futdre damages should the invasion be alloweddwgr
When discounted growth exceeds one from every iomasze below,, then eradication is optimal even
if marginal damages are very low. The rationalihé if a fast growing invasion increases future
damages and control costs more rapidly that tleeatadliscount then it makes sense not to allow the
invasion to grow and the invasion should be eraddc&om its current level. The condition for
eradication becomes stronger with higher valuds. dthus, it is generally more likely for eradicatito
be optimal from small invasions than from largeaisions.

If C is submodular and the marginal costs of cdntany more with the amount of control than
with the size of the invasion, then the optimaligofor controlling the invasion is monotone (Lemma
2.a). Inthat case, the efficiency of eradicatiepends on the economic and biological conditions a

steady states and a tighter condition for eradioa8 possible.

Proposition 2. Assume G(a,y) + G (a,y) > 0 onQ. If there exists § >0 such that the invasion is

currently controlled from every & (0,f(£)], and if

Cf()-x,f(x)) < Dy(X) +8C,(0,f(x))u(x) (4.1)

for all x e (0£], then (eventual) eradication is optimal from gviervasion of size y¢ (0]

A steady state policy is one where a = f(x)-x dmglihvasion remains constant over time. The cadit
in Proposition 2 balances the marginal costs @dstestate control against the current marginal dgsa
plus the lower bound on future marginal damagescanttol costs. If the current and future marginal
damages from steady state control are higher Famadsions smaller thafithen eradication is optimal

from all such invasions.
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Note that if¢ =K, then (4.1) is a condition for global eradioati It is possible, however, to

provide a more direct condition for global eradieatby ensuring that there is no positive steadtest

Proposition 3. If C(a,y) + C(a,y) > 0 onQ and if
CLf(X)-%,f(x)) < Dx(X) + B[C(f(X)-x,f(x))+Cy(f(x)-X,f(X))If x(X)

for all x € (0,K], then every optimal program converges tmzard eradication is globally optimal.

There are three differences between Propositiared23. First, Proposition 2 relies on a lower lzban
future marginal damages while this is not necessa®roposition 3. Second, Proposition 3 is altesu
about global eradication so the condition in thep®sition is required to hold for every possible
invasion size. On the other hand, Propositionr2bEmused to evaluate the efficiency of eradicdftiom
small invasions; the conditions need not apply wiheninvasion is large.

Next, we characterize the circumstances under wimafediate eradication is optimal, i.e.,

where the invasion is fully eradicated in the cotgeriod.

Proposition 4. Suppose that for some=y(0,K], the invasion is currently controlled fromesy y, €

(0,f(y)) and that
Cayi )< DO+ inf - [(Cola O+ Gla ) L]

O<a< f (x)—x,0

Then, immediate eradication is optimal from y.

The criterion for immediate eradication balancesdbsts of removing the last unit of the invasion
against the current and future damages that wailthibsed should the invasion be allowed to remain.

The second term on the right hand side of the ialtigs is a lower bound on the future damages
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associated with an arbitrarily small invasionisipossible that the condition for immediate eratian
may be satisfied for large y and not for smallljat is, immediate eradication may be optimal for a
large invasion even if it is not optimal for a steainvasion. Since Propositions 1 and 4 are not
mutually exclusive there can exist circumstancesreh eradication of small invasions is optimal,
eradication is not optimal for medium size invasioand eradication is optimal for large invasions.
These results on the economics of eradication trevéllowing implications. First, eradication
is more likely to be an optimal policy for invassthat have a higher discounted growth rate thesnfar
invasions that grow slowly. This might seem couiméuitive, but it is because the benefits fronmizol
today are higher when an invasion expands rapikfiyaddition, the benefits from control today are
magnified further into the future when the discorate is lower. Second, for some invasions ecoaomi
considerations may favor eradication when the ilovas small, but not when the invasion is larde.
such cases a rapid response may be necessarpdoration to justified. Finally, in the special eas
where the marginal costs of control at a=0 arggmficant, the criteria for eradication in Propasifs 1,
2 and 4 essentially involve static benefit coststderations that balance current marginal costs and
damages. This is a consequence of the fact tj@@yC= 0 and ¢ta,y) + G(a,y) = 0 imply
info.ar00x Coa,f(x)) + G(a,f(x)) = 0. Hence, the lower bound on future giaal social costs is relatively

weak when marginal control costs are insignificant.

5. The Economics of Noneradication.
In this section we characterize the economic anbbgical environments under eradication is not
optimal. Under these circumstances the optimatpelither involves no intervention, or suppression

order to reduce damages. Our first result rulésmuonediate eradication as an optimal strategy.

Proposition 5.a. If D,(0) +8C,0,0)f(0) < C(y,y) then X(y) > 0.
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b. It C4(0,y)> De(y)+d  sup i( Ca @ OO G (a F(¥) §(X] then () =.
O<as< f (x),0ex<

If the damages from an arbitrarily small invasioa kess than the marginal costs of removing thigeent
invasion, then it is always optimal to allow sonfi¢he invasion to remain. There should be no adntr
in the current period if, given the current invas&ize, the marginal costs of initiating controtesd the
maximum current and future marginal damages thabcaur. This proposition focuses on the optimal
policy from a given invasion size. For exampleg@sition 5b can be used to provide a conditiomfor
control for small invasions. In general, howevbg proposition does not rule out the possibiligtt

eradication is optimal in the long run. That qia@sts the focus of the next result.

Proposition 6. If C,{a,y) + G(a,y) > 0 onQ and D(0) +3C,0,0)f,(0) < C(0,0) then X(y) >0 for all y

and, in addition, for all y sufficiently close term A(y) = 0 and X(y) = .

For an arbitrarily small invasion, if the damagempounded indefinitely at the discounted expected
intrinsic growth rate are less than the marginatgof eradicating the invasion then the optiméicgas
not to control the invasion at all when it is sciifintly small. This implies that eventual eradioatis not
an optimal strategy from an invasion of any size.

Proposition 6 comes very close to providing neagssad sufficient conditions for sufficiently
small invasions to be uncontrolled. This can lendey a comparison of Proposition 6 with Propositio
evaluated as the invasion size approaches zero.

A final possibility is that eradication is optinfabm small invasions but that it is not optimal if

the invasion grows to be large. The last resuitimused to help identify such outcomes.
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Proposition 7.a. Suppose there exists &  such that every invadisize y> f ()A() is currently

controlled and that

Osx<X,0<a< f(x)

Ca(y-% y)>D(R+d  sup [(G(a f(X)+ G(a f(3) £( 3

Then from every initial invasion sizesy f (X) , the invasion size in every period is bounded\dly
f(X).
b. Assume G(ay) + G(a,y) > 0 onQ. Suppose there exists &  such that for every(0, X)

Cf()-x,f(x)) > D(x) + S[C(F(x),f(x))+C(f(X),FOIf «(X).

Then from every initial invasion sizesy f (X) , the invasion size in every period is bounded\wdly

f(X).

If the marginal costs of reducing the size of theasion over time exceed the current and futureyimar

damages for every invasion larger th&fX) , thenntreaver be efficient to reduce the invasion size

below f (X) .

6. Application of the Results

This section uses the case of exponential contistscand damages to illustrate the application
of the results. The aim is to demonstrate thattmalitions are internally consistent and may tsélea
applied when costs and damages belong to spegifitibnal classes. Consider costs and damages give
by C(a,y) = (expga)-1)exp(By) and D(x) = expfx). Control costs increase exponentially in theoan

of control, but decrease exponentially with theasion size. The parameterepresents intrinsic
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marginal costs of control, or the marginal costsaftrol evaluated at their limiting values of & and y
= 0. Similarly, damages increase exponentiallylie size of the invasion that remains at theagnd

the period, ang represents intrinsic marginal damages, or margiaailages from an incrementally

small invasion. Assumption B.3 requireaé >1-e 9K . Finaly(a,y) + G/a)y) > (<) 0 as > (<)

. Hence, the optimal policy governing the invasiare is monotone it > 3, while if p > « the optimal
invasion size is governed by a decreasing polictherinterior ofQ. Table 1 summarizes the conditions
for eradication or noneradication, given exponémiist and damage functions and amyasion growth
function satisfying A.1-A.5.

The condition for both the Corollary to Propositibiand Proposition 2 is independenfdo it
is essentially the same condition that applie®iiftol costs are independent of the invasion size.
Further, the condition applies regardless of whethey or 3 > . This means that in the case of
exponential costs and damages, the efficiencyawfieating small invasions does not depend on the
monotonicity of the optimal policy.

It is relatively straightforward to extend thessuks to other cost and damage functions. For
example, what is important in most of the resulesthe marginal damages from an arbitrarily small
invasion (either directly or becauseg(D) is a lower bound on marginal damages from lairgeasions).

In Table 1, the conditions for Propositions 1, 254 and 6 apply much more generally to any convex

damage function where,[®) =vy, including the case of linear damages, D(x=

7. Conclusion
The results of this paper can provide the founddfo both a normative and a positive analysis
of invasive species control. For example, they malp explain why some observed efforts to control

invasive species involve a repeated process wlegieds of inaction are followed by intervals of
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significant control. In addition, the results shtihwe importance of the initial invasion size inetatining
the optimal policy. Propositions 1 or 2 may applyen the invasion is small while Proposition 7 may
simultaneously apply when the invasion is largesuch cases the optimal policy is path dependent a
there is an economic rationale for eradicatiohdf invasion is small, but not if the invasion ig&a

The paper also illustrates the information thatesded to evaluate the economic efficiency of
invasive species control. Estimates of the cost®otrol, damages from an invasion, and the irorasi
growth rate are required. These may be diffiaubigsess, particularly in the early stages of aasion.
Yet this is precisely the time when prompt actian ceduce future consequences.

There are a number of important issues relatedMasive species problems that are not
addressed in this paper. There are many circugesanhere prevention may be the best control.
Similarly, our model does not consider the positybif re-invasion. Clearly, the value of erading an
invasive species will depend on the likelihood thaew invasion might occur. Finally, many invasiv
species problems involve private actions whereviddals do not consider the consequences for social
welfare. The design of policies that mitigate toaflicts between private incentives and sociaffavel

is another interesting aspect of invasive speaielsiems.

Appendix.

Proof of Lemma 1.The cost functions C and D are bounded continfimustions on their relevant

domains. Define the operatbv(y) = inf C(a,y) + D(x) +3V(f(x)) subjecttoy = x + a. By the
contraction mapping theorefnmaps the set of bounded continuous functionsiisélf. Hence, V is
continuous. We now show that V maps non-decredsimgfions into non-decreasing functions.
Suppose V is non-decreasing. Let x and x' be @btirom y and y', respectively where y <y'. Sugpo
X' <y. Then X'is feasible from y abntV/(y) = C(y-x,y) + D(x) +oV(f(x)) < C(y-x'y) + D(X') +6V(f(x"))

< C(y'-x\y") + D(x") +aV(f(x)) = T'V(Y"), where the first inequality is due to optintalhile the second
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is due to B3. Now suppose thatxy. Thenl'V(y) = C(y-x,y) + D(x) +3V(f(x)) < C(0,y) + D(y) +
dV(f(y)) = C(0,y") + D(y) +aV(f(y)) < C(y-x\y") + D(x') +3V(f(x)). The first inequality is due to
optimality, the equality follows from B2, and thecend inequality is implied by B3 and the fact tWas

nondecreasingll

Proof of Lemma 2.a. Let xe X(y) and x'e X(y') fory < y'. Then max[x,xk y' and min[x,x']< y.

Note that D(max[x,x]) + D(min[x,x]) = D(x) + D(x and likewise V(f(max[x,x1))+V(f(min[x,x7)) =
V(f(x))+V(f(x)). Since Cfa)y) + Cya,y) > 0 it follows that C(y-x,y) - C(y-min[x,X],y}
C(y-max[x,xT,y") - C(y'-x',y). Hence, OC(y-x,y) + D(x) +8V(f(x)) - [C(y-min[x,x],y) + D(min[x,X]) +
SV(f(min[x,x] > C(y-max[x,x],y") + D(max[x,x]) BV (f(max[x,x])) - [C(y'-X",y") + D(X") +6V(f(x"))]

> 0, where the first and last inequalities followrfr the principle of optimality. This sequence of
inequalities implies that min[x,x§ X(y) and max[x,xle X(y"). If C{a,y) + G[a,y) > 0 the middle
inequality above becomes strict when x' < x. Medds a contradiction so it must be that evergsizbn
from the optimal policy correspondence is monotone.

b. The argument is similar to the proof of partL&t xe X(y) and x'e X(y') <y'fory<y'. We want to
show that max[x,xE X(y) and min[x,xle X(y"). This follows immediately if x x' so suppose that

x <x'. Since x' <y' it must be the case that x'for all y sufficiently close to y'. The assunapot
C.{a)y) + Gfay) < 0 implies C(y-x,y) + C(y-x"y'k C(y-x,y") + C(y-x'y). This is turn yields
C(y-xy) + D(x) +8V(f(x)) - [C(y-xy) + D(X) +3V(f(x))] = C(y-x,y) + D(x) +3V(f(x)) - [C(y-xy) +
D(x') +8V(f(x))] > 0, where the first and last inequalities followrfr optimality. This sequence of
inequalities implies that ¥ X(y) and xe X(y'). Hence max[x,XE X(y) and min[x,xJe X(y"). The

assumption that X(y') < y'is necessary to inshe x' is feasible from y N(y"). &
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Proof of Lemma 3.a. Without loss of generality we can take n Lt {x,a}, t = 0,... be optimal from

Yo =Y. Suppose,& 0 for all t and x=y, = f((y). It follows that for all y& (0,K), f(y) € (0,K), f(y) >,
and f(y) > f(K)' for allt> 1. Consider

an alternative sequence & where § =¢ and @= 0 for all t> 1. Then =¥, = f(y-¢) forallt> 1. As
{x.a} is optimal,

02 {iét {cof oy +ot () Hce,y)+ D(ye ) +§6t{ om,f‘(y—e))+D(ft(y-s))}}

t=0
= C(0y)- CE.y) +3.8] CO.f )y COF (re)) 28 Bk -D(r(y-e)]
t=1 t=0

Dividing by ¢ and lettinge-0 implies: G(0,y) > D,(y) + ié‘[cy (0,f' (y)) + D, (ft(y))}fxt(y).
t=1

Since G(0,f(y)) = 0 this contradicts the condition of the posjtion. Thus, there must exist some t for
which a > 0.

b. Let & denote the control that minimizes the sum of osegal control costs and damages. The
assumption ¢0,y) < D,(y) implies 4> 0. Let a* denote an optimal control for the mitié horizon
problem. From the definition of aC(d,y) + D(y-&) < C(a*,y) + D(y-a*), with a strict inequality if a*
0. Further, if a* < § then V(f(y-a*))> V(f(y-a®) by Lemma 1. From these inequalities it mustHza
a* > &> 0, else a* could not be optimal in the infintiterizon problem.

c. Since infC(a,f(y)) + G(a,f(y)) < C40,f(y)) + C(0,f(y)) = C(0,f(y)) it follows from the condition in
part b that GZ0,y) < D(y) + 6C,(0,f(y))f(y) for all y. Since the condition is part ¢ hokds all y,
CL0,f(y)) < D,(f(y)) + 8[inf, {C(a,f(y)) + C(a,f(y))}If «(f(y)). Substituting this in the previous
inequality yields QO,y) < B(y) +3[D,(f(y)) + 8[inf.{C (a.F(y)) + C(a. PN (fY)If.(y). Iterating

forward and repeating a similar substitution yielj®,y) < D(y) +
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iét [Cy (0,f' (y))+ D, (' (y))] f£(y), which is the condition in part a. Hence, theditian in part c
i:ﬁolies part a and the invasion is a controllechsign from y.

Let T be the first t such thata0 and suppose that T > 0. Ther & fort=0,...,T-1, while 0 <
ar <y7 = f(Xr.) =f'(y) and % = y; - & = f'(y) - &. Since a> 0 there exists at> 0 such that
f(yr..) - f(yr.1 - €) < &. Consider the alternative feasible sequenge-&, & = & - [f(y+.,) - f(yr.,-€)], and
4 = gfor all othert. ThenX =y;,-¢and X=xfort#T-1. Since the sequence,&g is optimal,

0> Y8 [Cla.y)+Dx)-Claty)- Dl

t=0

= 8" C(0.¥r4) + D(¥r4) - C.Yra) - D(yra-€) |
+8" [C(anf(yr.1)) + D) - C(a+f(yr.1€)-f(yr.0).f(yr1-€)) - D(Xr) ]
Dividing by & and lettinge ~ 0 implies
0> -C,(0,f(y)) + D(f™(y)) +3[Canf'(y)) + G(anf (I (V)

Since this contradicts the condition in the profiosiit must be that T = 0 and A(y) > 0 for all W

Proof of Lemma 4.For purposes of exposition the proof is dividetb ia sequence of subsidiary lemmas.

Define the lower, right and left Dini derivativeE\Wat y by

D,V(y) =liminf, 4 V(y+2_v(” and D_V (y)= X 9‘;( yé) .

Proof. Since xe is feasible from y the principle of optimality implies C@x +e,y,) + D(%-€) +
SV(f(Xo-€)) - CYyXoYo) - D(X) -3V(f(x,)) > 0. Dividing bye and taking liminf,, establishes the result.
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Proof. If x, <Yy, then x+e is feasible from yfor sufficiently smalle. By the principle of optimality it
follows that liming,, [C(Yy-X€,Yo) + D(Xt€) + 3V (f(Xot€)) - C(Yo-Xo,Yo) - D(X) - dV(f(X())/e > 0. The

result follows immediatelyl

Lemma 4.3. D,V(f(xo)) < [Cy(a,y1)*+Cy(as,y1)]f«(Xo)-
Proof. Since xis feasible from f(x+€) the principle of optimality implies V(fete))-V(f(x,)) <
C(f(xg+e)-X1,f(Xgte)) + D(X) + 3V (f(x 1)) - C(f(%o)-X1,f(Xp)) - D(x)) - 8V(f(x,)). Dividing bye and taking

the liminf,,, on both sides and simplifying completes the prdif.

Lemma 4.4. If a, > 0 then DV(f(X,)) > [Cy(ay,y1)+Cy(an,y)]f «(Xo)-

Proof. Since g> 0, x is feasible from f(x¢) for sufficiently smallk. By the principle of optimality it
follows that V(f(x)) - V(f(X-€)) > C(f(X)-X1,f(Xo)) + D(x)) + 8V(f(X,)) - C(f(Xo-€)-X1,f(X4€)) - D(X,) -
dV(f(x,)). Once again, dividing byand taking the liminf, on both sides and simplifying completes the

proof. &

The proof of part a of Lemma 4 follows from Lemrda2 and 4.3 while combining Lemmas 4.1 and 4.4

yields part b. Part c is a joint implication of fur lemmas. B

Proof of Proposition 1. Suppose not. Then there exists an optimal progyara),” where y = f(x,) >

y, i.e., % =f*(y). Since, ye [y,f(y)], it follows that x<y,. Therefore, using Lemma 4, we have

Coly-%o ) 2Dx(X0) + 8[Cy(f(X0)-X1,T(X0)+Cy (f(X)-X4, (X)) (X0)

which violates the inequality in the statementhaf Proposition
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Proof of Proposition 2ZConsider ye (0] and the optimal policy generated by the maxined¢ction

from X(y). (Under G(a,y) + C(a,y) > 0, this policy function is non-decreasing in y.jslsufficient to
show that the optimal path generated by this paigtrictlydecreasing over time. Suppose not. Then
there exists an optimal program,xya),” where y = f(X,) > y,. This, in turn, implies that,x%x,. Since,
V1€ Yo f(Yo) < (0,f(0)), it follows that x<y, = f(x,). Therefore, using Lemma 4, we have

CalYo Xor Yo) 2Dx(Xo) + B[C(f(X0)-X1,f(X0))+Cy (f(X0)-X1, (X)) IF(Xo)
and using G(a,y) + G(a,y) > 0 and f(x) > y, we have

Calf(Xo) - X0, T(X0)) 2Du(Xo) + B[C,(f(X0)-X1,f(X0)) + Cy(f(X)-X1,f(X0))IF x(Xo

which violates the inequality in the antecedentefpropositionll

Proof of Proposition 3Consider the set of optimal paths generated bydpamal selection from X(y).

It is sufficient to show that complete eradicatamturs on every path generated by this selectiammF
Lemma 2, we know that this is an non-decreasingtion and therefore, every optimal path generated
by this selection is weakly monotone and hence exyent (they are all bounded). Suppose to the
contrary that there is an optimal path generatethéynaximal selection from X(y) which is bounded
away from zero. Then, it must converge to a $yrjpbsitive optimal steady state y* = f(x*). Nateat
Y, € (0,K) implies that every optimal program is boud@dove by K so that x* and y* lie in [0,K]. If
x* € (0,K) then equation (3.1) implies(@x*)-x*f(x*)) = D ,(x*) +

S[C(F(x*)-x*,f(x*))+C (f(x*)-x*f(x*))]f (x*) which contradicts the inequality in the profia. Also,
y*= K = f(K) is not an optimal steady state as thequality in the proposition implies,(0,K)) < D,(K)
+ 8[C4(0,K))+C,(0,K)]f,(K) = D,(K) + 8C,(0,K))f,(K) which implies G(0,K)) < [D,(K)/(1-5f,(K))].

The latter can be used to show that a program whereontrol is infinitesimal but greater than zero

period 0 and equal to zero every period theredfberinates a program wherg@in every period.
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Hence, K is not an optimal steady state. Thusustrbe the case that every optimal path converg@s t

Proof of Proposition 4. Suppose not. Then there exists an optimal progygx,a),™, Yo = Y, Where x>

0 so that y=f(x,) > 0. Since the invasion is currently controlleah every y< (0,f(y)), it follows from
Lemma 4 that Qy-X,, ¥) 2D,(Xo) + S[C4(f(X0)-X1,f(X0))+C(f(X0)-X1,f(Xo)]fx(Xo). The convexity of C in its
first argument and the convexity of D then imply

Cay: y) = Dy(0) + B[C,(f(X0)-X1,f(X0))+Cy(F(X0)-X1,F(X0))If x(Xo)

This contradicts the inequality in the antecedéithe proposition.ll

Proof of Proposition 5a. Suppose X(y) = {0}. Consider the alternatbfencreasing the remaining

invasion toe and then eradicating it in the following perioBly the principle of optimality
C(y,y)+D(0)+[C(0,0)+D(0)]42V(0) < C(y=,y) + D() + 5C(f(€),f(€)) + D(0)+52V(0). This implies

CJy.y) < D,(0) +5[C,0,0)+C(0,0)]f,(0) = D,(0) +5C,0,0)f,(0), where the equality follows from B3.
This is a contradiction to the condition in 5a.

b. The condition in 5b implies 0 > 0,y) + D(Y) + 0SUR. <y 0-a<tix) [Co(a,T(X))+Cy(a,f(X))]f,(X) >

-CyXxy) + D(x) + S[CLAF(X)),f(x))+C(A(X),F(X))]f (x) where the last inequality is due to B4. But if
x <y, Lemma 4a implies §/-x,y) + D(X) + S[C,(A(F(X)),f(x))+C,(AF(X),F0))If «(X) = 0, a

contradiction. l

Proof of Proposition 6.C,,+ C,, > 0 implies G(0,0) < C(y,y) for all y. Hence the condition in 5a holds

for all y and X(y) > 0 for all y. To prove the sex part we want to show that there exisfs a
sufficiently close to zero, such that X(y) =y fry € (0&). Let xe X(y) and suppose that x <y. By

Lemma 4a
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0 < -Cy-x,y) + Di(X) + 3[C(A(f(x)),f(x))+C,(A(f(x)),fC)If «(x)

< -C,(0,%) + D(X) + B[CHF(X),F())+C, (F(X),F)]IF . 9). (using G, + G, > O twice)
Define H(X)= -C,(0,X) + D,(x) + 3[C,(f(x),f())+C, (F(x),f(x))]f «(x) = 0. The condition in 5b implies H(0)
< 0 and by the continuity of H one can pickéasufficiently close to 0 such that H(x) < 0. Thislds a

contradiction.l

Proof of Proposition 7a. Suppose not. Then, there exigts §(X) and an optimal path {ysuch that

yi< f(X), i.e., % <X. Using Lemma 4, we haveg(f,-Xo,Yo) <Dy(X,) +3[C (a.f(X)) + C(ay,f(Xo))Ifx(Xo)-
Then x < X implies G(Yo-X,Yo) < C{YoXaYo) < Dy(Xo) +8[Cy(an,f(Xo)) + G@n,f(Xo))Ifx(Xo) < Di(X) +

3[C (a.1,f(x)) + CG(a..f(x))If «(x) which violates the condition in part a.

b. Suppose not. Then, there exists optimal palfs{ich that f(x) =y, <y, = f(X), i.e., % < X. Lemma 4
implies C(Y, -Xo.Yo) = Cf(X)-X,f(X)) < Dy(Xo) + S[Cy(ay,f(X)) + Cy(anf(Xp))If(Xo). Since X(y) is
monotone under G+ C,, > 0 and x < X, then x< X,. Using G,+ C,, > 0 twice, this implies {f(x,)-
Xorf(X0)) < C{f(%)-X0, (X)) < Dx(Xo) + B[C(f(X0)-X1,f(X0)) + Cf(X0)-X1,f(Xo))If(Xo) < Dul(Xo) +

S[C(f(X0),f(Xo)) + Cf(X0),f(Xo))If«(Xo)- This violates the condition in part B
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FIGURE 1

Optimal control of an invasion: the static vs. dynacase

D (y-a) + T8 [D (X )HC @iy ) T (X41)
=D,(x) + 8[Ca(a‘tﬂ9yt+1)+cy(a‘t+19yt+1)] f(x)

Cu(avyy
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TABLE 1

Optimal control of an invasion: exponential costd damages

Result(s)

Sufficient condition

Optimal policy

Proposition 1 and

Proposition 2

All sufficiently small invasions are currently coolled and

o <y +0oaf(0)

There exists 8 such that eradication is optimal

from every invasion of sizeq (0,(].

Proposition 3

o < yexp(wK) + d[(a-p) + Pexp(wK)]f(x) for all x € (0,K]

Eradication is optimal from every invasioizesi

Proposition 4

Every invasion smaller than f(y) is currently catiied,

a >, andeexp(@-P)y) <y +da info.,., exp(f(x))f«(x)

Immediate eradication is optimal for an invasion

sizey.

of

Proposition 5.a

aexp(@-Py) >y +daf,(0)

Immediate eradication is not optimal.

Proposition 5.b

o > andeexp(Py) > yexplyy) +
OSUPo . x - y [(a-B)exp(@-P)F(x)) + Pexp(HFx))If (x)
or

B > o andaexp(Py) >

Yexplyy) + da sup, . .y [EXP(BF(X))f(X)]

It is optimal not to control an invasion of size y.

Proposition 6

o >y +oaf (0)

It is optimal not to control an invasion if it i$ o

sufficiently small size.
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