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Abstract

This paper offers new ingghts on a centra questionin trade and devel opment economics: doesincreased
exposure to foreign competition generate gainsin plant productivity? Wefind that it does. We examine
Colombian trade policy from 1977 to 1991, a period during which trade liberdization aternates with
increased trade protectionin varied ways acrossindudtries, to investigate the link between trade policy and
plant productivity. Using arich pand of manufacturing plants, we obtain production function estimates
separately across industries that are consigtent in face of the smultaneity between input demands and
productivity. These estimates are used to derive plant-level time-varying productivity measuresfor which
a systematic component related to trade policy isidentified. We find a strong negative impact of nomind
taiffs on plant productivity controlling for observed and unobserved plant characteristics and industry
heterogeneity. The use of lagged tariffs and the evidence on the palitical economy of tariff determination
in Colombia dlow us to argue that the negative impact of tariffs is unlikely to reflect the endogeneity of
protection. Plant exit plays aminor role in generating productivity gainsin face of lower trade protection.
Also, accounting for variation in the Colombian peso’'s real exchange rate does not weaken the main
findings. The negativeimpact of trade protection on productivity isstronger for large plantsreativeto small
plants, as measured by employment and market shares. The negative impact of trade protection on
productivity isstronger for plantsin less competitive industries according to Herfindahl indexes and turnover
rates. The main findings are robust to the use of effective rates of protection and import penetration ratios
as measures of trade protection and openness. Finally, we aso find evidence of anegativeimpact of trade
protection on the rate of growth of plant productivity.

Journal of Economic Literature Classification Numbers. F13, D24, C14, O54.
Keywords: Smultaneity and Production Functions, Trade Policy, Productivity, Colombian Manufacturing,
Endogeneity of Protection.



1. Introduction

This paper addresses a central question in trade and development economics: does increased
exposure to foreign competition generate gains in industrial productivity? We find that it
does, focusing on the interesting case of Colombia, which has experienced significant variation
in trade policy during the last three decades, with periods of trade liberalization alternating
with periods of increased trade protection. Moreover, there were substantial differences in
the levels and changes in protection across industries. In this paper, we use a panel of
manufacturing plants between 1977 and 1991 to investigate the relation between plant-level
productivity and trade policy. Our evidence contributes to the ongoing theoretical and
empirical debate on trade openness, productivity and growth.!

The empirical literature on the impact of trade liberalization on productivity follows three
approaches. The macro-level approach uses cross-country GDP growth regressions, associ-
ating growth with an aggregate measure of openness to trade.? The comparison of outward
policy orientation across countries and over time is plagued by difliculties (Pritchett (1996)).
Furthermore, the use of an aggregate measure of openness to trade discards interesting in-
formation on the incentives provided by trade protection to different industries.

The industry-level approach considers regressions of industries” Solow (1957) residual
TFP growth on demand growth from export expansion and import substitution or on trade-

® Too often, the studies within this approach do not control for

related policy variables.
other industry characteristics shifting productivity. Furthermore, having a unique produc-
tivity measure per industry and period ignores cross-plant heterogeneity, a stylized finding

in manufacturing datasets from developed and developing countries, that may help identify

1 See, for example, Edwards (1993) and Srinivasan and Bhagwati (1999) on the debate from a cross-country
perspective. The static long-run benefits from trade liberalization in terms of improved resource allocation
according to comparative advantage, are well-established in Ricardian and neoclassical trade theories. New
trade theory recognizes that trade policy and exposure may interact with producers’ performance and market
structure (e.g., Helpman and Krugman (1985)). Endogenous growth models consider dynamic effects of
trade on productivity (e.g., Grossman and Helpman (1991a), Romer (1994) and Young (1991)), where trade
policy can affect growth through technological change. But in these models, the assumptions imposed on
the nature of technology spillovers determine whether trade protection enhances or hampers productivity

growth. Further micro-level theoretical predictions are discussed in section 6.
2 See, for example, Dollar (1992), Edwards (1993, 1994, 1998), Harrison (1996), Levine and Renelt (1992),

Sachs and Warner (1995) and for a critical analysis of the literature, Rodriguez and Rodrik (1999). This

approach is characterized by various methodological and data problems.
3 See, for example, Nishimizu and Robinson (1984) (trade volumes), Lee (1995), Kim (2000) (trade-related

policy variables) and Rodrik (1995) for a survey.



the impact of trade policy.

The micro-level approach uses either firm or plant residual TFP measures or consistent
productivity measures. Harrison (1994) and Krishna and Mitra (1998) estimate output
growth regressions derived in a Solow framework and measure the productivity gains due to
trade liberalization by the coefficient on a dummy variable for the period of trade reform.
Such a variable, however, captures also contemporaneous macroeconomic shocks and ignores
the rich variation in protection levels and changes across industries.* Pavenik (2002) uses
consistent productivity measures and identifies trade reform effects from a comparison of
plant productivity in import-competing and export-oriented industries relative to nontraded
industries over time, as trade reform proceeds. But, during trade liberalization, unobserved
factors may change both plant productivity and trade orientation subjecting her approach to
an endogeneity problem.® Overall, the literature presents some evidence of a positive effect of
trade liberalization on cross-country output growth, industrial and plant productivity levels
and growth, but it is not definitive and often not robust.

This paper contributes to the micro-level approach using consistent time-varying mea-
sures of plant productivity, obtained by an estimation method that differs from previous
work. Our identification strategy for the impact of trade protection on productivity relies on
trade policy measures exhibiting significant variation across industries and over time, rather
than on a single change in trade regime as is the case in previous studies. We focus on nom-
inal tariffs across industries as those constitute direct price measures of trade barriers and
reflect the degree of government intervention and the changes in trade regime. The use of
tariffs is appealing but has often been neglected in the literature, in favor of time indicators
for the period of trade liberalization.® We check the robustness of the tariff results across
an array of different measures of trade openness. Conducting the analysis at the plant-level

is interesting since it allows us to consider heterogeneity across plants and industries in the

4 Harrison addresses this criticism by interacting a proxy for markups with annual industry-level import
penetration and tariffs in a year before and a year after the trade reform. But the tariff measure used (tariff

revenues as a fraction of imports) does not accurately reflect the degree of government intervention.
5 Pavcnik obtains qualitatively similar results considering import penetration at a 4-digit industry-level and

an average tariff in a subperiod. However, since tariffs are uniform across Chilean industries, they are
equivalent to year effects. Hence, her analysis cannot exploit what is the most interesting feature of the

Colombian case: i.e., variation in trade policy across industries.
6 Using nominal tariffs addresses a fundamental criticism made to the literature on trade and productivity

by Harrison (1996) and Rodriguez and Rodrik (1999).



effect of trade policy on technological performance, as well as to identify that effect as an
average pattern.

The major findings of this paper are as follows. First, we provide strong evidence sup-
porting the hypothesis that Colombian plants’ productivity is negatively affected by trade
protection. Lagged nominal tariffs at 3 and 4-digit industry levels have a significant and
economically important impact on productivity, even after controlling for observed and un-
observed plant characteristics and for industry heterogeneity. We find that plant exit plays a
minor role in generating productivity gains in face of lower trade protection. Also, account-
ing explicitly for variation in the Colombian peso’s real exchange rate does not affect our
results. Second, we find that the impact of trade protection on productivity is stronger for
large plants than for small plants, when size is measured by employment and market shares.
Third, we present evidence of a differential impact of trade protection on productivity de-
pending on the degree of domestic competition in the industry: the impact is stronger for
plants in industries that are less competitive according to Herfindahl indexes and turnover
rates. Fourth, we verify the robustness of our main findings using lagged effective rates
of protection and import penetration ratios as measures of trade protection and exposure,
respectively. Finally, we also find evidence of a negative impact of trade protection on the
rate of growth of plant productivity.

In this paper we follow a two-stage estimation procedure. Allowing for cross-industry
technological differences, we estimate a separate production function for each industry and
derive plant-level time-varying productivity measures. We then evaluate the impact of
changes in trade policy on plant productivity.

The use of ordinary least squares (OLS) for production function estimation is inappro-
priate because regressors such as labor and intermediate inputs, are treated as exogenous
variables. As Griliches and Mairesse (1995) argue, inputs are endogenous, chosen optimally
by producers. For example, a producer’s input choices are likely to depend on improvements
in managerial ability, which are part of the productivity shock known to the producer but
unknown to the econometrician. Consequently, since input choices and productivity are cor-
related, OLS estimates suffer from a simultaneity bias. Also, industry evolution models, such
as Jovanovic (1982), hypothesize that more efficient producers are likely to expand. Variable

inputs, which are easier to adjust, tend to have upwardly biased OLS coefficient estimates.”



Fixed effects estimation is not appealing, since it eliminates the simultaneity bias only in
the restrictive and uninteresting case of constant productivity. Instrumental variables esti-
mation can correct the bias but is not pursued given the lack of good instruments for plants’
input choices. Lagged inputs are inappropriate instruments in face of serially correlated
productivity shocks, which we assume.

Our methodology for production function estimation follows Levinsohn and Petrin (2000).
Under general conditions, a plant’s demand for variable inputs increases monotonically with
productivity, conditional on its capital stock. Therefore, we use a nonparametric estimate
of the inverse input demand as the control for unobservable productivity. Raw materials
is the variable input chosen to correct the simultaneity bias given its ease of adjustment
in face of productivity shocks, namely through adjustments in inventories, that are richly
documented in our dataset. So, production function parameters are consistently estimated.
The variable inputs’ coefficients thereby obtained are lower than those resulting from OLS
estimation, revealing the endogeneity of input choices with respect to productivity across
industries. As a robustness check, we compare our main production function estimates
with alternative estimates, among which those obtained following Olley and Pakes (1996)
estimation technique, with raw materials as the instrument to correct the simultaneity bias.

The channels through which trade liberalization may affect plant productivity levels and
growth are diverse, ranging from reduced ”X-inefficiency” or slack (as well as costs) in face
of increased competitive pressure {rom imports to increased access to foreign (higher quality)
intermediate inputs and capital goods or to higher incentives to invest in technological in-
novation. But the theoretical literature on the impact of trade policy on plant productivity
through a specific channel, discussed in section 6, is not extensive and tends to ignore plant
heterogeneity, relying mostly on the case of a representative plant. Our empirical approach
relates plant-level time-varying productivity to trade policy in a regression framework. We
exploit cross-industry and temporal variation in protection to identify a systematic compo-
nent of productivity related to trade policy. Both OLS and plant fixed effects specifications
are considered and unobserved industry heterogeneity is controlled for. We give careful con-

sideration to the potential endogeneity of trade policy. We also consider whether movements

7 With more than two inputs, biases cannot be all exactly signed, as they depend upon the degree of
correlation between each input and the productivity shock.



in the real exchange rate alter the trade policy-productivity link. In periods of real devalu-
ation, the resulting higher import prices may provide protection to domestic plants even in
face of tariff declines. We find that in such periods plant productivity gains still hold. It is
possible to claim that the negative impact of trade protection on productivity is driven by the
exit of less productive plants in face of liberalization. We find only weak evidence for such
claim, 1.e., the productivity gains associated with lower tariffs reflect largely within-plant
changes in productivity. Our finding of substantial within-industry heterogeneity in output,
inputs and especially in productivity leads us to consider cross-plant variation in the impact
of trade policy on productivity. To the best of our knowledge, our paper is the first to ana-
lyze such variation and plant size is an interesting characteristic across which to differentiate
the impact of trade policy. Also, taking into account the cross-industry heterogeneity that
portrays our dataset, we allow the impact of changes in tariffs on plant productivity to vary
with entry barriers and the degree of concentration in the plant’s industry.

The paper is organized as follows. In Section 2 we present the model and method for
production function estimation. In Section 3 we describe the data. In Section 4 we discuss
the results from production function estimation, the corresponding productivity levels and
growth. In Section 5 we discuss trade policy regimes and measures and the endogeneity of
trade policy. In section 6 we analyze the relation between trade policy and productivity
using nominal tariffs, effective rates of protection and import penetration ratios. Section 7

concludes. All tables and figures are provided at the end of the paper.

2. Productivity Estimation

We obtain consistent production function estimates following a strategy that builds upon
that proposed by Olley and Pakes (1996). The authors use plant investment to correct the
simultaneity bias between plants’ input choices and privately known productivity. Relying
on investment for identification is problematic given the lumpiness in investment across
Colombian plants, which may lead to unrealistic year-to-year variability in estimated plant

productivity.® Furthermore, combining investment to correct the bias with the build-up of

8 The distribution of investment across plants is characterized by a large fraction of plants with positive
investment (varying significantly in levels) in half the years of plant presence in the sample and null in
the remaining years. Olley and Pakes (1996) argue that the technical condition required for estimation
(investment being a monotonic function of productivity, conditional on capital) is not verified for plants with
zero investment. For the Colombian dataset, that would generate a bias as small plants, that invest less



the capital stock in our dataset would seriously bias the capital coefficient.” So, we follow
a methodology better suited for developing countries’ datasets, proposed by Levinsohn and
Petrin (2000). Intermediate inputs control for the part of productivity observed by the plant’s
decision maker and correlated with input choices. The appeal of the approach is to combine
elements of a structural approach and parametric estimation with the flexible nonparametric
estimation of unknown functions. But for comparison purposes, we also obtain production
function estimates using Olley and Pakes’ estimation methods with raw materials, rather
than investment, correcting the bias.

We use an unbalanced panel that accounts for entry into and exit from different industries,
and therefore partly controls for the selection bias that arises if exit decisions by plants
are made with knowledge of their current productivity. By not incorporating endogenous
selection into the estimation, we implicitly assume that producers do not observe current
productivity when they decide whether to stay in the industry. For Chilean manufacturing
data, Levinsohn and Petrin (2000) argue the estimation results are similar whether or not
endogenous selection is considered.

The input chosen to correct the simultaneity bias is raw materials. In contrast to Levin-
sohn and Petrin (2000), materials is a good choice for the Colombian dataset because infor-
mation on materials use, not just purchase, is available, and that captures storage or running
down of materials’ inventories, highly correlated with year-to-year productivity shocks. Also,
across industries, almost all plants report use of raw materials, whereas that is less prevalent
for electricity and fuels, the other two intermediate inputs.

Implicit in the estimation procedure is a structural dynamic model of plant production
decisions with cross-plant heterogeneity, plant specific uncertainty and the maximization of
the expected discounted values of future net profits. The timing of plant i’s decisions within
period t is as follows. First, the plant observes productivity wgt, then it chooses variable in-
puts labor lgt, raw materials mgt and energy (electricity and fuels) egt to be combined with the

quasi-fixed input capital k:ft for production of output yft =f (lft, Z‘t L€, k:ft,wlt,glt) Output

often than large plants, would be systematically eliminated from the sample
9 The timing of plant i’s choices and the build-up of the capital stock in Olley and Pakes (1996) are as

follows: plant 7 starts period ¢ with capital stock k:J and observes product1v1ty wl,. If it stays in industry j,
it chooses labor, 1ntermed1ate inputs and investment i/, (correlated with wlt) which enters the capital stock

at ¢ + 1. In our data, #/, enters the capital stock at t. Hence, kJ,, which enters production at ¢, would be
correlated with productivity and investment choices would not correct the corresponding bias.



depends also on observed productivity wgt and on an unobserved shock 5gt. The capital stock
build-up assumed is consistent with the definition and construction of capital in the dataset,
k:ft = (1— (5)/{:5;71 + igt, where zzt is plant investment and ¢ is the depreciation rate. Plants’
investment choices (not modeled) need to be consistent with a crucial identification assump-
tion in the estimation, discussed below: k:gt does not adjust to an unexpected productivity
shock, that is part of the stochastic process for observed productivity wgt.lo

The functional form chosen for production is Cobb-Douglas in a logarithmic form, with
Hicks-neutral technical change, to make our results comparable to previous studies. We
choose an output over a value-added specification (where intermediate inputs are subtracted
from output). Steindel and Stiroh (2001) argue that the technical assumption required for
value-added to be a valid production index (separability of the production technology in

all intermediate inputs) is not verified empirically.!! The estimating equation for plant 4 in

industry 7 and period f is given by:
Ui = Bo -+ Bl + Beely + Bl + Bkl + why + <l (1)

The error in (1) is constituted by productivity wgt, known to the plant manager, possibly
correlated with lgt, egt and mgt, generating the simultaneity bias and by a shock 5gt assumed
to be mean zero, uncorrelated with the regressors representing any unpredictable shocks to
production and/or productivity realized after input choices are made.

The productivity residual, wgt + 5%, concerns the efficiency with which inputs are trans-
formed into output, coming through learning-by-doing, adopting newer and better methods
of production, improvements in managerial practices, worker training, among others. An
important part of productivity may relate to short-run adjustments to external shocks, i.e.,
changes in labor or capital utilization, as costs rise when plants operate below capacity. The
use of raw materials to correct the simultaneity between inputs and unobserved productiv-
ity parallels its use to correct for unobserved variation in labor and capital utilization (Basu
(1996)). So, our productivity estimates may reflect in part changes in capital or labor utiliza-
tion. Considering a broad productivity concept is interesting in light of the main objective

of the paper: i.e., to find whether plant productivity is affected by trade policy.

10S0, investment choices depend only on the plant’s lagged productivity.
11In the Colombian dataset, the assumption that intermediate inputs are used in fixed proportion to output

is not supported: the ratio of intermediate inputs to output is not constant across plants in any industry,
e.g. the coefficient of variation of that ratio is 69% in the transport equipment equipment.

7



Producers maximize profits and the corresponding variable input demands can be de-
rived. Input demands depend on capital (a quasi-fixed input to which we return below)
and on observed productivity. The assumption required to invert the raw materials demand
function, m;; = my(ws, ki), and express productivity as a function of raw materials and cap-
ital is an intuitive monotonicity condition: for profit maximizing plants, raw materials use
increases with productivity, conditional on capital. A sufficient condition for monotonicity to
hold, with a well behaved production function (twice continuously differentiable) such as our
Cobb-Douglas function, is perfect competition in input and output markets, but that is not
necessary: output markets can be imperfectly competitive.'? So, we obtain a productivity
function wy = wi(my, ki) depending only on plant observable variables. FEquation (1) can

be written in the partially linear form (omitting industry superscript j):

Yir = Bilie + Boeit + &y (Mar, ki) + £ with @, (mar, ki) = Bo + Brkae + Boymiae + we (ki )
(2)
Since g5 has zero unconditional mean, Fle; | my, ki is also zero. The difference between

(2) and its expectation, conditional on raw materials and capital is given by:
Yie — B[ yit ’ Mit, Kit] = ﬂz(lz‘t — B[ 1y ’ My, k‘zt]) + ﬂe(eit — Bl ey ’ Mt Kit ]) + it (3>

Equation (3) is estimated by OLS (with no constant term) -once the conditional expectations
are obtained by locally weighted least squares (LWLS) regressions of output, employment
and energy on m and k- to obtain consistent parameter estimates for labor and energy,
the variable inputs that do not correct the simultaneity bias.!*Though the raw materials
demand m;; = my (wy, ki) does not explicitly depend on plant-level input and output prices
(unavailable in the dataset), we partly address this restrictiveness by allowing that demand
function (along with the productivity function resulting from its inversion and ¢, (1, ki)

in (2)) to differ across two periods. Growth cycles in Colombian manufacturing output may

12T evinsohn and Petrin (2000) argue the estimation is valid under some imperfect competition structures,

e.g., Cournot oligopoly with linear demand functions.
13We use a flexible approach to estimate the conditional expectations of the form m(z1,z2) = E[Y | X1 =

x1, Xo = xg]. For any given pair (z1,%2), we estimate a weighted linear regression of ¥ on a constant term
plus a second order polynomial on (Xi, X5) for the data neighboring (z1,%2). The bandwidth matrix is
diagonal, with different diagonal elements (corresponding to smoothing in X; and X3 directions) following
Fan and Gijbels (1996, p. 47). The weights are given by a bivariate Normal density function, whose fast
decay decreases the weight given to points far from (x1, z2). For each point (1, z2), the estimated conditional
expected value, E[Y | X1 = 1, X2 = 23], is the intercept of the LWLS regression. This regression is estimated
as many times as there are points on a grid chosen to be the entire sample.
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generate different conditions in input markets affecting input demands through e.g., variation
in the unobservable ratios of input to output prices. So, ¢, (.) is estimated separately across
two periods (1977-1983, a period of slow output growth and 1984-1991, a period of faster
output growth) as a LWLS regression of output net of the contribution of variable inputs
(except the input correcting the bias) (y; — ﬁllit — ﬁeeit) on (mi, ki)t

To obtain consistent estimates for (3,,, 3;), we pursue a strategy whose crucial identifica-
tion assumption is that capital may adjust to expected productivity, but does not adjust to
an unexpected productivity shock, &,,, when productivity is assumed to follow a first order
Markov process wy = Elwit | wir—1] + &4, with &, being independent identically distributed
(1.i.d.). Such a stochastic process has been assumed for productivity in models of industrial
evolution and productivity estimation such as Olley and Pakes (1996) and Ericson and Pakes
(1995). Two moment conditions are estimated by GMM. The first, equation (4), says that
capital at ¢ is uncorrelated with the unexpected productivity shock at ¢. The second, equa-
tion (5), says that raw materials at t — 1 is uncorrelated with the unexpected productivity
shock at {. Both conditions hold controlling for the expected part of productivity condi-
tional on lagged productivity, Flws | wi—1]. Given the Markov process for productivity,
lagged raw materials, that depend on lagged productivity and lagged capital, also satisfies
the other condition defining an instrument, i.e., being correlated with current raw materials.
Taking the conditional expectation of (1) separately with respect to capital and to lagged

raw materials and replacing productivity w; by its Markov process, we obtain:

E[yit - ﬂzlz‘t - ﬂeez‘t - ﬂmmz‘t - ﬂkkit - E[wit ’ witfl] ’ k‘z‘t] = E[git + fit ’ k‘z‘t] =0, (4>

E[yit - ﬂzlz‘t - ﬂeez‘t - ﬂmmz‘t - ﬂkkz‘t - E[wit ’ wz‘tfl] ’ mitfl] = E[5z‘t + fit ’ mitfl] = 0.
(5)

The residuals in the moment conditions, £ + &,,, are obtained by combining the estimated

coeflicients (@l , ﬁ

.), initial values for (3,,, 5;) and an estimate for Elwy | wy 1]. The error

gi¢ has zero unconditional mean, so it is uncorrelated with lagged productivity and Ew;; 4

| wit—1] = Elws | wir—1] . The conditional expectation Flwy | wi—1] is estimated by a TWLS

14The time subscript in my(.), wi(.), ¢¢(.) is such that t = ¢ + 1 if ¢ < 1983 (same function in 1977-1983);
t#t+1ift=1983 and ¢t = ¢+ 1 if t > 1984 (same function in 1984-1991). For the LWLS regressions
from which estimates for ¢,(.) are obtained, weighting and smoothing are applied separately to data points
observed before or in 1983 and to data points observed in or after 1984.

9



regression of Wit + ¢ S50 = Yit — @llit — @eeit — Oy my — Brky on lagged productivity Wy 1 =
at (mi—1,ki—1) — Brmi—1 — Brki—1. We do not include year effects, temporal variation
is accounted for by estimating different ¢,(.) functions across periods. We consider year
effects in section 6 when analyzing the link between productivity and trade policy. Our
GMM criterion function weights plant-year moment conditions by their variance-covariance
matrix. The estimation algorithm starts from candidate OLS estimates (53;,, 55 ) and iterates
on the sample moment conditions to match them to their theoretical zero value, reaching
final parameter estimates. A derivative optimization routine is used, complemented by a grid
search, given the existence in several industries of multiple minima for the GMM criterion
function. The final estimates minimize the criterion function under the grid or the derivative
optimization routine. For all industries where the minimizers result from the grid search,
these are used as starting values in the derivative optimization routine to reach more precise
final values for (@m, @k) Plants in different industries operate with different technologies,
so the production functions are estimated separately across a slightly modified 3-digit level
industry classification (ISIC). The standard errors for the production function parameter
estimates are bootstrapped as several estimated regressors are repeatedly used at different
stages of the estimation.!'®

To obtain alternative production function parameters closer to Olley and Pakes (1996),

the following equation, with i.i.d. residuals g4, is estimated by OLS:

Yie = Bo + Bilie + Boea + Pi(mie, ki) + cat, (6)

Py(mi, ki) is a fourth degree polynomial in materials and capital including all interaction
terms (separately estimated across 1977-1983 and 1984-1991) that estimates ¢,(.). Raw

materials and capital coefficients are obtained by the nonlinear minimization of the sum of

15Qur specific bootstrap procedure consists of sampling randomly with replacement plants from the dataset,
matching in any year the number of plants in the original sample. Each plant is taken as a block if the plant
is randomly selected (i.e., all of the plant’s observations are included in the bootstrap sample), given that
the estimation procedure uses a lag structure. The total number of observations differs across bootstrap
samples. The estimation procedure is run for 100 bootstrap samples obtaining estimates of (3}, 5., Bm:58s)
at each step. The standard deviation of a parameter estimate across the bootstrap samples constitutes the
standard error for that parameter. The procedure is computationally burdensome for the larger industries
since for each plant-year observation, a regression is estimated whenever LWLS is used, with the sole purpose
of obtaining the constant term.
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squared errors from the following equation, with i.i.d. residuals n,,:'°
(s — /ﬂ\llit - ﬁeeit) = Be + B + Brkit + P(@i-1) + 1. (7)
3. Data

Our productivity analysis is based on plant-level panel data from the Colombian Manufac-
turing census provided by DANE (Colombian National Statistical Institute) for the years
1977 through 1991.'" Small plants (less than 10 employees) are included in the survey dur-
ing 1977-1982, excluded during 1983-1984 and included as a small proportion of the sample
after 1985. The unbalanced nature of the panel allows the identification of entering and
exiting plants each year. Naturally, the concept of entry and exit are relative to the DANE
survey e.g., an entering plant may or may not represent a movement out of the informal
sector. The survey covers extensively formal production in the Colombian industrial sector.

For each plant and year, the survey collects data on production and sales revenues, value
added, input use (labor categories, raw materials, electricity, fuels), inventories, investments
(buildings, machinery, transportation, office, land), exports (1981-1991), plant ownership
type, location, 3 and 4-digit ISIC industry code, a plant identification number and year
of start-up operations (plant age). Capital stock measures are constructed according to
the perpetual inventory method for each plant and each of five types of capital. Several
corrections are implemented to obtain the final capital stock variable. Nominal variables

in current pesos are converted to 1980 pesos by the corresponding price deflator.!® The

160LS estimates are the initial values for the iterative search in the non-linear least squares estimation.
P(%;,-1) is a fourth degree polynomial in &;—1 = ¢y (Mi—1, kir—1) — BpyMit—1 — B ki—1. The estimate of
¢ () is Pi(.) evaluated at the polynomial coefficients estimated in (6).

17Plants are the unit of observation. There are important industrial groups in Colombia (most being verti-
cally integrated and holding plants across very different industries), but the census provides no information
on which plants are firms and which plants belong to a firm or group. It is unlikely that the consideration
of plants instead of firms biases the estimated impact of trade policy on productivity. Suppose that for cost
efficiency reasons in face of trade liberalization, all industrial groups and firms replace less productive plants
by more productive new plants keeping a common identification number in the census. Then, a positive
effect of liberalization on productivity would be largely due to the exit of less productive plants. This is not
a problem for our analysis since DANE registers any new plant (belonging to a firm or not) with a new iden-
tification number in the census. Suppose now that plants belonging to vertically integrated industrial groups
have better access to inputs (domestic and especially imported) and therefore have potentially less to gain (in
productivity terms) from trade liberalization. This would merely imply that plants belonging to industrial
groups experience weaker changes in productivity as a result of changes in trade policy. Unfortunately this

hypothesis is not testable.
18We thank Mark Roberts (Penn State U.) for providing us with output price indexes at a 3-digit ISIC level

(28 industries) that are used to deflate plants’ nominal sales generating a measure of plant-level output. The
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selection of observations, from the original total of 102,911, is based on different types of
data problems such as incomplete series or zero values of output, employment, intermediate
inputs, capital or clear reporting errors. Further observations are eliminated given their
ambiguous industrial classification, as productivity estimation is done at the level of the
industry, to reach a final sample of 97,107 observations when raw materials controls for the
correlation between input choices and unobservable productivity.

A large degree of plant heterogeneity is found for size, ownership type, location, age,
output and inputs.'® For output and inputs, standard deviations are more than twice the
size of means in all industries. The distribution of plant size is relatively stable over time,
with plants with less than 50 employees representing more than 70 percent of manufacturing
in any given year. The geographical distribution of plants is concentrated in the regions
around Bogota, Cali and Medellin. The median plant age increases from 10 years in 1977
to 14 years in 1991.2° More than 50 percent of plants in any year belong to the industries
food, apparel, textiles, printing, nonmetallic minerals and metal products. The distribution
of plants across industries is relatively stable over time, but there is significant entry and exit
into and out of various industries. Average annual entry and exit rates into manufacturing
during 1977-1991 are 11.4 percent and 9.8 percent, respectively. The cohorts of entrant and
exiting plants contribute a small percentage to total output produced, are much smaller than
incumbents and have lower labor productivity. Average entry and exit rates are computed
across industries and periods: trade liberalization (1977-1982), increased trade protection
(1982-1985), trade liberalization (1985-1991). For a majority of industries, entry and exit
rates increase from 1977-1982 to 1982-1985 but decrease from 1982-1985 to 1985-1991. These

findings on unconditional exit rates are contrary to trade liberalization leading to significant

procedure of deflating sales by industry price indices is not innocuous, as Klette and Griliches (1995) point
out, but is the only possibility in the absence of plant-level price data. Measuring plant output by deflated
sales is a serious problem when studying productivity dispersion, but a minor problem for the study of trade
policy and productivity levels and growth. Specific price indexes from the Colombian Central Bank are
used to deflate the different types of capital and intermediate inputs. Since output is defined as (deflated)
production plus changes in inventories of finished goods, our productivity measures are free from a downward

bias that would result if goods produced in year ¢ but not sold in that year were unaccounted for.
19The sample statistics discussed here are presented in Appendix B; further comments and results can be

found in the Data Appendix, available at http://pantheon.yale.edu/~amf28 /research.
20Curiously, the age of entering plants is not always zero years. Many entrants are in operation previous

to entry, but are not included in the census. This can be interpreted as evidence of the importance of the
informal manufacturing sector in Colombia. In most industries, average and median plant age are similar
(beverages, tobacco and industrial chemicals are exceptions). But within industries there is significant
heterogeneity in plant age.
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industry rationalization. Analyzing the correlation between industries’ entry and exit rates,
we conclude that years of high entry are also years of high exit, i.e., there is divergence of

outcomes for plants within an industry during a given time period.

4. Results from Estimation
4.1 Production Function Estimates

In this section, we discuss the results from the estimation procedure described in section 2,
as well as those from OLS and plant fixed effects, presented in Table 1 and Figure 1.2 In
Table 1, most parameter estimates take on values within reasonable ranges, when compared
to other productivity studies. The variable inputs’ coefficients are precisely estimated at
the 1 percent confidence level in almost all industries. The bootstrapped standard errors
are higher than those of OLS estimates for all inputs, given the nature of the estimation
procedure: the repeated use of estimated regressors increases the variance of estimates. If
more employees are hired and more energy is consumed in periods of high productivity, OLS
estimates of variable inputs’ coefficients are upwardly biased. The graphs in Figure 1 depict
the relationship between OLS and nonparametric/GMM parameter estimates for all indus-
tries and the four inputs, together with the 45 degree line. Figures la-b allow us to conclude
that in most Colombian industries, OLS estimates of the contribution of labor and energy
inputs to output are higher than those obtained with materials correcting the simultaneity
bias. One can expect a similar type of bias for the OLS raw materials’ coefficient relative
to that by nonparametric/ GMM estimation, as it is also a variable input. In fact, figure lc
shows that the OLS raw materials coefficient is upward biased in a majority of industries.
The estimated capital coefficient covers the widest range of values across industries and is

not precisely estimated in some industries, though it is significant in the largest industries

21 As mentioned in section 2, production functions are estimated at a slightly modified 3-digit level industry
classification. All observations belonging to a plant need to enter the production function estimation for a
single industry since lagged inputs are used. In the original sample, less than 1% of plants are classified in
different industries in different years. So, we reclassify plants into the industry to which they belong in the
majority of years and eliminate the plants for which no majority industry is identified. The pairs food plus
food-miscellaneous, textiles plus apparel, wood products plus furniture are considered as three industries
(instead of six) for estimation, as many plants belong an equal number of years to the two industries in the
pair. Moreover, the production processes can be plausibly considered to be similar for the two industries in
each of these pairs. In Table 1, the number of observations listed for each industry is that used for OLS and
fixed effects estimation. That number is smaller for nonparametric/ GMM estimation given the use of lagged
variables. The OLS and fixed effects estimates obtained using the smaller number of observations are very
similar to those in Table 1.
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(food plus food-miscellaneous and nonelectrical machinery are exceptions). On the one hand,
capital is a quasi-fixed input that may be correlated with current expected or lagged pro-
ductivity, so an upward bias in the OLS estimate is possible. This is entirely consistent with
the identification assumption in the estimation, that capital does not adjust to the unex-
pected part of productivity. But on the other hand, if capital is uncorrelated with expected
productivity, the positive bias in OLS variable inputs’ coefficients may be transmitted into
a negative bias in the capital coefficient, if capital and variable inputs are positively corre-
lated. In fact, labor, materials and energy are positively correlated with capital, significantly
in all industries, except in electrical machinery. Figure 1d shows that in half the industries,
the OLS capital coefficient is higher than that obtained by nonparametric/GMM estima-
tion, whereas in the other half the OLS coeflicient is lower. A test for constant returns to
scale from nonparametric/ GMM estimates is rejected only in printing and rubber products.
Naturally, these estimates are lower than OLS returns to scale for most industries.

We perform a robustness check to the results from our main estimation method by com-
paring them to alternative estimates. The coefficients obtained by polynomials/NLLS esti-
mation do not differ much from those obtained by nonparametric/GMM estimation. In fact,
in several intermediate and capital goods industries, the capital coefficient is almost identi-
cal under both estimation methods. The fixed effects estimates for labor, energy and raw
materials coeflicients are smaller than nonparametric/GMM estimates in most industries.
The fixed effects capital coefficient is larger than the nonparametric/GMM in half the indus-
tries. These results are expected, as downward biases due to measurement error in inputs
are exacerbated with fixed effects estimates, obtained from within-plant variation in output
and inputs. An interesting comparison can be made between the parameters obtained by
nonparametric/GMM estimation and average input revenue shares, as the literature on trade
and productivity relies often on Solow TFP residuals, assuming that the contribution of an
input to production is equal to that input’s share in total revenue. Average labor and en-
ergy revenue shares are lower than estimated coefficients in most industries, whereas capital
revenue shares are higher than capital coefficients.?> Raw materials revenue shares are lower

than estimated coefficients in half the industries. These results hold when the comparison

22For any industry, average and median input revenue shares are taken across all plants and years. The
capital revenue share is obtained as one minus the shares of labor, electricity plus fuels and raw materials.
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is made to median input revenue shares. By using Solow residual TFP measures, we would
introduce unnecessary biases in the link between trade policy and plant productivity.

We pursue the main question in the paper using the estimates obtained with raw mate-
rials correcting the bias. But, as a final robustness check on the methodology, we estimate
the production functions across industries with a different intermediate input, electricity,

correcting the simultaneity bias.?

4.2 Industry and Plant-Level Productivity Estimates

In this section, we focus on the dynamics of productivity across Colombian industries.
We construct different measures of logarithmic productivity for the two estimation meth-
ods depending on whether a TFP measure or a no-shock productivity measure is consid-
ered. Irom equation (1) evaluated at parameter estimates, the TFP measure is given by
wit/—l—\ it = Yir — @llit — @eeit — ﬁmmit — ﬁkk‘it = pry. The no-shock productivity measure
(excluding the shock to output that is uncorrelated with inputs) results from combining the
estimated ¢,(.) with capital and materials coefficients: w; = ¢t (e, ki) — ﬂk i — ﬂmmit.
The TFP and no-shock productivity are significantly positively correlated when obtained by
nonparametric/GMM or by polynomials/NLLS estimation: e.g. for the estimates obtained
by nonparametric/GMM, correlation coeflicients range between 0.61 for ceramics and 0.93
for petroleum derivatives. The main source of cross-plant variation in TEFP is variation in
no-shock productivity, though variation in the shock also plays a role.** Productivity in
industry 7 and year ¢ can be defined as the output-share weighted sum of plant-level pro-
ductivity, Qt = Eiv 1 th?"m where prlt and slt are plant 7’s productivity and market share
in industry output, respectively, and N;; is the number of plants in industry j. From these

measures, we compute year-to-year industry TEP growth rates from nonparametric/GMM

23With electricity, the variable inputs in (1) are labor, raw materials plus fuels and electricity. The sample
differs from that used in the raw materials estimation, as plants reporting no electricity use are dropped
from the sample. The main findings are relatively similar to those with materials and are described in
the Data Appendix. The OLS estimates of labor, raw materials plus fuels and electricity coeflicients are
higher than the nonparametric/ GMM estimates in most industries. We find an upwardly biased OLS capital
coeflicient relative to the nonparametric/ GMM estimate in half the industries. Most coefficients are close
whether obtained by polynomial/NLLS or by nonparametric/GMM estimation, except for those on the
instrument correcting the bias. In several industries, the coefficients on labor and capital obtained by
nonparametric/ GMM differ depending on which instrument is used to correct the bias. This can be expected

to the extent that electricity and raw materials control for the endogeneity of inputs at different degrees
24In Appendix B, Table B.6, the share of the variance of w;; + ¢;; accounted for by the variance of I;; is

presented for each industry and both estimation methods.
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estimation, and find a large degree of heterogeneity: short periods of productivity growth
alternate repeatedly with short periods of productivity decline. For most industries, these
industry TFP growth rates are very similar to those from polynomials/NLLS estimation.
The frequent changes are not always associated with the swings in trade policy directed at
those industries. By computing the changes in productivity over two sample subperiods we
find the ‘procyclical’ or ‘countercyclical’ nature of industry productivity relative to aggre-
gate manufacturing output. An industry has ‘procyclical’ productivity if during 1977-1983
productivity grows by less or declines by more than it grows or declines, respectively, during
1984-1991, or if it declines during 1977-1983 and grows during 1984-1991. Most industries
are characterized by procyclical productivity, except beverages, leather products, printing,
plastics, nonelectrical and electrical machinery and professional equipment.

We compare our industry productivity growth rates from nonparametric/ GMM estimates
to those obtained by M. Roberts in World Bank (1991) using the Colombian data from 1977
to 1987. Roberts obtains TEFP Tornqvist index numbers, using industry-level inputs, output
and input cost shares, assuming constant returns to scale and computes productivity growth
rates for 3-digit industries. These growth rates differ much from those derived from the
nonparametric/GMM estimates. One of the reasons for the divergence is the difference in
methods to compute industry productivity, consistent measures versus Solow residual calcu-
lation. Another reason for the divergence is the type of aggregation (even when productivity
is obtained by the same method): growth rates at the industry-level versus growth rates at
the plant-level aggregated to the industry-level as an output-weighted sum.?®

Given the skewness of the size distribution in all Colombian industries, movements of
output across plants with different productivity may affect industry productivity levels,
Qi and corresponding growth rates. So, we follow Olley and Pakes (1996) to decompose
industry TFEP levels into unweighted average productivity and the covariance between plant
productivity and output share: Qf = pri + S 09 (s, — Ei)(prgt — p7), where Eg and Pl
are industry average output share and average productivity, respectively. The covariance is
positive in all years in all but four industries, i.e., the allocation of output is such that more

26

productive than average plants have higher than average output shares.”® We decompose

25In fact, we also obtain plant-level TFP Tornqvist index numbers and the corresponding productivity growth
rates and aggregate those to the industry-level using output-share weights (as with the nonparametric/ GMM

measures). These industry productivity growth rates also differ from those obtained by Roberts.
26
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industry productivity changes to find whether industry productivity growth is driven by
growth in unweighted average productivity or by a reallocation of output to more productive
plants. In particular, we examine whether this decomposition varies in a systematic way
with trade policy, as trade protection may permit an inefficient reallocation of resources
(such as e.g., output) from more to less productive plants. In general, unweighted average
productivity growth tends to drive industry productivity growth. But output reallocations
from less to more productive plants are the main cause of productivity growth for some
industries and years. In most years, only half the industries undergo productivity-enhancing
output reallocations. But, during 1980-1982, a period when trade barriers are liberalized
in most industries at different degrees, output is reallocated to more productive plants in
almost all industries and during 1982-1983, a period when trade barriers are substantially
tightened, the opposite occurs.

Overall, the results point to some heterogeneity in productivity growth across industries
over time, partly reflecting the different possibilities for technological progress across Colom-
bian industries. In section 6, we focus on another reason for such heterogeneity, variation
in trade policy. Also, there is evidence of intra-industry heterogeneity: at a given point in
time, some plants experience an evolution of productivity that differs from that of industry
productivity. This finding reinforces the need to use plant-level data for an accurate analysis
of trade and productivity, as industry data masks differences in plant behavior.

Technology was allowed to differ across industries in the estimation and plant productiv-
ity, pr;:, is associated with a specific technology, so it is not comparable across industries. We
follow Aw, Chen and Roberts (2001) and Pavcnik (2002) to obtain a relative productivity
measure, comparable across years and industries. For each plant in an industry, relative
productivity is the difference between the plant’s TFP and TEFP of an average plant in the
industry in 1977. TFP of an average plant is obtained combining average (logarithmic) out-
put and inputs in 1977 with parameter estimates in Table 1. In what follows, pr; refers to

plant productivity comparable across industries and years.

The exceptions are food, food-miscellaneous, glass and iron and steel that have an allocation of output
accruing disproportionately to less productive plants in some years. This phenomenon could be partly due to
industry regulation. In most years when the output allocation accrues disproportionately to less productive
plants, capital is also disproportionately allocated to plants that are less productive than average.
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5. Trade Policy: Regimes, Measures and Endogeneity
5.1 Colombian Trade Policy

Our empirical framework takes advantage of the significant swings in Colombian trade policy
from 1977 to 1991.27 Three trade regimes are clearly identified: trade liberalization until
1981, increased trade protection from 1982 to 1984 and liberalization after 1985. Across
regimes, protection was characterized by a large dispersion in tariff levels and a cascading
tariff structure: lower tariffs on raw materials and intermediate inputs not produced domes-
tically such as industrial chemicals, iron and steel, nonferrous metals and higher tariffs on
consumer and finished products produced domestically such as textiles, apparel, footwear
and furniture. Also, quantitative restrictions were in place, in the form of an import li-
censing system, whereby each item in the tariff code was classified into a free import list, a
prior-licensing list, or a prohibited import list.

Until 1981, import barriers were decreased. The average tariff declined to around 26
percent in 1980. In 1981, the proportion of items under the free import regime (69 percent)
was 16 percent higher than in 1978. An interesting feature of this liberalization episode was
that it essentially responded to exchange rate pressures due to an increase in world coffee
prices, high foreign borrowing by the government and illegal drug trade, so it favored a larger
decrease in protection of those sectors with larger response elasticities. The liberalization was
strong for tobacco, some intermediate goods and raw materials, (e.g., nonmetallic products)
but weaker for beverages, textiles, wood and furniture. Strong real exchange appreciation,
hurting producers in tradable goods sectors, combined with a world recession, led to a
reversal of liberalization starting in 1982, with a significant increase in trade restrictions.
Tariffs increased on all items three times between 1982 and 1984, reaching an average of
almost 41 percent in 1984. A large number of items was transferred to the prior-licensing
list and the importance of the free list decreased from 36 percent of items in 1981 to 0.5
percent in 1984. Also, the proportion of approved import licenses decreased from 30 percent
of licenses requested in 1980 to only 2.5 percent in 1984. The prohibited import list was

reactivated in 1984 and all manufacturing was covered by import restrictions. The more

27See Lopez and Castro (1987), Garcia (1991), World Bank (1984, 1989, 1991) GATT (1990) and Garay
(1991) on Colombian trade policy. These sources report average tariffs (mentioned below) differing slightly
from the average tariffs used in Table 2 and sections 5.2 and 6 due to weighting.
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protected sectors were non-durable and durable consumer goods with average tariffs of 70
and 62 percent in 1984, 13 and 11 percent higher than in 1983, respectively. After 1985,
a gradual shift to trade liberalization occurred. In 1985 and 1986, the major goal was an
‘administrative rationalization’ of the structure controlling imports. By 1986, 36 percent of
items were freely importable. Reductions in tariff rates and dispersion proceeded in 1987. In
1988, the average tariff (27 percent) was 15 percent below that in 1985 and unrestricted tariff
items represented 38 percent of total imports. At this time, only 82 percent of manufacturing
was covered by import restrictions. Important tariff reductions in all industries continued in
1990-1991.

In Table 2, we present nominal tariffs for 3-digit industries, averaged across the trade
regimes just described. For most industries, there is a sharp increase in tariffs from 1976-
1980 to 1983-1984, followed by a decline in 1985-1988. Broad trends in trade orientation
across industries are presented in Table 3.2® Most industries experience a decrease in import
penetration between 1980 and 1985 and an increase between 1985 and 1991. Despite the
liberalization process, the strong devaluation of the peso in 1985, continuing on through 1988,
contributes to smaller increases in import penetration than otherwise expected. In 1991,
less than half the industries have import penetration ratios higher than in 1980. Export
orientation declines for most industries between 1980 and 1984, partly due to increased
trade restrictions and mostly due to a real exchange rate (RER) appreciation, then increases
between 1984 and 1991. For most industries, export orientation in 1991 is higher than in
1980. The pattern of trade policy in Colombia makes it an interesting case to identify the

dynamics of plant productivity adjustment to changes in trade policy.

5.2 Trade Policy Measures: Correlations

A challenge to the empirical analysis of trade and productivity is that trade openness and
commercial policies are not fully described by a single variable. The use of trade policy
measures or trade volumes has advantages as well as drawbacks. Edwards (1998) criticizes
the use of trade volumes, which are not necessarily related to the actual trade orientation of

a country. Tariff levels or quota coverage reflect the degree of government intervention and

28For any industry, the export orientation ratio is the ratio of exports to total output (domestic output plus
exports) and the import penetration ratio is the ratio of imports to domestic demand (domestic output plus
imports).
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protection at the level of the industry and are better suited to capture a significant opening of
trade policy that raises productivity, without being reflected in trade volumes. But export
orientation and import penetration ratios are also valuable, by reflecting how important
foreign consumers and producers are to domestic producers. In Table 4, we relate levels
and changes of different measures of trade exposure to check their consistency in indicating
the relative openness of industries and the evolution of protection over time.? High tariffs
and effective rates of protection (ERP) are associated with low import penetration into 3
and 4-digit industries but not clearly related to export orientation (Table 4a).*° Reductions
in tariffs or ERP are weakly associated with increases in import penetration and decreases
in export orientation (Table 4b). Across different trade policy regimes (between 1980, a
year in the first liberalization period, 1983, a year in the protection period and 1988, a year
in the second liberalization period), tariff reductions are weakly associated with reductions
in import penetration (Table 4¢). Between 1984, a year of increased protection, and 1990,
a year of trade liberalization, reductions in KRP are weakly associated with increases in
import penetration (Table 4d). For the years of available 3-digit tariffs and ERP data, the
corresponding levels and changes are highly correlated (Table 4¢). This finding is also verified
across different trade regimes (Table 4f). But, curiously, we find that a different group of
Colombian industries experiences the largest relative increase or decline in protection during
1980-1984 and 1984-1990, depending on how trade exposure is measured. This finding is
similar to that in Tybout and Westbrook (1995) for Mexican industries.

Licenses limiting imports of some items across tariff lines are an important instrument of
Colombian trade policy during the sample period. These licenses would ideally be measured
by tariff or price equivalents but unfortunately, only data for coverage ratios of domestic
production by import licenses for 1989 is available. Such ratios measure imprecisely the

restrictiveness of import barriers, providing no information of which licenses are truly binding

29Tariff levels at 2, 3 and 4-digit ISIC levels were obtained from J. G. Garcia at the World Bank (for years
1976, 1978, 1980, 1983-1988) and from Colombia’s National Planning Department (DNP) 3-digit ISIC level
(for the same years as well as 1979, 1989 and 1990). For a small set of industries, the two data sources
provide slightly different values for tariffs in the common years. Effective rates of protection at the 3-digit
ISIC level were obtained from DNP (for years 1979, 1983, 1984, 1989, 1990). A report with coverage of
domestic production by import licenses in 1989 was obtained from the World Bank. Imports and exports at

3 and 4-digit ISIC levels were obtained from J. G. Garcia (for years 1980-1991).
30The ERP is calculated by the Colombian National Planning Department following to the Corden (1966)

formula: the tariff on the final good from which is subtracted a weighted average of tariffs on inputs (according
to an input-output matrix for Andean countries in 1982).
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31 TIn 1989, coverage ratios, tariff and ERP levels are

and which are issued automatically.
highly correlated (Table 4g). In World Bank (1989, 1991) it is argued that Colombian tariffs
are higher for the commodities subject to import licenses. Tariffs place a minimum bound
on the protection of items for which licenses are the binding constraint on imports. So our

finding of an effect of tariffs on productivity would most likely be strengthened by the finding

of a similar effect of quantitative restrictions, if these were satisfactorily measured.

5.3 Endogeneity of Trade Policy

Consider the following specification:
prh = Bo+ A+ BT + 1+ e, (8)

where prf‘t is plant productivity, TPtj is a measure of trade policy varying over time and
across industries, A; are year effects and [7 are industry effects. Using equation (8) to
analyze the link between trade policy and productivity under the assumption that TPtj is
given to plants can be subject to an endogeneity problem. That is the case if government
authorities increase trade protection in response to lobbying pressures by firms in industries
with productivity disadvantages or alternatively if they adjust trade policy measures to reflect
industries’ relative productivities.*? In those cases, the residuals 1, would be correlated with
trade policy measures resulting in inconsistent OLS estimates for 3,.%3

Changes in nominal tariffs would be a genuinely exogenous policy change if they resulted
from GATT negotiations. But even though Colombia became a GATT member in 1981, it
did not participate in trade negotiations before the Uruguay Round (1986-1994), so tariff
changes during 1981-1991 were independent of GATT regulations.

31The coverage ratio indicates the percentage of domestic production for which competing imports are
subject to licensing restrictions. During the sample period, some items were kept in the prior import list for
government control of over and underinvoicing of imports, but were in fact freely importable. Also, a foreign
exchange budget was rationed among importers through import licenses. So, the degree to which import
restrictions were binding was variable, depending on the availability of foreign exchange. This uncertainty

for producers of import substitutes increased the protective effect of existing trade barriers.
32A productivity disadvantage may be defined relative to foreign or domestic industries. Pack (1994) explains

a cross-section of ERP on Indonesian industries testing whether trade policy adjusts to cost disadvantages
of domestic industries relative to potential foreign competitors. But in fact, an opposite argument could also
be made: the most productive industries (relative to domestic and/or foreign competitors) are those able to

pressure the government for higher tariffs, as is the case e.g., for U.S. pharmaceutical industries.
33To determine how serious is the econometric endogeneity of trade protection, we test for Granger causality

between productivity and tariffs and find that average productivity is not significant in explaining contem-
poraneous 3 or 4-digit tarifls, once lagged tariffs are controlled for. This is verified also when further lags of
tariffs and average productivity are included.
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We could instrument trade policy measures with political economy determinants of pro-
tection to address the endogeneity bias. But most political economy models, such as Gross-
man and Helpman (1994) empirically tested by Goldberg and Maggi (1999), predict cross-
sectional patterns of protection. We would need a dynamic model with simultaneous determi-
nation of protection and productivity to obtain instruments for time-varying cross-sectional
patterns of protection, which is beyond the scope of this paper. Moreover, several covariates
of protection in cross-sectional models cannot be used in the Colombian case due to lack of
data. Nevertheless, we follow Trefler (1993) adapting to our panel setting his cross-sectional
regression that explains U.S. nontariff barriers with variables corresponding to political econ-
omy pressures and to the propensity of industries to get organized, derived from political
economy models. Tariffs on Colombian 3-digit industries are found to depend negatively on
Herfindahl indexes and on capital, positively on total employment, on a proxy for minimum
efficient scale, on the share of unskilled workers in total employment and on output growth
and not significantly on import penetration growth. Tariffs on 4-digit industries are found
to depend negatively on capital and on output growth, positively on total employment and
on the share of unskilled workers in total employment and not significantly on Herfindahl
indexes, on scale and on import penetration growth. A detailed rationale for each of the
covariates can be found in Trefler (1993, pp.141-42), we comment now on a selected set of
covariates. The coefficient on total employment is expected if a larger labor force bringing
more votes leads to higher protection. The coefficient on total capital is expected if entry
barriers restrict domestic and foreign entry, decreasing the required level of protection. The
coeflicient on output growth in 4-digit tariff regressions is expected if protection is progres-
sive in aiding disadvantaged industries as they face lower opportunity costs of lobbying. A
problem with these specifications is that many of the explanatory variables exhibit weak
time variation, and therefore have little power as instrumental variables to correct the endo-
geneity of trade policy. More crucially, it is difficult to argue that some of these covariates
are correlated with trade policy but uncorrelated with productivity. Being fully aware of the
caveats, we use the covariates above in an instrumental variables estimation of equation (9)
and discuss the results in section 6.1.1.

An examination of the political economy of tariff policy in Colombia enables us to argue

that endogeneity is not a major problem for our nominal tariff measures. Namely, we find
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evidence that the increase in protection in 1982-1984 was a change in policy responding to
escalating fiscal and current account deficits and was not driven by less productive indus-
tries’ lobbying, so its impact on productivity can be identified. Political economy pressures
in Colombia are important during the sample period, but widespread across industries. Re-
garding the liberalization in 1977-1981, Urrutia (1994, p.290) states that “opposition from
industrialists was strong and unanimous since most saw a protected national market as a
source of growth.” Given the import substitution industrialization followed in Colombia
since the 1950s, producers expected government protection from outside competition. Var-
ious authors emphasize that movements in tariffs are cyclical, driven by macroeconomic
conditions for short-run stabilization purposes. Urrutia (1994, p.297) points out that until
the 1980s, “trade liberalization |[was| stimulated by a desire to control money supply and
inflation without an export-destroying revaluation.” Hallberg and Takacs (1994) argue that
“Import controls [were| alternatively tightened or eased to smooth out aggregate expenditure
in response to external payment deficits [1982-1984] or coffee booms [1977-1981].” Our claim
that tariff changes are a policy response to macroeconomic disequilibria is further supported
in the fact that tariff revenue constitutes an important part of government tax revenue:
more than 16 percent in 1981-1986 (Worldbank (1989)). Across any pair of years, we find
that tariffs move almost uniformly in an upward or downward direction, though the magni-
tude of changes differs across industries. Exploiting these differential changes in protection
across industries is our main interest throughout the rest of the paper. But the Colombian
government does not seem to be changing asymmetrically tariffs protecting less productive
industries in response to pressures. Rather, the differentials are mostly due to policymakers’
interest in changing more strongly the tariffs protecting goods with higher demand elasticity,
so that imports increase or decline more rapidly: in Garay (1998, p.331) it is argued that
trade liberalization until 1981 ”favored those goods which had a higher elasticity to tariff
movements”. The ideal, though unavailable, instruments to control for such type of endo-
geneity in tariff changes would therefore be interactions of changes in the peso’s exchange
rate with industry demand elasticities.

For most of our sample period, there is no evidence that trade policy adjusts to rela-
tive productivities. Garcia (1988, p.168) argues that “import liberalization was not (...) a

way to accelerate the country’s rate of growth or to improve the allocation of resources.”
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Urrutia (1994, pp.304-05) points out though, that in 1990 the official justification for trade
liberalization by DNP was that the “economy [needed]| a major shake-up to start achieving
greater productivity growth and efficiency.” Also, by the end of the 1980s, exporters became
a strong pressure group and most industrialists realized that the internal market was not a
dynamic source of growth and protection had high costs, such as the necessity to produce
an inefficiently large range of products.

The approval process for a license within an import licensing regime is subject to discre-
tion. So, it is possible that political economy pressures in Colombia operated more through
nontariff barriers than on tariffs. In any case, to circumvent the possible endogeneity of con-
temporaneous trade policy measures with respect to industry productivity, we consider the
impact of lagged measures on plant productivity. Thereby, we also address Tybout’s (1992)
concern that uncertainty about the sustainability of changes in trade policy delays any re-
sulting changes in productive efficiency.>* Such uncertainty may be relevant for Colombia,
given the frequent changes in trade regime. For GATT member countries, a further source
of uncertainty regarding trade policy is the freedom of authorities to vary tariff levels above
or below bound levels. But this is a minor concern for Colombia since only 36 items were
bound upon GATT membership representing a small percentage of imports (GATT (1990)).
Even without policy uncertainty, plants require time to adjust their production process to
changing trade policies. We are aware though, that the dynamic structure may be more

complex than one-period lagged trade policy measures affecting productivity.

6. Trade Policy and Productivity: Results
6.1 Impact of Nominal Tariffs

In this section, we analyze the impact of trade protection on manufacturing plants’ produc-
tivity. There are several channels by which trade liberalization may impact firm or plant
productivity levels and growth. First, the increased foreign competitive pressure felt by

domestic producers as imports expand can be transmitted into higher productivity if they

34In fact, uncertainty about the sustainability of changes in trade policy might strengthen the impact of
trade policy on productivity if e.g., producers choose more flexible labor-intensive production techniques,
not the most cost-efficient in the absence of uncertainty (Lambson (1991)). Lopez and Castro (1987) believe
the instability in Colombian tariffs before 1985, translating into variability of imported raw materials’ prices,
had adverse consequences on the manufacturing sector, making production planning difficult and leading
plants to choose less efficient combinations of inputs, harming productivity.
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eliminate slack, cut costs and use inputs more efficiently to remain competitive. Develop-
ment economists believe that trade protection damages productive efficiency, by tolerating
high levels of ‘X-inefficiency’ among producers in import-competing industries. Vousden and
Campbell (1994) examine the efficiency of a firm with internal informational asymmetries
and show that trade protection induces slack, by reducing competition. Extending the tech-
nology ladder model by Grossman and Helpman (1991b), Holmes and Schmitz (2001) show
that (under certain conditions) for an entrepreneur, lowering the tariffs protecting his/her
industry makes it less attractive to engage in nonproductive activities and more attractive to
pursue productive activities. In their model, productive activities are to engage in research
and unproductive activities are to waste efforts blocking competitors’ potential innovations.
A different view holds that selected protection and moderate import penetration may allow
for productivity gains in infant industries, where learning-by-doing plays a role.

Second, trade liberalization may affect plant performance by allowing an increase in
imports of capital goods and intermediate inputs, embodying technologies unavailable in
developing countries, which contribute to reduced costs and productivity gains. Also, trade
liberalization may allow for technology diffusion, as producers learn from technologies em-
bodied in imported final goods, as well as from exporting. In fact, previous studies and
government agencies in Colombia attribute weak industrial productivity in the early 1980s
to existing trade protection mechanisms that reduced the incentives to invest in technological
innovation (Zerda (1992)). Models that examine investment in productivity improvement
through technology acquisition lead to opposite predictions. These models consider only
protection to imports of final goods and do not specify whether the technology is domestic
or imported. Goh (2000) focuses on the opportunity cost of acquisition and implementation
of new technology. As protection raises the foregone profits from delayed commercializa-
tion of the plant’s output (the opportunity cost), it reduces the incentive for a producer to
engage in technological effort to improve productivity. Rodrik (1991) finds that the degree
of trade protection received by a firm can raise its level of investment in technological up-
grading, when the incentive to invest in cost-reducing technologies depends on the firm’s
market share (possibly) reduced by trade liberalization. Traca (1997) analyzes the impact
of competition from imports on investments in productivity improvement in the context

of a monopolistic domestic market. When the direct effect from import competition (as
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plant output and imports are substitutes, demand and output decline) dominates the pro-
competitive effect (the plant’s market power and markup decline, so output increases), plant
productivity worsens given that investments in productivity improvement increase with plant
output. In face of theoretical models that predict productivity gains as well as losses in face

of trade liberalization, empirical evidence is crucial.*®

6.1.1 Average Impact

Our plant-level dataset is a valuable source to examine how trade policy affects plants’ tech-
nological performance. We do not identify trade liberalization from a before-after change in
productivity, a shortfall of most studies of trade and productivity. Rather, we consider em-
pirical specifications exploiting time-series and cross-industry differences in trade policy and
trade volumes, to analyze how differences in trade policy across sectors shape the variation
in plant productivity. In this section, we focus on nominal tariffs and estimate the following

regression pooling plants in all industries:
prgt = Bo+ M+ B TP, + ﬂQagegt + ﬂ3<a9€2)gt + I+ Ugta (9)

where TPf;l is a lagged trade policy measure for 3 or 4-digit industries, year dummies A,
capture common shocks to productivity affecting plants in all industries and I/ is an indica-
tor variable for the 3 or 4-digit industry the plant belongs to. We allow plant age to exert
an independent nonlinear effect on productivity.?® The residual ugt is 1.1.d. across plants and
years in OLS specifications, and includes unobserved permanent plant effects in fixed effects

specifications.?” The results from estimating equation (9) are presented in Table 5 columns

35The exploitation of scale economies is another mechanism by which trade liberalization may lead to plant
and industry-level productivity gains. In our framework, we capture intra-plant improvements unrelated to

scale economies since those are embodied in the production function and productivity estimates.
36There is theoretical and empirical evidence of a link between plant productivity and age: see, e.g., Campbell

(1997), Power (1995) and Jensen, McGuckin and Stiroh (2001). Plant productivity increases with age if
learning-by-doing effects or improvements in the workforce quality are important, if plant size increases as
plants age and productivity-improving economies of scale are achieved or if older plants manage to modernize
their capital. But the relation between productivity and age may also be concave, productivity increasing

rapidly for younger plants, then slowly for older plants.
37The time subscripts in (9) and all equations that follow need a careful interpretation. Suppose ¢t — 1, t,

T — 1, T are sample years in chronological order. Plant productivity pr?, is affected by tariffs TP/ ,, where

t and t — 1 are consecutive sample years. But for the next pair considered pTgT and TPﬁf17 7 — 1 may be
strictly larger than ¢ if tarifl data at ¢ is unavailable (though the same one-year-distance separates ¢ — 1 from
t and 7 — 1 from 7): e.g., TFP in 1981 is affected by tariffs in 1980, but the following pair considered is

TFP in 1984 affected by tariffs in 1983, as tariff data in 1981-1982 is not available.
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(1)-(10), for OLS estimation with robust standard errors (White correction for heteroskedas-
ticity) and for plant fixed effects. All columns control for the effects of the macroeconomic
cycle affecting equally plants in all industries by including year effects. In all specifications,
productivity increases with age at a decreasing rate. In columns (1) and (6), the coefficient
of interest, (3, is positive. But this unconditional effect of tariffs on productivity could be
fully driven by unobserved industry characteristics. In columns (2)-(3), (7)-(8), we include 3
or 4 -digit industry effects to control for productivity differences across industries and obtain
the impact of trade policy on productivity within industries over time. The effect of 3 or
4-digit tariffs on plant productivity is always negative and precisely estimated at the 1 per-
cent level. Controlling for unobserved persistent plant characteristics that may cause serial
correlation in a plant’s error terms, we also find a negative and significant impact of tariffs
on productivity. In columns (5) and (10), industry effects are identified of changes in plant
classification across 4-digit industries over time. Tariffs are measured in fractional terms,
so a percentage point reduction in nominal tariffs changes productivity by (3; percent. The
coeflicient in column (7) implies that a reduction in tariffs of 10 percentage points would lead
to an increase in plant productivity of almost 3 percent. This is a large economic impact.
Overall the results provide robust support for the hypothesis that plants in industries less
protected from foreign competition exhibit higher productivity once unobservable industry
or plant-level heterogeneity is accounted for. In the more interesting specifications allow-
ing for industry heterogeneity, the coefficients on tariffs are systematically more negative for
more disaggregated tariffs. For disclosure reasons, tariff data is not available for some 4-digit
industries, so the number of observations differs using 3 or 4-digit tariffs. We reestimate all
regressions with 3-digit tariffs and the 4-digit tariffs’ sample and find tariff coefficients similar
to those in Table 5, columns (1)-(5).

Even though we maintain that plant-level data is preferable to industry-level data for
analyzing the impact of trade policy on productivity, we also estimate (9) using data across
industries (where productivity is Qi as in section 4.2). The resulting tarifl effects are quali-
tatively similar to those in Table 5 but larger in magnitude.

Besides plant age, other factors, many of which unobservable, may affect productivity but
we deliberately leave much heterogeneity in plant productivity unexplained, as our interest

lies in one factor affecting productivity: changes in trade policy. The residual ugt includes all
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other omitted factors driving productivity. The coefficient on trade policy will be unbiased,
unless such factors are systematically correlated with year-to-year variation in trade policy.
But it is not implausible that unobserved time-varying factors affect simultaneously produc-
tivity and trade protection. Although the use of lagged tariffs partly mitigates this potential
bias, we address the problem directly by estimating a specification where tariffs are instru-
mented according to the discussion in section 5.3. When instrumented, the coefficients on
lagged 3 and 4-digit tariffs remain negative and precisely estimated and increase fourfold in
magnitude, relative to the OLS coefficients for the period 1981-1989.3® The OLS coefficients
for the sample covering 1981-1989 are higher than those in Table 5: e.g., the coefficient cor-
responding to column (2) is -0.196. Our earlier finding of a switch, from positive to negative,
in the sign of the tariff coefficient, when controlling for fixed industry effects may reveal
that any endogeneity still biasing our lagged nominal tariffs’ coefficients is being corrected.
As Goldberg and Pavenik (2001) argue, industry effects account for time-invariant political
economy factors underlying higher or lower protection across industries.®’

The concern that OLS production function estimates suffer from a simultaneity bias in
face of the correlation between input choices and productivity was validated in section 4.2
for Colombian industries. Such bias would be transmitted to the corresponding residual
productivity measures and affect the estimated impact of tariffs on productivity. In fact, we
find the impact of lagged nominal tariffs on OLS residual productivity to be negative but
overestimated relative to the unbiased results in Table 5.

Given the trade regimes identified in section 5.1, an interesting check to the results
in Table 5 consists of estimating (9) for a subperiod of our sample, 1984-1989, covering
a protectionist and a liberalizing period. Even though an advantage of our approach is
to depart from the before-after comparison made in previous studies, the results for this
subperiod are directly comparable to such studies. A negative impact of lagged tariffs on

plant productivity is found that is stronger in magnitude than those in Table 5.4

38The instrumental variables specification can be estimated for this smaller sample period only, given some

restrictions on data availability for tariff correlates.
39We also estimated (9) using contemporaneous tariffs instead of lagged tariffs. The effects of contemporane-

ous tariffs on productivity are found to be negative but smaller in magnitude than those of lagged tariffs: e.g.,
the coeflicient corresponding to column (2) in Table (5) is -0.069, significant at the 1% level. We consider
this to be indicative, though not definitive, evidence that the productivity effect of trade policy operates

with a lag and that endogenous trade policy is not a major concern for our main results.
40For 3-digit tarifls, the coeflicients corresponding to columns (2) and (4) in Table 5 are -0.19 and -0.132,

respectively. For 4-digit tariffs, the coefficients corresponding to columns (7) and (9) in Table 5 are -0.327
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6.1.2 Robustness Analysis: Plant Exit and the Real Exchange
Rate

One can argue that the productivity gains associated with tariff declines shown in Table 5,
reflect large numbers of less efficient plants going out of business. Reduced trade protection
and the corresponding decline in output prices may push previously profitable high cost, low
productivity producers to exit the industry (if exit barriers are not too high). Intuitively,
this effect is expected to operate in import competing industries.*! But in Colombia, all
industries are significantly protected (tariffs higher than 15 percent) even in the most liberal
years, so exit in face of decreased protection could occur in any industry. Using four different
approaches, we now establish how important plant exit is for the dynamics of productivity
in face of tariffs changes.

First, we decompose changes in industry productivity across available years of tariff data
into changes in continuing plants’ productivity, output share reallocations among continuing
plants and a term representing differences in productivity between cohorts of entrant and
exiting plants. According to both types of decomposition described in Appendix A, for all
industries (except professional equipment) and years, the differences in entrants and exiting
plants’ productivity (e.g., the lower productivity of exiting plants) contribute to changes in
industry productivity, but the major sources of variation are changes in continuing plants’
productivity and reallocations of output among continuing plants with different productivity
levels. Second, we estimate (9) on a subsample of plants that do not exit until 1989. The
estimated impact of lagged 3 and 4-digit tariffs is significant at the 1 percent level and actually
more negative than that in Table 5. Third, we investigate how exit probabilities vary with
trade policy, conditional on productivity. From a probit regression of plant exit on lagged 3
or 4-digit tariffs, plant productivity and year effects, we find that on average exit probabilities

increase with tarifls. But once time-invariant differences in exit barriers across industries

and -0.142, respectively. All estimates are significant at the 1 percent level.
41'We classify industries according to their degree of trade orientation as in Nishimizu and Robinson (1984):

traded import-competing and export-oriented industries and nontraded industries. Traded import-competing
industries have an average import penetration ratio in 1980-1991 above 10%, traded export-oriented indus-
tries have an average export orientation ratio in 1980-1991 above 10% and the remaining industries are
nontraded. If an industry has export orientation and import penetration ratios above 10% (which occurs for
some 4-digit industries and for the 3-digit industry professional equipment), it is classified as traded. Export
data for petroleum derivatives and iron and steel has irregularities, so these industries’ trade orientation is
not defined. All results are robust to a change in the cutoff defining traded industries to 8%.
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are controlled for by industry effects, exit probabilities increase as tariffs decline.*” As an
alternative to the use of tariffs, we define trade regimes relative to the 1977-1981 liberalization
period, as period 2 of protection (1984-1985) and period 3 of liberalization (1986-1989). The
results from the corresponding probit specifications are qualitatively similar with or without
industry effects and indicate that exit probabilities decrease in periods 2 and 3 relative to
1977-1981, conditional on productivity, as was mentioned at the end of section 3.** So, no
systematic differences in exit rates emerge during periods of trade liberalization relative to
periods of increased protection. Fourth, we find that the average exit rates out of industries
experiencing relatively stronger reductions in tariffs are as often higher as they are lower than
the average exit rates out of industries experiencing weaker reductions in tariffs. Overall,
there is evidence that less productive plants exit, but higher exit is not tightly linked to
trade liberalization. So, the gains associated with lower tariffs in Table 5 must largely reflect
within-plant changes in productivity.

Variation in real exchange rates (RER) could confound the impact of protection on
productivity.** Year effects account for changes in macroeconomic conditions, but RER may
affect plants differently depending on their industry’s trade orientation (Levinsohn (1999)).
In Colombia, during trade liberalization in 1977-1981, the peso’s RER appreciates, whereas
during trade liberalization in 1985-1990, the peso’s nominal and real exchange rates devalue.
A RER devaluation increases the demand for (and profitability of ) tradable industries’
output. This results in an increase in producers’ measured productivity, if, in the short run,
plants respond by exploiting unobserved unused capacity, before adjusting input choices. If
such a devaluation accompanies trade liberalization, the productivity gains observed across
plants could result from this capacity adjustment. Given a wide concept of productivity, an

increase in capacity utilization is considered an increase in productivity, so this RER effect

42In the probit specification with year effects only, the marginal effect (at sample means) of productivity is
—0.014 and the marginal effect of 3-digit tariffs is 0.097, both significant at the 1% level. In the specification
with year and 3-digit industry effects, the marginal effect of productivity is —0.017 significant at the 1%

level and the marginal effect of 3-digit tariffs is —0.044 significant at the 10% level.
43In section 5.1, trade regimes are defined as trade liberalization (1977-1981), trade protection (1982-1984),

trade liberalization (1985-1989). Since we consider the effect of lagged tarifls on productivity and tariff data
is available only for a restricted number of years, trade regimes are redefined as 1977-1981, a liberalization
period (1976, 1978, 1980 tarifls), 1984-1985, period 2 of protection (1983-1984 tariffs) and 1986-1989, period
3 of liberalization (1985-1988 tariffs). With industry effects, the marginal effect of productivity is —0.02 and

the marginal effects of period 2 and period 3 are —0.089 and —0.171, all significant at the 1% level.
44Variation in RER is taken as exogenous to changes in industrial productivity. RER data is taken from

IMF International Financial Statistics (REER based on relative consumer prices).
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does not affect the validity of our results. Nevertheless, we shortly present some evidence
on plants’ changes in capacity utilization using, as Pavenik (2002), correlations of plant-
level productivity growth and output growth in Colombian industries. If in response to
RER revaluation output expands in nontraded industries and contracts in traded industries
without a change in inputs, and correspondingly measured productivity expands in nontraded
industries and contracts in traded industries, the correlation between changes in plant output
and changes in plant productivity should be strong and positive. These correlations are small
across industries ranging from 0.044 in glass to 0.335 in furniture. Also following Pavenik
(2002), we compute average levels of finished goods inventories for traded and nontraded
industries in 1980-1991, to see whether they significantly decrease in traded industries in
years of RER devaluation. Only in few years is RER devaluation accompanied by a decline
in average inventories in 3 and 4-digit traded industries.*’

To investigate directly whether RER exert a different impact on plant productivity in
traded versus nontraded industries, we estimate a specification where productivity depends
on the RER individually and interacted with an indicator for traded industries, that indica-
tor individually, a time trend and the trend interacted with the traded industries’ indicator.
A trend replaces year effects due to the collinearity between year effects and the RER. The
results are presented in Table 6, columns (1)-(5). In all specifications, a RER devaluation
(RER decrease by the IMFE definition) is associated with a decrease in plant productivity
in traded industries, relative to a productivity gain in nontraded industries, with precise
estimates. This result holds controlling for unobserved plant characteristics affecting pro-
ductivity. The positive coefficient on the interaction between the trend and the traded
industries’ indicator shows that productivity increases over time in those industries. The
impact of RER on productivity is contrary to the prediction related to demand changes.

The discussion on RER originated in the concern that the productivity gains in face of
lower tariffs might not be robust to the consideration of RER changes. Furthermore, RER
could exert a direct effect on productivity. We present in Table 6, columns (6)-(9) the
results from estimating (9) augmented by the RER. The negative impact of lagged tariffs on

455imilar results are found using output inventories as a fraction of total output. Also, when comparing
the percentage of plants running down output and materials’ inventories (i.e., having lower inventories in
December than in January of a given year) across traded and nontraded industries to fluctuations in RER,
the findings are similar: only in few years of RER devaluation does the percentage of plants running down
inventories in traded industries increase and that percentage is not close to a majority.
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productivity is maintained, being precisely estimated in all specifications.*¢

Finally, from a long-run perspective, a RER devaluation along with trade liberaliza-
tion may have a protective effect on producers, by increasing the relative price of imports,
partly counteracting the pressure for productivity improvement, cost reduction and survival
brought by tariff reductions. We estimate (9) using data for 1985-1989, a period of trade
liberalization and RER devaluation and find a negative impact of tariffs on productivity,
larger in magnitude than that in Table 5. The results are qualitatively similar including the
RER directly. So, the effect of a devaluation on producers’ incentives does not overcome
the impact of tariff liberalization. Overall, our findings of a negative impact of tariffs on
productivity are robust to the consideration of movements in Colombian RER.*"

From a dual perspective, one would expect the effect of tariffs on plant productivity to be
accompanied by an opposite effect on plant costs. We estimate (9) changing the dependent
variable to plant average variable costs (defined as in Clerides, Lach and Tybout (1998)) and
find those to be negatively affected by lower 3 and 4-digit lagged tariffs, controlling for plant

or industry unobserved heterogeneity.

6.1.3 Changes in Input intensities, Investment and Imports of In-
termediate Inputs

An interesting investigation to pursue is that of what “changes” at the level of the plant
underlie productivity gains in face of trade liberalization and losses in face of increased
trade protection. Controlling for plant and industry unobservables, a negative impact of

trade policy on plant productivity is robustly shown in Tables 5-6 as an average pattern,

46Interestingly, in column (8) the effect of a RER devaluation on productivity is negative, whereas it is
positive in columns (6), (7) and (9), but only the positive effects are precisely estimated. A specification
with tariffs and a differential impact of RER across traded and nontraded industries cannot be estimated,
given the high collinearity between trade orientation and tariffs: most nontraded industries in Colombia have

very high tariffs.
47To investigate differences in the evolution of productivity for plants in industries with different trade

orientation, amidst the variation in Colombian trade policy in 1980-1991, we estimate a specification close to
Pavcnik (2002), that identifies the impact of trade on plant productivity exploiting variation in productivity
over time and across plants in industries with different trade orientation. Our results do not show significant
differences in the evolution of productivity of plants in import-competing, export-oriented and nontraded
3 and 4-digit industries until 1985. We believe the contrast between our results and Pavcnik’s clear-cut
results rests on the fact that her Chilean plants are analyzed in years following trade liberalization only.
Colombian plants are analyzed in years following liberalization, in years following increased protection and
again in years following liberalization. Pavcnik’s specification is less suited to identify the effects of trade on
productivity in the case of a changing trade regime. Also, an assumption required to interpret her results
(plant productivity in import-competing industries increases with liberalization whereas that of plants in
nontraded industries is unchanged) does not seem to be verified for Colombian plants.
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but there is heterogeneity in productivity dynamics across plants. So, arguing e.g., that in
face of lower protection all plants’ productivity improves as they acquire imported capital
goods, would be incorrect because productivity does not improve across all plants and for
those for which it does, a myriad of mechanisms could be operating. We now provide
some suggestive, albeit tentative, evidence derived from correlations and cross-tabulations,
of observable changes in plant input intensities, investment and imports of intermediate
inputs and changes in productivity in face of the evolution in trade policy, using subsamples
for which plant variables and tariff data are available. Our findings are limited to the extent
that we consider mostly contemporaneous changes and that we are unable to discuss other
relevant changes, e.g., reductions in X-inefficiency and improvements in managerial effort.
Focusing on the skill intensity across plants (ratio of skilled to unskilled labor), we find
that a large majority of plants with productivity growth during liberalization periods (1977-
1981 or 1985-1989) experiences increased skilled labor intensity.*® This finding could be
interpreted as an improvement in the underlying product-mix for some plants in face of in-
creased foreign competition. Also, Hunt and Tybout (1998) argue that a plant’s technological
sophistication can be assessed from the plant’s skilled labor intensity of production.
Increased imports of intermediate inputs can be an important mechanism for plant pro-
ductivity gains in face of trade liberalization. Our dataset includes information on imported
intermediate inputs. These are utilized in production by 23 to 30 percent of plants across
sample years.*” Across pairs of years and across trade regimes, a third to a half of plants

do not change their imports of intermediate inputs (most remain null). But for those plants

485killed labor intensity is defined initially as the ratio of plant skilled to unskilled employment. Skilled
employment includes management, skilled workers, local technicians and foreign technicians and unskilled
employment includes unskilled workers and apprentices. A measure of total employment is used in the
production function estimation, so there could be a correlation between productivity and skilled labor inten-
sity not necessarily associated with changes in trade policy. Furthermore many (unaccounted for) variables
determine a plant’s skilled labor intensity at any point in time. In any case, the findings for skilled labor
intensity are very similar when focusing on each year separately (instead of trade regimes), on plants in
3-digit industries experiencing the larger (positive or negative) relative changes in tariffs and for all cases

when skilled intensity is measured by the ratio of plant skilled employment to total employment.
49We adjust nominal imports of intermediate inputs by a deflator (mentioned in section 3) for comparability

over time. This could introduce measurement error since that deflator is obtained weighting the costs of
domestic and imported inputs. No imported inputs deflator is available. The argument relating productivity
gains to imported inputs concerns increased access to inputs with no domestic substitute as well as access to
inputs at lower cost (if lower tariffs translate into lower prices). If imported input prices evolve differently
than domestic input prices, e.g., they increase by less, our deflated values would be lower than the true real
value of imported inputs. In the analysis, we consider the real value of imported inputs as well as the share
of imported inputs out of total intermediate inputs used by the plant. The findings are much stronger in
magnitude for the share of imported inputs.
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changing their imports, a large majority of those that experience productivity gains in face
of trade liberalization increases its use of imported inputs. Industries differ in the degree to
which production relies on imported inputs, therefore in the degree to which the imported
input mechanism may underlie productivity gains. So, it is interesting to note that consid-
ering only the industries with higher than average ratios of imported intermediate inputs to
industry output, we find a much larger majority of plants with productivity gains under trade
liberalization relying increasingly on imported inputs than the majority found considering
all industries.

The theoretical evidence in section 6, referring to investments in productivity improve-
ment through technology acquisition points more often than not to trade protection favoring
that acquisition. But, it is appealing to argue the contrary, i.e., in order for plants to improve
productivity under increased foreign competition, they need to acquire better technology,
possibly foreign. We cast some light on the issue of productivity and technology acquisition,
using both plant-level information on machinery and equipment purchases and industry-level
information on machinery imports.’ As noted in section 2, Colombian plants’ investment
is lumpy and in any given year or trade regime period, about 25 percent of plants does not
invest in machinery. But under trade liberalization, we find a large majority of plants with
productivity growth experiencing an increase in machinery investment and equipment as
measured by its real value or as a fraction of output.”® These findings hold also for the sub-
sample of industries with the largest tariff changes. Interestingly, in face of increased trade

protection, a strong majority of plants with productivity losses are found to experience a

50The ratios of industry imported intermediate inputs to output are calculated as an industry average across
sample years. The industries characterized by heavier reliance on imported inputs (ratios above 15%) are
industrial and other chemicals, rubber products, glass, iron and steel, nonferrous metals, electrical and
nonelectrical machinery and transport equipment. Considering a slightly different set of industries, those
with high ratios of imported inputs to output calculated as an average across plants and years (above 10%),
the results also show that a strong majority of plants with productivity gains increases its use of imported
inputs. This effect appears to be asymmetric: only a minority of plants with productivity losses under trade

protection is found to reduce its imports of intermediate inputs.
51 Analyzing machinery acquisition is a difficult empirical task with our dataset. Plant-level machinery invest-

ments are not disaggregated into domestic and foreign (incidentally, that is also the case in the theoretical
models). Industry-level data on machinery imports provides no indication of which plants use the machinery.
The industry-level data used here is from World Trade Analyzer 1980-1991 (Statistics Canada CD-Rom) com-
modity class 7 (Machinery and transport equipment) in the SITC (rev.2) classification. Aggregating some
of the subclasses in class 7, one obtains imports of machinery for use in manufacturing industries. For some
of the import subclasses, one unambiguously identifies which 3-digit ISIC industry uses the imports e.g.,

subclass 726: printing and bookbinding machinery and parts is used by industry 342 printing.
52This does not hold, however, for investment in machinery and equipment as a fraction of the capital stock.
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decline in machinery investment, regardless of how investment is measured. We cannot argue
that a strong link between changes in plant productivity and changes in machinery invest-
ment exists, given the imperfections of the data, i.e., the fact that machinery purchases do
not necessarily represent better (productivity-enhancing) technology acquisition. Detailed
plant-level data on machinery imports would be required to assert whether the diffusion of
technology embodied in imported machinery is crucial for productivity gains under trade
liberalization. In the absence of such data, we turn to industry-level data for more insight.
As a percentage of GDP, imports of machinery for use in the manufacturing sector increase
in 1980-1981, sharply decline in 1982 and the years of increased protection and recover after
1986 (declining in 1991). Similar paths are verified for the subcategories corresponding to
machinery for use in the 3-digit industries textile and leather, paper (except in 1983 when
it strongly increases despite heightened trade protection), printing, food and metals.

There is a growing literature on exporting and productivity at a micro-level testing the
hypothesis of self-selection of productive plants into exports markets versus learning-by-
exporting (Bernard and Jensen (1999a, 1999b)). Such issues have been addressed for the
Colombian dataset in Clerides, Lach and Tybout (1998). We investigate whether a plant’s
export status is associated with productivity gains in face of trade liberalization. Correlations
and regressions with and without industry effects show that the fact that a plant exports in
year t is not significantly positively associated with productivity increases from ¢ to ¢ + 1.
These findings agree with those for U.S. exporters in Bernard and Jensen (1999b). In the next
section, we take a different perspective and allow the impact of trade policy on productivity

to differ according to plants’ export status.

6.1.4 Differential Impact by Plant Size

Our finding of substantial within-industry heterogeneity in output, inputs and productivity
in sections 3 and 4.2 leads us to consider cross-plant variation in the impact of trade policy on
productivity. To the best of our knowledge, our study is the first to analyze such variation
and plant size is an important characteristic across which to differentiate the impact of
trade policy. No theoretical results are established regarding the effect of trade policy on
productivity across plants of different sizes but some intuition can be drawn from the effect

of trade policy on related plant outcomes. Dutz (1996) develops an oligopoly model showing
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how incumbents adjust output to loosened import quotas, concluding that small plants
(with lower market shares and higher marginal costs) experience relatively larger output
contractions than large plants in response to increased imports. Preliminary evidence in
Roberts and Tybout (1996) for the Colombian dataset (1977-1985) suggests that size and
ownership type influence the way in which plants are affected by foreign competition. The
authors find that within industries facing increased import penetration, large producers
experience stronger declines in price-cost margins than small ones. A different argument
would hold that developing countries’ manufacturing sectors are characterized by a dualistic
structure, i.e., industries accommodate a few oligopolistic producers and a large number of
small firms under stronger competition, more sensitive to the economic environment and
more flexible to change. This could lead to a larger impact of changes in trade protection

on small plants’ productivity. We consider the following specification:
Priy = Bos + Bor + Ao x IS + X x I + 815(TPL,  I9) + 3, (TP, + 1) + I + 4y, (10)

where I, I'" are indicator variables for small and large plants, respectively. Plant size
is defined as employment at a plant in its initial year in the sample. This mitigates the
endogeneity problem that would result if I and I'” were indexed by time, given the potential
impact of trade liberalization on plant size.’®> In Table 7 Part A, we present results from
estimating (10) with small plants having less than 50 employees. The effect of tariffs on
productivity is much more negative for large plants and F-tests confirm that this effect
differs significantly across plant sizes. These tariff effects are economically important and
the magnitude of the differential is interesting to consider: e.g., the coefficients in column
(5) imply that reducing tariffs by 10 percentage points would result in a productivity gain
of 4 percent for large plants, twice the gain of 2 percent for small plants. Large plants
are significantly more productive than small plants, as the F-test for a differential intercept
indicates. All results are robust to restricting year effects to be equal across large and small
plants and to changing the cutoff defining small plants to 20 or 100 employees. Even though
the endogeneity above mentioned may be a problem, we also estimate (10) measuring plant

size by average employment over the sample period and find qualitatively similar results.®

53Increased exposure to foreign competition may increase plant size by increasing the elasticity of demand
(reinforced by entry and exit). But, alternatively, import competition may reduce demand, causing industry
contraction and decreasing plant size. Empirically, most studies find that trade liberalization is associated

with reductions in plant size (Dutz (1996), Roberts and Tybout (1991) and Tybout and Westbrook (1995)).
54
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An alternative definition of plant size is the plant’s market share in total industry output
in its initial year in the sample, (msh)gl. The following specification is estimated, allowing

for a non-linear relation between plant size and productivity:
prgt =Po+ A+ 54 (msh)?i + ﬂ2<m3h2>51 + ﬂ?)TPtjfl + ﬂ4(TPtj;1 * (mSh)gl) + 17+ uit (11)

The results are presented in Table 7 Part B for plant market shares relative to 3-digit
industry output. Plant productivity increases with plant market share at a diminishing
rate. Controlling for industry effects, tariffs affect negatively productivity with a precisely
estimated coefficient, as in Table 5. The interaction of tariff levels and plant market shares is
negative and significant, i.e., tariff protection has a more negative impact on the productivity
of plants with higher market shares. For example, in column (2), the marginal effect of
tariffs on productivity for a plant with the average market share is -0.11.%% All results are
qualitatively similar using market shares relative to 4-digit industry output.*®

Overall, Colombian industries are characterized by stronger productivity gains for large
plants as a result of trade liberalization. Decreases in trade protection bring a larger decline in
‘inefficiency rents’ benefiting large producers. A plausible explanation is that large producers’
output likely competes more directly with imports. Our evidence complements that in
Roberts and Tybout (1996) for price-cost margins of large plants, more strongly reduced
than those of small plants in face of increased import penetration into the industry.

An interesting question to address in our framework is whether the effect of trade policy on
productivity differs for plants engaging in exports. Plant size and export status are distinct
plant characteristics that may differentially affect the impact of trade policy on productivity
as well as productivity levels per se. But these plant characteristics are so highly correlated

for Colombian plants that it is almost impossible to disentangle their effects.

We also estimate (10) with residual productivity obtained using OLS production function estimates as
a dependent variable. As in section 6.1.1, a bias is found for the tariff coefficients, in this case more
severe: instead of a stronger negative impact of tariffs on large plants’ productivity relative to small plants’

productivity, the opposite is found. N
55The marginal effect of tariffs is obtained as 83 + 54msh (msh is the mean market share in the sample).

All marginal effects (evaluated at mean values) for the regressors in the specifications in sections 6.1.4, 6.1.5,

6.2.2, 6.2.3, 6.3.2 and 6.3.3 can be found in Appendix B, Table B.9.
56We also estimate (11) defining plant size as a plant’s time-varying market share in total industry output,

though an endogeneity bias arises if changes in plant market shares are related to changes in tariffs. The
results are qualitatively similar to those in Table 7 Part B for OLS specifications. In fixed effects specifications
(possible to estimate with time-varying market shares) there is no evidence that tariffs affect plants differently
according to their market share.
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Exporter plants are more subject to foreign competition (in foreign markets), so their pro-
ductivity may benefit more strongly from the pressures for reduction in X-inefficiencies and
costs and from the exposure to possibly more advanced technologies. But, in Colombia, trade
protection generated an anti-export bias or artificial incentive to produce for the domestic
market. Policies to reduce that bias were implemented, such as a duty-drawback scheme
(Plan Vallejo) for the import of intermediate inputs, though not all exporters benefited from
it. So, ultimately, if increased access to imported inputs is the main mechanism by which
liberalization impacts plant productivity, that impact could be weaker for exporters than for
nonexporters. Also, if a plant is able to export (especially when subject to an anti-export
bias) it is likely to be highly productive and have therefore less to gain from trade liberal-
ization. Considering the differential impact of trade policy on productivity according to a
plant’s export status as in (11) with size, could be complex. The consideration of a separate
constant for exporters addresses the repeated finding in the literature of a cross-sectional
correlation between a plant’s involvement in exports and its productivity. The main difficulty
is the choice of the timing for a plant’s export status. If the export status is time-varying, a
simultaneity problem might result, as trade policy affects a plant’s decision to export. This
problem may be more acute for lagged trade policy measures, as those we use. To mitigate
this simultaneity problem, we estimate a specification where exporters are defined as plants
exporting in their first year in the sample. But this introduces the unpleasant feature that
the impact of trade policy on a plant’s productivity is determined by the fact that the plant
exports or does not export in a specific year (its entry year or 1981 for incumbents). A
plant exporting in any subsequent year is considered a nonexporter. Also, this precludes
the interesting analysis of turnover of plants in the export market. From OLS specifications
presented in Appendix B, Table B.8, with lagged 3 or 4-digit tariffs and exporters in their
first year in the sample, year and industry effects, we conclude that exporters are signifi-
cantly more productive than nonexporters and their productivity is more positively affected
by trade liberalization than that of nonexporters. We find very similar results when defining
exporters as plants that export in every sample year.”” These findings agree with those of a

stronger positive effect of trade liberalization on large plants, as Colombian exporter plants

57But curiously, the differential effect of tariffs on productivity for exporters and nonexporters is not signif-
icant when exporters are defined as plants that export more than 25 percent of their production on average
over the sample period.
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are significantly larger than nonexporter plants. In face of the differential impact of trade
policy on large versus small plants and on exporter versus nonexporter plants, it is difficult
to identify whether plant size proxies for the effect of export status, the export status proxies

for the effect of plant size or both are genuinely different effects.

6.1.5 Differential Impact by the Degree of Domestic Competition
in the Industry

Plant productivity may be differently affected by changes in protection depending on its
industry’s characteristics. In this section, we introduce cross-industry variation in the effect
of tariffs according to the degree of domestic competition in the industry. Investigating this
claim faces the difficult task of measuring the degree of competition in an industry. We
choose two measures commonly used in the industrial organization literature that capture
different dimensions of competition: Herfindahl indexes and industry turnover rates.”® The
Herfindahl index summarizes the degree of inequality of market shares across plants in an
industry. The turnover rate reflects, at least imperfectly, the market power of large plants
and their ability to inhibit entry into an industry, as well as sunk costs preventing exit.
In section 6.1.2, plant exit was found to play a minor role in productivity gains in face
of trade liberalization. Turnover rates allow us to consider the role of exit (as well as
entry) from a different perspective i.e., to investigate the possibility that in industries with
low costs of entry, productivity is less affected by trade liberalization if the adjustment
occurs through plant entry and/or exit. Given the potential impact of trade policy on
concentration, entry and exit, domestic competition is taken as a time-invariant industry
characteristic (values in the first sample year). This analysis can be interpreted as the search
for the complementarity or substitutability between domestic and foreign competition in
their effect on plant productivity. Previous studies find two types of results for a subsample
of our dataset (1977-1985). At the industry-level, Roberts and Tybout (1996) find that
the reduction in price-cost margins due to increased import penetration is larger in more
concentrated 3-digit industries. At the plant-level, the authors find no contemporaneous

correlation between import penetration and entry and exit into Colombian industries. If

58The Herfindahl index for an industry and year is the sum of plants’ squared market shares relative to 3 or
4-digit industries’ output. The turnover rate for an industry and period is the sum of entry and exit rates
into 3-digit industries. The Herfindahl indexes and turnover rates used in the specifications in this section,
sections 6.2.3 and 6.3.3 are presented in Appendix B, Table B.7.
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trade policy affects entry and exit, it likely does it with a lag, as producers require time to
gain certitude about the irreversibility of any policy change. The specification considered is

the following:
prf;k = o+ A + ﬂlTPtjfl + ﬂQD_Cj + ﬂ3(TPf;1 * D_Cj) + 1+ ugéka (12)

where DC represents the degree of domestic competition in industry j. Since DC is a fixed
characteristic of industries indexed by 7, only industry effects at a higher level of aggregation,
k, are identified in (12). The results from estimating (12) with tariffs and 1977 Herfindahl
indexes are presented in Table 8. With Herfindahl indexes for 3-digit industries’ output,
in columns (1)-(2), 3 and 4-digit lagged tariffs affect more negatively plant productivity in
more concentrated industries, i.e., foreign competition induces greater productivity change
in less competitive domestic industries. Both types of competition operate in the same
direction, namely, plants have lower productivity when faced with less competition. With
all else constant, plants in more concentrated domestic industries have lower productivity and
the marginal impact of Herfindahl indexes on productivity at mean tariff levels is negative.
With Herfindahl indexes for 4-digit industries’ output, in columus (3)-(4), 3-digit tariffs affect
less negatively plants in more concentrated industries. Controlling for unobservable 3-digit
industry heterogeneity, the marginal effect of tariffs at mean 4-digit Herfindahl indexes is
negative and significant. Productivity is significantly lower in more concentrated industries.
But with industry effects, the marginal impact of 4-digit Herfindahl indexes on productivity
at mean tarifl levels is not significant. Finally, with 4-digit Herfindahl indexes, in column (6),
4-digit tariffs affect less negatively plants in more concentrated industries. Also, productivity
is significantly lower in more concentrated industries.

The results {rom estimating (12) with 3-digit industries’ 1977-1978 turnover rates are pre-
sented in Table 8, columns (7)-(8). Tarifls affect less negatively plant productivity in indus-
tries with high turnover rates. So, stronger domestic competition in the form of higher entry
and exit into different industries may partly dampen within-plant productivity adjustment
to changes in trade protection. Though relative to a different dimension of competition, the
less negative impact of tariffs on plant productivity in 3-digit industries with higher turnover
matches the finding with 3-digit Herfindahl indexes. But the finding that plant productivity

is lower the higher is its industry’s turnover rate differs from that of higher plant produc-

40



tivity in more competitive industries according to Herfindahl indexes. Ultimately, the two
findings are reconciled since the marginal impact of turnover rates on productivity at mean

3 or 4-digit tariff levels is positive and significant.

6.2 Impact of Effective Rates of Protection

6.2.1 Average Impact

To check the robustness of the results obtained in the previous sections, we use an alter-
native measure of trade protection: effective rates of protection. ERP constitute an index
of protection to productive processes summarizing information on the protective structure
resulting from tariffs on output and on imported inputs.®

The results from estimating (9) with lagged 3-digit ERP are presented in Table 9. The
impact of ERP on plant productivity is positive but imprecisely estimated when industry
effects are included. The coefficients on ERP in plant fixed effects specifications are positive
and significant. The contrast between the positive impact of ERP and the negative impact of
nominal tariffs on productivity in Table 5 could stem from a difference in the samples used.
So, we present in Table 9, columns (1’)-(4"), the results from estimating (9) with tariffs but
the ERP sample, that show a negative impact of tariffs on plant productivity.?® There seems
to be a genuine difference between the impact of nominal protection to final output and the
impact of effective protection to final output on plant productivity. That is curious given
the positive correlation between nominal tariffs and ERP in any year and across the entire
period (Table 4e). Intuitively, one might expect the ERP coeflicient to be insignificant since
data requirements and restrictions (e.g., coeflicients from input-output tables) introduce
serious noise in ERP calculations. This is confirmed in OLS specifications but not in plant
fixed effects specifications. But the results for ERP coefficients in OLS specifications are
not robust. We experiment with eliminating either i) the most influential observations or
ii) the outliers in two industries (electrical machinery and transport equipment). In both

cases the ERP coeflicient becomes negative (significant in case 1)) and importantly, the tariff

59Comparing the ERP results to the tariff results is interesting for robustness purposes. But the use of ERP
could be problematic since our production function estimation allows for elasticities between inputs and for
changes in the mix of primary factors (labor and capital) and intermediate inputs. ERP are calculated as

protection to value-added, which assumes that intermediate inputs are used in fixed proportion to output.
60In Table 9, the 3-digit tariff data for years 1979, 1983, 1984, 1989, 1990 is from DNP, a different source

than that of tarifls in Tables 5-8. In two of the common years across the two sources of data (1983-1984)
the value of tariffs differs, but the differences are negligeable, except for printing and transport equipment.
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coefficient remains negative and significant under the same experiments.®!

The ERP on a final good declines if either tariffs on the final good decline or if tariffs on
intermediate inputs increase (both in relative terms). So, an interpretation of the different
results with plant fixed effects could be that lowering tariffs on final goods generates gains in
plant productivity but lowering ERP via increased tariffs on intermediate inputs generates
losses in plant productivity. In the absence of information on the specific inputs imported
and used in each industry, we cannot be sure that this interpretation is correct. But we
can at least argue that a requirement for the validity of this interpretation is verified: in a
specification relating plant productivity to both tariffs and ERP, a negative tariff coefficient
and a positive ERP coefficient should be obtained. In fact, with plant fixed effects, the
tariff coefficient is -1.013 and the ERP coefficient is 0.465, both precisely estimated at the 1

percent level.

6.2.2 Differential Impact by Plant Size

In Table 10 Part A, we present results from estimating (10) with lagged ERP and small
plants having less than 50 employees in their initial year in the sample. The impact of
ERP on plant productivity is positive for small plants but negative for large plants, both
being precisely estimated. F-tests indicate that the impact differs significantly across large
and small plants. We find qualitatively unchanged results when the cutoff defining small
plants is changed to 20 or 100 employees. Defining plant size according to a plant’s average
employment over the sample period leads to similar conclusions. The finding of large plants
being more negatively affected by ERP is similar to that with tariffs in Table 7 Part A and
that with tariffs (ERP sample) in Table 10 Part A, columns (17)-(2).

Measuring size by a plant’s market share relative to 3-digit industry output in its initial
year in the sample, equation (12) is estimated with lagged ERP and the results are presented
in Table 10 Part B. We find evidence that ERP impact negatively the productivity of plants
with higher market shares with a precise coefficient in OLS specifications. This finding
matches that with tariffs in Table 7 Part B and that with tariffs (ERP sample) in Table 10
Part B, columns (17)-(2"). The marginal impact of ERP on productivity at average market

shares is positive but not significant when industry effects are included. All results are

61The analysis of outliers and influential observations follows Fox and Long (1990). Details are available
upon request.
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qualitatively similar using plant market shares relative to 4-digit industry output.®?

6.2.3 Differential Impact by the Degree of Domestic Competition
in the Industry

The results from estimating (12) with ERP and 1980 Herfindahl indexes are presented in
Table 11. These results should be viewed with caution and a few occasional inconsistencies
can be attributed to the caveats surrounding ERP measures. With Herfindahl indexes for
3-digit industries, in column (1), plant productivity is negatively affected by industry concen-
tration. The marginal effect of Herfindahl indexes at mean ERP is negative and significant.
ERP impact positively plant productivity in more concentrated industries. This points to
a lesser role of foreign competition in generating productivity gains in less competitive do-
mestic industries and stands in contrast to the findings with tariffs in Table 8, column (1).
With Herfindahl indexes for 4-digit industries, in columns (2)-(3), the impact of ERP on
plant productivity in less competitive 4-digit industries is negative and significant at the 1
percent level. This finding also stands in contrast to the findings with tariffs in Table &,
column (3)-(4), though it agrees with the findings for tariffs and 3-digit Herfindahl indexes.

The results from estimating (12) with ERP and 3-digit industries 1980-1981 turnover
rates are presented in Table 11, column (4). Interestingly, in this specification the impact of
ERP on plant productivity is negative and significant, similar to that of tariffs. Productivity
seems to be lower for plants in industries with higher turnover rates, but the marginal impact
of turnover rates at mean ERP is positive and significant, as in Table 8 ERP affect less
negatively plant productivity in industries with potentially stronger domestic competition

through higher turnover rates.

6.3 Impact of Import Penetration Ratios
6.3.1 Average Impact
Another interesting robustness check to perform is to use a measure of exposure to foreign

competition based on trade volumes (an outcome of trade policy): import penetration ratios

that exhibit variation over time and across industries. Our specifications consider the impact

62Defining plant size as its time-varying market share in total industry output, the results are qualitatively
similar to those in Table 10 Part B for OLS specifications. With plant fixed effects, the differential effect of
ERP according to plants’ market shares loses its significance as it did with tariffs.
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of lagged penetration ratios on productivity to be consistent with the previous sections.

We expect to find a positive impact of import penetration on plant productivity if plants
lower costs and become more efficient in face of increased import competition.®® But one
can argue that imports are endogenous to domestic industries’ productivity: e.g., in a simple
Ricardian framework, imports are attracted to relatively less productive industries. In this
case, a negative correlation between import penetration and productivity might be found.®*
Equation (9) is estimated using import penetration ratios for 3 and 4-digit industries. The
results, correcting for possible heteroskedasticity, are presented in Table 12. Import penetra-
tion has a positive and precisely estimated impact on plant productivity (except in columns
(6)-(7)). This impact is large in magnitude: e.g., in column (4), an increase in import pen-
etration by 10 percentage points increases plant productivity by 6 percent. Year-to-year
changes in import penetration ratios of such magnitude are common for most Colombian in-
dustries. In contrast to the findings with tariffs, the coefficients on import penetration ratios
are systematically larger in magnitude for the more aggregate industry-level. These findings
with trade volumes strengthen the findings with trade policy measures. Furthermore, this
evidence complements, on the productivity side, that in Roberts (1996) that price-cost mar-
gins in Colombian industries (1977-1985) decline with increases in import penetration. As
the samples in Tables 5 and 12 differ, we reestimate equation (9) on a sample for which data
on tariffs and import penetration ratios is available (1981, 1984-1989). All coeflicients are
precisely estimated, slightly smaller than those in Table 12, but the same strong conclusion
is drawn: lagged import penetration affects positively plant productivity and lagged tariffs
affect it negatively.

6.3.2 Differential Impact by Plant Size

In Table 13 Part A, we present the results from estimating (10) with import penetration
and small plants having less than 50 employees in their initial year in the sample. Import

penetration impacts positively large plants’ productivity in all specifications and small plants’

63A positive impact may also result from productivity being procyclical: imports lead to output contraction
in the corresponding domestic industry and that is transmitted into lower productivity via reduced capacity
utilization. In section 4.2, we found most industries to have procyclical productivity growth. As we consider
an increase in capacity utilization to be an increase in productivity, this interpretation does not differ

ultimately from that of trade liberalization generating within-plant productivity gains.
64This interpretation is subject to strong caveats, namely, the simplifying assumptions of the Ricardian

model do not hold in our context: our production process depends on four inputs not just on a labor input.
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productivity in almost all specifications. F-tests show that the impact of import penetration
differs significantly across large and small plants. All results are robust to restricting year
effects to be equal across large and small plants and to a change in the cutoff defining small
plants to 20 or 100 employees. These findings are consistent with those of large plants being
more negatively affected by tariffs and add to the plausibility of the hypothesis that across
industries, the output produced by large plants competes more directly with imports.

In Table 13 Part B, we present the results from estimating (11) with market shares
relative to 3-digit industry output in the plant’s initial year in the sample and lagged import
penetration ratios. Import penetration affects more positively the productivity of plants with
higher market shares. This finding is consistent with those in Table 7 Part B with tariffs
and in Table 10 Part B with ERP. Also, the marginal impact of market shares, at average

import penetration ratios and market shares, is significantly positive in all specifications.?®

6.3.3 Differential Impact by the Degree of Domestic Competition
in the Industry

In Table 14, we present the results from estimating (12) with import penetration ratios and
1981 Herfindahl indexes. With Herfindahl indexes for 3-digit industries, in columns (1)-
(2), industry concentration impacts negatively productivity. Stronger foreign competition
through import penetration into 3 or 4-digit industries affects positively plant productivity
in more concentrated domestic industries. These findings complement those by Roberts
(1996) that price-cost margins decline by more in concentrated 3-digit industries faced with
increased import penetration. With Herfindahl indexes for 4-digit industries, in columns (3)-
(6), the impact of industry concentration on productivity is negative and significant. In our
preferred specifications that control for 3-digit industry effects and obtain the coefficient of
import penetration on plant productivity within industries, import penetration at 3 or 4-digit
levels affects more positively plant productivity in more concentrated 4-digit industries.
Finally, we estimate (12) with import penetration ratios and 1981-1982 turnover rates

and present the results in Table 14, columns (7)-(8). Import penetration affects positively

65The results obtained measuring plant size by its time-varying market share in total industry output are
qualitatively similar to those in Table 13 Part B for OLS specifications. Controlling for omitted fixed plant
characteristics affecting plant productivity and market shares, the results are similar for market shares
relative to 4-digit industries’ output but are reversed for market shares relative to 3-digit industries’ output.
Since this last specification could suffer from an endogeneity problem, we believe the overall robustness of
our findings is unaffected.
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plant productivity but less strongly so for plants in industries with higher turnover rates.
This finding is in agreement with those with tariffs or ERP and turnover rates and those
with import penetration and Herfindahl indexes.

Across trade policy and exposure and domestic competition measures, the general finding
is that of a stronger role of increases in foreign competition in improving productivity in
less competitive domestic industries: in Table 8 with tariffs, 3-digit Herfindahl indexes and
turnover rates, in Table 11 with ERP, 3-digit Herfindahl indexes and turnover rates as well as
with tariffs (ERP sample), Herfindahl indexes and turnover rates (not shown) and in Table
14 with import penetration, 3 and 4-digit Herfindahl indexes and turnover rates. Fven
though the different specifications consider different (initial) years for domestic competition
measures, the ranking of industries relative to the average degree of domestic competition is

generally stable over time, providing a rationale for the general finding.

6.4 Impact on Plant Productivity Growth

Some of the arguments for an impact of trade liberalization on productivity are dynamic
in nature. Several endogenous growth models consider dynamic effects of trade on produc-
tivity: increases in the variety and quality of inputs, increases in product sophistication,
knowledge diffusion and learning-by-doing. Tybout (2000) argues that trade protection may
improve productivity growth if it promotes industries whose production processes benefit
from learning-by-doing and generate knowledge spillovers. But in contrast, trade protection
may reduce productivity growth, if as noted in section 6, producers gain access to better
technologies from the exposure to imported final goods or from exporting.

The argument concerning the possible endogeneity of trade policy with respect to produc-
tivity, made in section 5.3, can be extended to a dynamic setting . If government authorities
changed trade policy in response to pressures by industries experiencing lower productivity
growth, there would be simultaneity between trade policy at ¢ and productivity growth from
t — 1 tot. So, we consider the impact of trade protection at ¢ — 1 on plant productivity
growth from ¢ — 1 to ¢. Changes in plant productivity are obtained from estimated plant
productivity measures and the corresponding standard errors indicate that the changes are
statistically significantly for more than 99 percent of observations.

In Table 15, we present the estimation results for a specification that relates plant pro-
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ductivity growth rates to tariffs, ERP and import penetration ratios. Overall technological
progress or other shocks affecting productivity growth rates of plants in all industries are
controlled for by year effects. In order to prevent differences in technological progress across
industries to be attributed to changes in trade policy, our preferred specifications include
growth tendencies in industry productivity (through industry effects), therefore tariffs e.g.,
affect the deviation of plant productivity growth from industry growth. In fact, these growth
tendencies are important, as is indicated by the switch in the sign of the tariff coefficient
between columns (1) and (6) (no industry effects) and the remaining columns.

Overall, the estimates suggest that protection affects negatively plant productivity growth.
In particular, allowing for permanent differences in plant productivity growth rates, we find
higher lagged 3 and 4-digit tariffs and ERP to be associated with lower productivity growth
rates. Higher import penetration ratios have a positive and precisely estimated impact on

plant productivity growth.

7. Conclusion

This study provides new plant-level evidence of an important link between trade policy and
industrial productivity using Colombian manufacturing data from 1977 to 1991. We find that
nominal tariffs have a strong negative impact on plant productivity even after controlling
for factors such as the real exchange rate, observed and unobserved plant characteristics
and unobserved industry heterogeneity. Our use of lagged tariffs and the evidence on the
economic reasons underlying changes tariffs in Colombia allow us to argue that the negative
impact of tariffs is unlikely to reflect the endogeneity of protection. The impact of trade
protection on productivity is more negative for large plants and for plants in less competitive
industries. These findings are robust to the use of alternative measures of trade protection
such as effective rates of protection and import penetration ratios. We also find evidence of
a negative impact of trade protection on plant productivity growth.

We emphasize two distinct methodological points. First, our production function pa-
rameter estimates obtained by nonparametric and GMM techniques reveal, by comparison
to OLS, the existence of a simultaneity bias between plants’ input choices and productiv-
ity. Therefore, using productivity measures that address such simultaneity is important to

infer an effect of trade policy on productivity that is closer to its true magnitude. Second,
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our analysis circumvents the shortfalls of studies that focus on a single episode of liberal-
ization, the predominant approach in the trade and productivity literature, by exploiting
cross-industry and time variation in trade policy. Our estimates isolate the impact of tariffs
on productivity from the confounding impact of macroeconomic changes.

Applying our analysis to other countries datasets and building cross-country comparisons
from the micro data would be a fruitful research direction to pursue. Also, estimating
the effect on manufacturing plants’ productivity of the large tariff reductions verified in
Colombia after 1991 would be of interest. The findings in this paper motivate a theoretical
and empirical investigation of alternative channels linking plant productivity gains to trade
liberalization, with emphasis on plant heterogeneity. Finally, it would be interesting to allow
for plant entry and exit into and out of the export market and determine if and how that
influences the impact of trade policy on plant productivity.

The policy implications of our study are straightforward: in face of important produc-
tivity gains from trade liberalization, the elimination of policy instruments still protecting
manufacturing industries is important. But these productivity gains are not necessarily
translated into equal welfare gains due to the unmeasured costs of trade liberalization. Our
novel finding of heterogeneous effects of trade policy across plants with different character-

istics deserves further research, as it could be relevant to the design of trade reforms.
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Appendix A

One of the decompositions of changes in industry productivity which we discuss in section
6.1.2 is given by:
Qj—Qj _ J (j_ J + j(i_j + Joogd J J
t t-1= Sit—1 (P — Prip_1) prip(sie — Sig—1) 5Pt Sit—1PTit—1>

1eCont 1eCont 1eBEnt 1€ Fx

where Qi is industry productivity as in section 4.2, p?"f‘t and sgt are plant 7’s productivity and
market share in industry 7 output for continuing plants C'ont, entrant plants Ent and exiting
plants Fx. The first term in the decomposition represents the change in continuing plants’
productivity, the second term represents the output share reallocation among continuing
plants with different productivity, the third and fourth terms represents average productivity
of entrant and exiting plants, respectively. The other decomposition as in Aw, Chen and

Roberts (2001) is given by:

PN Shoatshy g Pt
-0, = Z (%)(?ﬁt—Pﬂtq)“’ Z (%)(3%_3%71)
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where p?"ft and sgt are defined as above, 3;3:5 15 s%mt represent the market share of entrant
and exiting plants in industry j and p?"gm P p?"%mt represent an output share-weighted
average productivity of entrant and exiting plants in industry j. The first term represents
the the change in continuing plants’ productivity, the second term represents the output share
reallocation among continuing plants with different productivity, the third term represents
the difference between the productivity of entrant plants in period ¢ and of exiting plants in
period t — 1, the fourth term represents the output share reallocation between entrant and
exiting plants.

Both decompositions can be computed only if continuing plants switching from industry A
to industry B in year ¢ are considered as exiting plants in industry A and entrants in industry
B. So exit incorporates plant deaths but also plant switches across 3-digit industries, which
represent 2 percent of the sample for the years of available tariff data. The results from these
decompositions are available upon request.
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Table 1 Production Function Estimates with Materials Controlling for Simultaneity Bias

Industry Input OoLS R. Plant Input Materials R. Polynomials  R.
scale fixed revenue correcting scale scale
effects shares endog. bias
321+322 Textiles  Labor 0.316 *** 0.136 *** 0.275 0.242 *** 0.263 ***
and Apparel (0.004) (0.005) (0.014) (0.003)
Energy 0.146 *** 0.982 0.111 *** 0.018 0.115 *** 1.028 0.1 *** 0.904
(0.003) (0.003) (0.007) (0.002)
N.obs Materials 0.471 **=* 0.497 *** 0.500 0.66 *** 0.429 ***
20379 (0.003) (0.003) (0.053) (0.005)
Capital 0.049 *** 0.098 *** 0.207 0.011 0.112 **=*
(0.003) (0.004) (0.03) (0.007)
311+312 Food Labor 0.22 *** 0.134 *** 0.149 0.154 *** 0.176 ***
products (0.005) (0.005) (0.008) (0.004)
Energy 0.16 *** 1.055 0.108 *** 0.034  0.095 *** 1.058 0.104*=*  0.875
(0.004) (0.004) (0.007) (0.003)
N. obs. Materials 0.588 *** 0.562 *** 0.647  0.731 *** 0.529 ***
17651 (0.002) (0.003) (0.043) (0.004)
Capital 0.088 *** 0.08 *** 0.170 0.077 * 0.066 ***
(0.003) (0.004) (0.042) (0.007)
381 Metal Labor 0.329 0.291 **=* 0.266  0.288 *** 0.243 ***
products (0.006) (0.008) (0.012) (0.005)
Energy 0.095**  1.060 0.012 *** 0.024  0.053 *** 0.962 0.074**  0.985
(0.004) (0.005) (0.007) (0.003)
N.obs Materials 0.587 *** 0.595 *** 0.509  0.523 *=* 0.573 ***
8581 (0.004) (0.005) (0.046) (0.006)
Capital 0.048 *** 0.015 *** 0.201  0.098 *** 0.095 ***
(0.003) (0.005) (0.031) (0.009)
331+332 Wood Labor 0.234 *** 0.255 *** 0.302 0.21 **=* 0.22 **=*
products and (0.007) (0.0112) (0.015) (0.007)
furniture Energy 0.115**  1.016 0.081 *** 0.021  0.096 *** 0.886  0.096 ***  0.943
(0.005) (0.006) (0.008) (0.005)
N.obs Materials 0.635 *** 0.616 *** 0.496 0.48 *x* 0.587 ***
5652 (0.005) (0.007) (0.069) (0.008)
Capital 0.033 *** 0.046 *** 0.181 0.1 *** 0.04 ***
(0.003) (0.007) (0.026) (0.01)
342 Printing Labor 0.586 *** 0.384 *** 0.295  0.516 *** 0.399 ***
(0.011) (0.015) (0.025) (0.01)
Energy -0.026 *** 1,120 -0.081 *** 0.017  -0.055 *** 1.096 0.042*=*  1.026
(0.007) (0.008) (0.013) (0.006)
N.obs Materials 0.484 **=* 0.488 *** 0.443  0.523 *** 0.453 ***
5224 (0.007) (0.009) (0.04) (0.01)
Capital 0.077 *** 0.002 0.244 0.112 *** 0.132 ***
(0.005) (0.009) (0.03) (0.012)
382 Nonelectrical  Labor 0.302 *** 0.256 *** 0.280  0.284 *** 0.247 ***
machinery (0.01) (0.014) (0.016) (0.01)
Energy 0.056 **  1.055 0.075 *** 0.023  0.046 *** 0.842  0.065**  0.946
(0.006) (0.008) (0.009) (0.006)
Materials 0.612 **=* 0.548 *** 0.468  0.381 *** 0.563 ***
N.obs (0.005) (0.009) (0.162) (0.007)
4585 Capital 0.084 *** 0.094 *** 0.229 0.131 0.071 ***
(0.005) (0.009) (0.084) (0.01)
369 Nonmetallic Labor 0.405 *** 0.314 *** 0.330  0.381 *** 0.367 ***
minerals (0.01) (0.016) (0.02) (0.009)
Energy 0.212**  1.070 0.189 *** 0.090 0.186 *** 0.992 0.19 *** 0.987
(0.005) (0.008) (0.012) (0.005)
N.obs Materials 0.406 *** 0.3 *** 0.344 0.31 *** 0.315 ***
4502 (0.004) (0.007) (0.084) (0.008)
Capital 0.047 *** 0.058 *** 0.237  0.116 *** 0.115 ***
(0.005) (0.009) (0.038) (0.014)
352 Other Labor 0.287 *** 0.198 *** 0.194  0.269 *** 0.25 ***
Chemicals (0.007) (0.009) (0.014) (0.007)
Energy 0.018 ***  1.083 0.009 *** 0.012 0.008 0.996 0.015**  0.992
(0.004) (0.005) (0.009) (0.004)
N.obs Materials 0.707 **=* 0.657 *** 0.521  0.658 *** 0.651 ***
4296 (0.005) (0.007) (0.045) (0.01)
Capital 0.071 *** 0.021 *** 0.273 0.061 ** 0.076 ***

(0.004) (0.006) (0.027) (0.012)




Table 1 (continued)

Industry Input OLS R. Plant *** Input Materials R. Polynomials  R.
scale fixed ***  revenue correcting scale scale
effects shares endog. bias
356 Plastics Labor 0.325 *** 0.237 *** 0.196  0.303 *** 0.225 ***
(0.008) (0.011) (0.015) (0.007)
Energy 0.014 *** 1.047 -0.017 *** 0.032 -0.015 1.032 0.043 *** 0.954
(0.005) (0.006) (0.008) (0.004)
N.obs Materials 0.596 *** 0.554 *** 0.548  0.642 *** 0.59 ***
4059 (0.005) (0.007) (0.034) (0.008)
Capital 0.112 *** 0.021 *** 0.224  0.103 *** 0.096 ***
(0.005) (0.008) (0.03) (0.01)
324 Footwear Labor 0.259 *** 0.161 *** 0.255  0.228 *** 0.199 ***
(0.008) (0.009) (0.021) (0.007)
Energy 0.109 **  1.003  0.02 *** 0.010  0.067 ** 1.018 0.104 *=  0.993
(0.006) (0.007) (0.029) (0.006)
N.obs Materials 0.608 *** 0.647 *** 0.531  0.674 *** 0.615 ***
3594 (0.006) (0.008) (0.049) (0.01)
Capital 0.027 *** 0.062 *** 0.204 0.049 0.075 ***
(0.005) (0.008) (0.032) (0.012)
384 Transport Labor 0.372 *** 0.361 **=* 0.274  0.353 *** 0.233 ***
equipment (0.012) (0.016) (0.025) (0.01)
Energy 0.025**  1.069 -0.035**  0.024 0.009 0.922  0.047 **  0.923
(0.007) (0.009) (0.012) (0.006)
N.obs Materials 0.574 **=* 0.522 *** 0.491 0.47 *x* 0.559 ***
3310 (0.006) (0.01) (0.083) (0.009)
Capital 0.097 *** -0.006 **>*  0.211 0.09 0.084 ***
(0.007) (0.012) (0.058) (0.016)
383 Electrical Labor 0.297 *** 0.283 *** 0.264  0.286 *** 0.233 ***
machinery (0.01) (0.013) (0.022) (0.01)
Energy 0.04 *** 1.067  -0.005 0.018  0.031 *** 0.907 0.047 **  0.981
(0.006) (0.008) (0.012) (0.006)
N.obs Materials 0.669 *** 0.635 *** 0.518  0.526 *** 0.636 ***
2824 (0.007) (0.009) (0.121) (0.012)
Capital 0.068 *** 0.004 0.200 0.064 0.065 ***
(0.006) (0.008) (0.055) (0.015)
341 Paper Labor 0.2 *** 0.191 *** 0.181  0.204 *** 0.178 ***
(0.01) (0.015) (0.03) (0.009)
Energy 0.065**  1.056 0.053 *** 0.032  0.043 *=* 0.917 0.053**  0.991
(0.005) (0.009) (0.007) (0.005)
N.obs Materials 0.723 *** 0.68 *** 0.581 0.57 *** 0.668 ***
2017 (0.005) (0.01) (0.09) (0.011)
Capital 0.067 *** 0.035 *** 0.205 0.1 * 0.092 ***
(0.005) (0.01) (0.044) (0.011)
313 Beverages Labor 0.265 *** 0.208 *** 0.197  0.233 *** 0.182 ***
(0.016) (0.024) (0.03) (0.015)
Energy 0.193 **  1.063 0.07 *** 0.027  0.119 *** 0.909 0.122**  1.030
(0.009) (0.012) (0.021) (0.008)
N. obs. Materials 0.555 *** 0.442 *** 0.438  0.543 *=* 0.63 ***
1975 (0.01) (0.011) (0.079) (0.014)
Capital 0.05 *** 0.033 *** 0.338 0.014 0.096 ***
(0.009) (0.012) (0.056) (0.016)
351 Industrial Labor 0.095 *** 0.138 *** 0.148  0.116 *** 0.102 ***
chemicals (0.017) (0.02) (0.03) (0.013)
Energy 0.084 ***  0.973 0.085 *** 0.062 0.08 *** 0.913 0.081** 0.924
(0.009) (0.009) (0.022) (0.007)
N.obs Materials 0.555 *** 0.596 *** 0.497  0.278 *** 0.563 ***
1713 (0.008) (0.013) (0.121) (0.019)
Capital 0.238 *** 0.049 *** 0.294  0.439 *** 0.178 ***
(0.011) (0.013) (0.132) (0.024)
323 Leather Labor 0.198 *** 0.198 *** 0.233  0.243 *** 0.213 ***
products (0.01) (0.017) (0.019) (0.009)
Energy 0.035 **  0.951 0.007 0.014 0.009 0.845 0.038**  0.941
(0.007) (0.012) (0.013) (0.007)
N.obs Materials 0.684 *** 0.66 *** 0.571 0.53 *** 0.615 ***
1462 (0.009) (0.012) (0.1) (0.01)
Capital 0.035 *** 0.033 *** 0.182 0.063 0.075 ***
(0.006) (0.013) (0.048) 0.012)




Table 1 (continued)

Industry Input OoLS R. Plant Input Materials R. Polynomials  R.
scale fixed revenue  correcting scale scale
effects shares endog. bias
355 Rubber Labor 0.294 *** 0.213 *** 0.234  0.261 *** 0.216 **=*
products (0.013) (0.017) (0.025) (0.013)
Energy 0.046 ***  1.064 -0.01 *** 0.035  0.051 *** 0.862 0.072 *** 0.973
(0.009) (0.012) (0.014) (0.009)
N.obs Materials 0.673 **=* 0.608 *** 0.511 0.53 *** 0.628 ***
1196 (0.01) (0.015) (0.054) (0.017)
Capital 0.051 *** -0.014 *** 0.220 0.02 0.057 ***
(0.009) (0.014) (0.057) (0.017)
385 Professional  Labor 0.39 *** 0.282 *** 0.321  0.396 *** 0.369 ***
equipment (0.02) (0.03) (0.04) (0.018)
Energy 0.042**  1.063 0.046 *** 0.019 0.017 0.898 0.015 0.988
(0.013) (0.015) (0.016) (0.011)
N. obs. Materials 0.539 *** 0.529 *** 0.423  0.418 *** 0.541 ***
935 (0.012) (0.017) (0.135) (0.013)
Capital 0.091 *** 0.021 0.238 0.075 0.063 ***
(0.01) (0.018) (0.09) (0.015)
371 Iron and steel Labor 0.238 *** 0.258 *** 0.227  0.201 *** 0.187 ***
(0.019) (0.031) (0.029) (0.017)
Energy 0.07 **=* 1.060 0.085 *** 0.049  0.051 *** 1.041 0.064 *=*  0.956
(0.012) (0.016) (0.013) (0.01)
N.obs Materials 0.674 **=* 0.573 *** 0.528 0.78 *x* 0.603 ***
823 (0.009) (0.017) (0.183) (0.018)
Capital 0.078 *** 0.047 *** 0.196 0.009 0.102 ***
(0.01) (0.018) (0.131) (0.018)
362 Glass Labor 0.35 *** 0.353 *** 0.272  0.342 *** 0.329 ***
(0.015) (0.022) (0.031) (0.015)
Energy 0.119 *** 1.075 0.107 *** 0.075 0.102 *** 1.124  0.106 *** 1.015
(0.008) (0.012) (0.016) (0.008)
N.obs Materials 0.581 *** 0.534 *** 0.435 0.67 *** 0.529 ***
815 (0.011) (0.016) (0.071) (0.021)
Capital 0.025 *** 0.009 0.218 0.01 0.051 ***
(0.01) (0.016) (0.056) (0.023)
361 Ceramics Labor 0.5 *** 0.487 **=* 0.455  0.506 *** 0.468 ***
(0.026) (0.035) (0.067) (0.027)
Energy 0.12 *** 1.096 0.135 *** 0.092  0.081 *** 1.050 0.09 *** 1.038
(0.014) (0.021) (0.022) (0.014)
N.obs Materials 0.45 *x* 0.359 *** 0.259  0.386 *** 0.369 ***
503 (0.018) (0.026) (0.133) (0.024)
Capital 0.026 ** 0.038 0.194 0.077 0.111 ***
(0.012) (0.03) (0.094) (0.02)
372 Nonferrous Labor 0.355 *** 0.409 *** 0.230  0.315 *** 0.267 ***
metals (0.035) (0.043) (0.047) (0.032)
Energy 0.17 **=* 1.079 0.028 0.039 0.08 ** 0.978 0.088***  0.860
(0.023) (0.024) (0.035) (0.018)
N.obs Materials 0.416 **=* 0.409 *** 0.489  0.549 *=** 0.466 ***
435 (0.019) (0.021) (0.17) (0.021)
Capital 0.138 *** -0.115 *** 0.242 0.034 0.039
(0.018) (0.028) (0.176) (0.033)
354 Petroleum Labor 0.213 *** 0.19 **=* 0.104  0.283 *** 0.216 ***
derivatives (0.041) (0.021) (0.079) (0.034)
Energy 0.052 *** 1.094 -0.066 *** 0.042 0.027 1.001 0.049 *** 1.123
(0.017) (0.021) (0.029) (0.012)
N.obs Materials 0.821 *** 0.63 *** 0.634 0.52 *** 0.713 ***
306 (0.019) (0.034) (0.159) (0.028)
Capital 0.007 -0.102 *** 0.220 0.171 *** 0.145 ***
(0.022) (0.026) (0.087) (0.025)
314 Tobacco Labor 0.266 *** 0.22 *** 0.202 0.322 *** 0.224 ***
(0.053) (0.066) (0.08) (0.041)
Energy 0.187 **  1.066 -0.0003 0.009 0.018 0.917 0.079**  0.647
(0.035) (0.05) (0.039) (0.025)
N.obs Materials 0.535 *** 0.392 *** 0.52  0.389 *** 0.332 ***
269 (0.034) (0.039) (0.224) (0.03)
Capital 0.077 *** -0.135 ** 0.3 0.188 0.011
(0.029) (0.064) (0.193) (0.055)

Notes: Bootstrapped standard errors in parentheses. ***, ** and * indicate significance at 1%, 5% and 10% levels, respectively.
The energy input is constituted by fuels plus electricity.



Table 2 Nominal Tariffs across 3-digit Industries

Industry Average Average Average
Tariff (%) Tariff (%) Tariff (%)
1976-80 1983-84 1985-88
311 Food 30.5 45.1* 43.4
312 Food-miscellaneous 28.4 39.8* 37.7
313 Beverages 54.5 73.9 58.1
314 Tobacco 26.4 34.5 42.0
321 Textiles 57.3 82.6 48.4
322 Apparel 75.6 109.6 66.4
323 Leather products 40.8 53.1 39.8
324 Footwear 56.4 84.0 71.8
331 Wood products 41.4 55.7 43.7
332 Furniture 54.2 75.9 47.5
341 Paper 28.7 38.9 35.3
342 Printing 38.6 45.9 42.6
351 Industrial chemicals 20.2 26.7 24.0
352 Other chemicals 19.8 24.4 22.3
354 Petroleum derivatives 18.8 24.5 23.3
355 Rubber products 47.8 55.6 43.9
356 Plastics 61.9 73.1 55.2
361 Ceramics 47.4 61.6 47.8
362 Glass 35.8 38.9 321
369 Nonmetallic minerals 29.4 36.2 30.8
371 Iron and steel 20.2 25.8 20.9
372 Nonferrous metals 20.1 26.6 18.9
381 Metal products 40.1 49.6 39.0
382 Nonelectrical machinery 23.6 30.1 20.9
383 Electrical machinery 34.4 435 31.7
384 Transport equipment 26.7 37.2 31.3
385 Professional equipment 25.1 30.4 24.4
390 Other manufacturing 37.1 49.2 37.3

Notes: * for industries 311 and 312, tariff values in the second column are for 1984.
A comparison between average tariffs in 1983-84 and 1985-88 would indicate
that protection increased in the period of trade liberalization post-1985, whereas
in fact what happened was that relative to 1985-88. tariffs were very strongly
increased in 1984 not in 1983.



Table 3  Import Penetration Ratios and Export Orientation Ratios across Industries

Industry Export Orientation Ratio (%) Import Penetration Ratio (%)
Year Year

1980 1984 1985 1988 1991 1980 1984 1985 1988 1991
311 Food 9.1 3.6 3.8 5.8 114 6.4 5.3 4.0 4.5 3.4
312 Food-miscellaneous 2.4 5.1 6.6 7.0 7.1 2.3 3.2 3.2 2.8 2.0
313 Beverages 0.0 0.2 0.2 0.2 0.6 1.5 1.4 1.4 1.9 1.0
314 Tobacco 0.6 0.9 0.7 3.1 134 9.5 4.4 3.1 1.8 4.1
321 Textiles 7.7 5.3 5.7 7.6 16.8 3.1 1.9 2.1 2.8 4.8
322 Apparel 17.6 7.3 9.8 27.7 47.3 1.9 3.1 2.7 3.3 4.5
323 Leather products 13.2 14.6 23.9 34.9 45.0 1.7 1.2 1.3 2.0 3.5
324 Footwear 104 5.0 84 114 31.6 0.8 1.0 1.1 0.7 0.6
331 Wood products 10.5 5.1 12.6 6.5 15.8 7.3 6.6 3.2 5.2 5.4
332 Furniture 4.6 24 6.2 4.1 8.1 1.5 0.9 0.3 0.9 1.0
341 Paper 5.1 4.5 3.3 1.8 29 16.6 15.7 17.2 17.0 16.9
342 Printing 10.1 7.0 11.9 16.9 26.5 115 7.9 11.2 6.2 5.3
351 Industrial chemicals 7.0 6.4 8.1 12.1 18.1 40.5 38.6 65.6 44.3 43.9
352 Other chemicals 2.9 2.9 3.1 2.3 3.2 14.4 14.5 16.9 12.6 11.8
354 Petroleum derivatives n.a. n.a. n.a. n.a. n.a. 5.8 4.2 3.3 3.5 4.7
355 Rubber products 2.0 1.3 15 4.2 6.1 11.3 8.5 8.0 8.6 10.1
356 Plastics 2.8 2.1 2.1 1.3 25 2.0 2.2 1.9 2.1 3.6
361 Ceramics 9.9 2.8 5.1 7.0 28.3 7.2 3.8 2.0 29 6.1
362 Glass 9.7 5.2 4.3 4.2 10.6 9.5 6.1 5.7 4.7 8.2
369 Nonmetallic minerals 8.6 4.0 5.1 5.6 9.1 3.5 2.5 2.9 3.5 2.9
371 Iron and steel n.a. n.a. n.a. n.a. n.a. 38.5 35.8 82.0 34.0 39.7
372 Nonferrous metals 2.6 10.3 13.9 7.4 4.8 51.2 51.8 92.2 454 50.2
381 Metal products 7.1 3.4 3.8 4.6 10.1 15.1 14.4 14.6 12.3 15.9
382 Nonelectrical machinery 12.1 4.1 6.6 5.7 17.6 71.8 70.5 178.8 68.3 70.2
383 Electrical machinery 3.1 1.4 3.3 4.6 9.6 38.6 37.8 42.4 36.4 435
384 Transport equipment 3.0 0.9 1.2 0.7 5.6 40.7 31.8 46.6 28.3 29.7
385 Professional equipment 14.6 7.6 8.6 6.8 14.4 57.4 53.6 116.8 46.3 54.1
390 Other manufacturing 37.0 18.4 17.5 42.9 58.1 11.7 9.6 5.7 7.2 12.4

Notes: n.a. exports data for Petroleum derivatives and Iron and Steel has irregularities.
Export orientation ratios are defined as the ratio of exports to total output (domestic output plus exports).
Import penetration ratios are defined as the ratio of imports to domestic demand (domestic output plus imports).



Table 4 Relation between Measures of Trade Exposure

Table 4a Levels Correlations across Industries and Over Time

(3-digit industries) Import penetration Export orientation
Nominal tariffs -0.537** 0.007
-0.702** -0.029
Effective rate of protection -0.545** -0.045
-0.674* -0.081
Import penetration -0.074
-0.024
(4-digit industries) Import penetration Export orientation
Nominal tariffs -0.398** -0.08
-0.413* -0.026
Import penetration 0.086**
0.291

Notes: Spearman rank correlation coefficient in italics. ** and * represent significance at
5 and 10% levels, respectively. Tariff levels considered for years 1980 and 1983-
1988 and ERP for years 1983, 1984, 1989, 1990. Correlations with export orientation
exclude petroleum derivatives and iron and steel.

Table 4b Changes Correlations across Industries and Over Time

(3-digit industries) Change imp. penet.  Change export orient.
Change tariffs -0.038 -0.301**
0.058 -0.193**
Change in effective rate protection -0.317* -0.56**
-0.494** -0.628**
Change import penetration 0.137
0.201**
(4-digit industries) Change imp. penet.  Change export orient.
Change tariffs -0.028 -0.005
-0.049 -0.081
Change import penetration -0.05

Notes: Spearman rank correlation coefficient in italics. ** and * represent significance at
5 and 10% levels, respectively. Tariff changes considered for years between 1983
and 1984 and between 1987 and 1988. ERP changes considered for years between
1983 and 1984 and between 1989 and 1990. Correlations with export orientation
exclude petroleum derivatives and iron and steel.

Table 4c Tariff Changes Correlations across Industries and Trade Policy Regimes

(3-digit industries) Change imp. penet.  Change export orient.
Change tariffs 0.242 -0.56**
0.358** -0.59**
Change imp. penet. -0.092
-0.138

(4-digit industries) Change imp. penet.  Change export orient.
Change tariffs 0.088 -0.0416
0.155 -0.249**
Change imp. penet. -0.139
0.068

Notes: Spearman rank correlation coefficient in italics. ** and * represent significance at
5 and 10% levels, respectively. Tariff changes considered for years between 1980
and 1983 and 1983 and 1988. Correlations with export orientation exclude petroleum
derivatives and iron and steel.



Table 4d ERP Changes Correlations across Industries and Trade Policy Regimes

(3-digit industries) |Change imp. penet.  Change export orient.
Change in eff. rate protection -0.117 -0.366
-0.262 -0.155
Change imp. penet. 0.067
0.048

Notes: Spearman rank correlation coefficient in italics. ** and * represent significance at
5 and 10% levels, respectively. ERP changes considered for years between 1984
and 1990. Correlations with export orientation exclude petroleum derivatives and
iron and steel.

Table 4e Tariffs and ERP Levels and Changes Correlations across Industries

(3-digit industries) | ERP Change in ERP
Tariffs 0.909**
0.914**
Changes in tariffs 0.973*
0.984**

Notes: Spearman rank correlation coefficient in italics. ** and * represent significance at
5 and 10% levels, respectively. Tariffs, ERP levels considered for years 1983, 1984,
1989, 1990 and changes for years between 1983 and 1984 and between 1989 and
1990

Table 4f Tariffs and ERP Changes Correlations across Industries and Trade Regimes

(3-digit industries) |Change in ERP
Changes in tariffs 0.974**
0.976*

Notes: Spearman rank correlation coefficient in italics. ** and * represent significance at
5 and 10% levels, respectively. Tariff changes considered for years between 1980
and 1984 and between 1984 and 1988. ERP changes considered for years between
1979 and 1984 and between 1984 and 1990.

Table 4g Licenses, Tariffs and ERP Levels Correlations across Industries

|Tariffs 3-dig.1989 ERP 3-dig.1989 Tariffs 4-dig.1988
License coverage 3-dig. 1989 0.636** 0.644**
0.747* 0.883**
License coverage 4-dig. 1989 0.598**
0.579*

Notes: Spearman rank correlation coefficient in italics. ** and * represent significance at
5 and 10% levels, respectively.



Table 5 Impact of Lagged Trade Policy on Productivity

Regressors OLS OLS OLS Plant Plant
F.Effects F.Effects
) (2) 3) 4 )
Nominal tariff 3-digit 0.176 *** -0.095 *** -0.092 *** -0.051 *** -0.07 ***
(0.01) (0.026) (0.026) (0.015) (0.016)
Age 0.003 *** 0.003 *** 0.002 *** 0.006 *** 0.006 ***
(0.0004) (0.0004) -0.0003 (0.001) (0.001)
Age squared -0.00002 *** -0.00001 * -0.00001 * -0.0007 *** -0.0007 ***
(0.00001) (0.00001) (0.00001) (0.00001) (0.00001)
Year effects Yes Yes Yes Yes Yes
Industry effects 3-digit Yes
Industry effects 4-digit Yes Yes
N. observations 57861 57861 57861 57861 57861
R-squared 0.01 0.11 0.15 0.03 0.06
Regressors OLS OLS OLS Plant Plant
F.Effects F.Effects
(6) (1) (8) 9) (10)
Nominal tariff 4-digit 0.08 *** -0.268 *** -0.096 *** -0.077 *** -0.076 ***
(0.01) (0.018) (0.025) (0.015) (0.016)
Age 0.002 *** 0.003 *** 0.002 *** 0.006 *** 0.006 ***
(0.0004) (0.0004) -0.0003 (0.001) (0.001)
Age squared -0.00001 -0.00001 * -0.00001 * -0.0008 *** -0.0008 ***
(0.00001) (0.00001) (0.00001) (0.00001) (0.00001)
Year effects Yes Yes Yes Yes Yes
Industry effects 3-digit Yes
Industry effects 4-digit Yes Yes
N. observations 54501 54501 54501 54501 54501
R-squared 0.01 0.12 0.15 0.04 0.05

Notes: The dependent variable is productivity obtained by nonparametric/GMM estimation with materials
controlling for the simultaneity bias. Robust standard errors are in parentheses. *** , ** and *
indicate significance at 1%, 5% and 10% levels, respectively. All regressions include a constant.
Years included are 1977, 1979, 1981, 1984-1989. One period lagged tariff measures are used.



Table 6 Impact of the Real Exchange Rate and Lagged Trade Policy on Productivity

Regressor oLS Plant oLS oLS Plant oLS Plant oLS Plant
F.Effects F.Effects F.Effects F.Effects
1) (2) 3) 4) ©) (6) (N (8) 9)
Traded 3-digit Industries -0.234 *** -0.149 ***
(0.039) (0.025)
Traded 4-digit Industries -0.225 * ** -0.179 *** -0.184 ***
(0.04) (0.042) (0.025)
RER -0.002 *** -0.002 *x* -0.002 *x* -0.002 *x* -0.002 *** -0.0002 -0.0004 *** 0.00006 -0.0003 ***
(0.0002) (0.0001) (0.0002) (0.0002) (0.0001) (0.0002) (0.0001) (0.0002) (0.0001)
RER*Traded Ind. 0.001 *** 0.001 *** 0.001 *** 0.001 *** 0.001 ***
(0.0002) (0.0001) (0.0002) (0.0002) (0.0001)
Trend -0.019 *** -0.024 *x* -0.019 *** -0.018 *** -0.025 *** 0.001 -0.009 *** 0.003 -0.01 ***
(0.002) (0.001) (0.002) (0.002) (0.001) (0.003) (0.002) (0.003) (0.002)
Trend*Traded Ind. 0.015 *** 0.014 *** 0.013 *** 0.01 **=* 0.013 ***
(0.002) (0.001) (0.002) (0.002) (0.001)
Nominal Tariff 3-digit -0.134 *** -0.12 ***
(0.02) (0.011)
Nominal Tariff 4-digit -0.234 *** -0.116 ***
(0.015) (0.011)
Age 0.002 *** 0.005 *** 0.002 *** 0.005 ***
(0.0004) (0.001) (0.0004) (0.001)
Age squared 0.000004 -0.00007 ***  0.000004  -0.00007 ***
(0.00001) (0.00001) (0.00001) (0.00001)
Industry effects 3-digit Yes Yes Yes
N. observations 77423 77423 72651 72651 72651 45304 45304 42630 42630
R-squared 0.002 0.012 0.003 0.361 0.012 0.157 0.005 0.166 0.005

Notes: The dependent variable is productivity obtained by nonparametric/GMM estimation with materials controlling for the simultaneity bias. Robust
standard errors are in parentheses. *** | ** and * indicate significance at 1%, 5% and 10% levels, respectively. All regressions include a constant.
An increase in RER represents a real appreciation of the Colombian peso (IMF definition). In columns (1)-(5), Petroleum Derivatives and Iron and
Steel are excluded due to irregularities in their export data (the classification according to trade orientation is not defined). In columns (1)-(5), the
omitted category are nontraded industries. In columns (1)-(2), interactions refer to 3-digit traded industries, in columns (3)-(5) they refer to 4-digit
traded industries. Years included in columns (1)-(5): 1980-1991. In columns (6)-(9): 1981, 1983, 1984-1989. One period lagged tariff measures ar
used.



Table 7 Impact of Lagged Trade Policy on Productivity Differentiated by Size

Part A
Regressor OLS OLS OLS OLS OLS OLS
) (2) 3) 4 5) (6)
Small -0.163 *** -0.02 -0.012 -0.122 *** 0.098 *** -0.009
(0.007) (0.017) (0.024) (0.007) (0.011) (0.023)
Large 0.172 *** 0.331 *** 0.318 *** 0.189 *** 0.399 *** 0.292 ***
(0.014) (0.019) (0.027) (0.014) (0.016) (0.026)
Nominal tariff 3-digit*Small  0.253 *** -0.017 -0.013
(0.011) (0.026) (0.026)
Nominal tariff 3-digit*Large  -0.104 *** -0.336 *** -0.33 ***
(0.022) (0.033) (0.033)
Nominal tariff 4-digit*Small 0.154 *** -0.171 *** -0.025
(0.01) (0.018) (0.025)
Nominal tariff 4-digit*Large -0.143 **=* -0.412 *** -0.268 ***
(0.02) (0.024) (0.031)
Year effects Small Large Yes Yes Yes Yes Yes Yes
Industry effects 3-digit Yes Yes
Industry effects 4-digit Yes Yes
N. observations 57861 57861 57861 54501 54501 54501
R-squared 0.04 0.15 0.18 0.04 0.15 0.18
Part B
Regressor OLS OLS OLS OLS OLS OLS
) (2) 3) 4 5) (6)
Market share 3-digit 7.969 *** 9.968 *** 9.417 *** 7.333 *** 8.7 ¥ 7.84 ***
(0.54) (0.503) (0.47) (0.439) (0.392) (0.404)
M. share squared -11.06 *** -12.32 *** -11.13 *** -10.41 *** -11.14 *x* -9.92%**
(0.834) (0.959) (0.865) (0.789) (0.911) (0.855)
Nominal tariff 3-digit 0.193 *** -0.084 *** -0.08 ***
(0.01) (0.026) (0.026)
Nom.tariff3*M.share -3.625 *** -5.57 *** -5.622 ***
(0.97) (0.901) (0.831)
Nominal tariff4-digit 0.106 *** -0.218 *** -0.091 ***
(0.01) (0.017) (0.024)
Nom.tariff4*M.share -2.636 *** -3.172 *** -2.378 ***
(0.841) (0.792) (0.802)
Year effects Yes Yes Yes Yes Yes Yes
Industry effects 3-digit Yes Yes
Industry effects 4-digit Yes Yes
N. observations 57861 57861 57861 54501 54501 54501
R-squared 0.04 0.15 0.18 0.04 0.16 0.18

Notes: The dependent variable is productivity obtained by nonparametric/GMM estimation with materials controlling
for the simultaneity bias. Robust standard errors are in parentheses. ***, ** and * indicate significance at 1%,
5% and 10% levels, respectively. In Part A, small plants have less than 50 employees in the initial year of
presence in the sample. In Part B, market shares are relative to 3-digit industry output in the initial year of
presence in the sample. Years included are 1977, 1979, 1981, 1984-1989. One period lagged tariff measures
are used.



Table 8

Impact of Lagged Trade Policy on Productivity Differentiated by Degree of Domestic Competition

Regressor OoLS OoLS OoLS OoLS OoLS OoLS OoLS OoLS
(1) (2) 3) 4) (5) (6) (1) (8)
Herfindahl Index 3-digit -0.786 *** -0.598 ***
(0.102) (0.101)
Nominal tariff 3-digit 0.114 *** 0.105 *** -0.115 *** -0.799 ***
(0.013) (0.012) (0.027) (0.042)
Nom.tariff3*Herf.3 -0.781 ***
(0.259)
Nominal tariff 4-digit 0.06 *** 0.012 -0.31 *** -0.939 ***
(0.013) (0.013) (0.02) (0.038)
Nom.tariff4*Herf.3 -1.447 ***
(0.242)
Herfindahl Index 4-digit -0.282 *** -0.218 *** -0.339 *** -0.227 ***
(0.054) (0.063) (0.065) (0.075)
Nom.tariff3*Herf.4 0.161 0.532 ***
(0.119) (0.144)
Nom.tariff4*Herf.4 -0.131 0.406 ***
(0.129) (0.142)
Turnover rate 3-digit -1.115 *** -1.127 ***
(0.067) (0.068)
Nominal tariff3*Turnover3 3.122 ***
(0.143)
Nominal tariff4*Turnover3 3.363 ***
(0.135)
Year effects Yes Yes Yes Yes Yes Yes Yes Yes
Industry effects 3-digit Yes Yes
N. observations 57861 54501 57861 57861 54501 54501 57861 54501
R-squared 0.013 0.02 0.01 0.340 0.01 0.12 0.02 0.02

Notes: The dependent variable is productivity obtained by nonparametric/GMM estimation with materials controlling for the simultaneity bias. Robust
standard errors are in parentheses. ***, ** and * indicate significance at 1%, 5% and 10% levels, respectively. Herfindahl indexes and turnover
rates used are for the first sample year. Years included are 1977, 1979, 1981, 1984-1989. One period lagged tariff measures are used.



Table 9

Impact of Lagged Trade Policy on Productivity, Effective Rates of Protection

Regressors oLS oLS oLS oLS Plant Plant Plant Plant
F.Effects F.Effects F.Effects F.Effects
1) 1) (2) (2) 3) (3) 4 4)
Nominal tariff 3-digit -0.181 *** -0.179 *x* -0.114 *x* -0.132 *x*
(0.029) (0.029) (0.018) (0.019)
ERP 3-digit 0.004 0.004 0.023 *** 0.03 ***
(0.014) (0.013) (0.009) (0.009)
Age 0.002 *** 0.002 *** 0.001 *** 0.001 *** 0.005 *** 0.005 *** 0.006 *** 0.005 ***
(0.0004) (0.0005) (0.0005) (0.0005) (0.001) (0.001) (0.001) (0.001)
Age squared 0.000007 0.000009 0.000007 0.000009 -0.00007 ***  -0.00006 ***  -0.00008 *** -0.00006 ***
(0.000009) (0.000009) (0.000008) (0.000009) (0.00001) (0.00001) (0.00001) (0.00001)
Year effects Yes Yes Yes Yes Yes Yes Yes Yes
Industry effects 3-digit Yes Yes
Industry effects 4-digit Yes Yes Yes Yes
N. observations 32456 32456 32456 32456 32456 32456 32456 32456
R-squared 0.15 0.15 0.19 0.19 0.02 0.02 0.06 0.06

Notes: The dependent variable is productivity obtained by nonparametric/GMM estimation with materials controlling for the simultaneity bias. Robust
standard errors are in parentheses. *** |, ** and * indicate significance at 1%, 5% and 10% levels, respectively. All regressions include a constant.
Nominal tariffs at a 3-digit level are from DNP, a source that differs from that of tariffs in Tables 5-8 (J. Garcia at the World Bank). Years include
are 1980, 1984, 1985, 1990, 1991. One period lagged ERP and tariff measures are used.



Table 10 Impact of Lagged Trade Policy on Productivity Differentiated by Size, Effective Rates of Protection

Part A
Regressor OLS OLS OLS OLS
a) 1) 2) (2)
Small -0.003 0.068 *** -0.065 *** -0.003
(0.017) (0.013) (0.026) (0.023)
Large 0.32] *** 0.361 *** 0.232 *** 0.277 ***
(0.022) (0.019) (0.029) (0.026)
ERP 3 digit*Small 0.058 *** 0.052 ***
(0.014) (0.014)
ERP 3-digit*Large -0.14 * -0.127 ***
(0.017) (0.017)
Nominal tariff 3-digit*Small -0.097 *** -0.099 ***
(0.03) (0.029)
Nominal tariff 3-digit*Large -0.381 *** -0.371 ***
(0.037) (0.037)
Year effects Small Large Yes Yes Yes Yes
Industry effects 3-digit Yes Yes
Industry effects 4-digit Yes Yes
N. observations 32456 32456 32456 32456
R-squared 0.19 0.19 0.23 0.22
Part B
Regressor OLS OLS OLS OLS
a) 1) 2) (2)
Market share 3-digit 11.22 *** 11.62 *** 10.27 *** 10.8 ***
(0.527) (0.587) (0.515) (0.574)
M. share squared -23.29 *** -23.73 *** -20.72 *** -21.25 ***
(1.376) (1.424) (2.297) (1.346)
ERP 3-digit 0.009 0.009
(0.014) (0.013)
ERP3*M.share -1.757 **x -1.529 ***
(0.501) (0.481)
Nominal tariff 3-digit -0.167 *** -0.166 ***
(0.029) (0.029)
Nom.tariff3*M.share -3.967 *** -3.877 ***
(1.038) (0.995)
Year effects Yes Yes Yes Yes
Industry effects 3-digit Yes Yes
Industry effects 4-digit Yes Yes
N. observations 32456 32456 32456 32456
R-squared 0.19 0.20 0.23 0.23

Notes: The dependent variable is productivity obtained by nonparametric/GMM estimation with materials
controlling for the simultaneity bias. Robust standard errors are in parentheses. ***, ** and * indicate
significance at 1%, 5% and 10% levels, respectively. In Part A, small plants have less than 50 emplo-
yees in the initial year of presence in the sample. In Part B, market shares are relative to 3-digit indus-
try output in the initial year of presence in the sample. Years included are 1980, 1984, 1985, 1990,
1991. One period lagged ERP and tariff measures are used.



Table 11  Impact of Lagged Trade Policy on Productivity Differentiated by Degree of Domestic
Competition, Effective Rates of Protection

Regressor OLS OLS OLS OLS
) (2) 3) 4

Herfindahl Index 3-digit -1.346 ***

(0.147)
ERP 3-digit 0.066 *** 0.138 *** 0.011 -0.095 ***

(0.009) (0.008) (0.014) (0.018)
ERP3-digit*Herf.3 0.748 ***

(0.187)
Herfindahl Index 4-digit 0.09 0.14 ***

(0.055) (0.06)
ERP3-digit*Herf.4-digit -0.348 *** -0.137 ***
(0.06) (0.063)
Turnover 3-digit -0.239 ***
(0.077)
ERP3-digit*Turnover3-digit 0.841 ***
(0.079)

Year effects Yes Yes Yes Yes
Industry effects 3-digit Yes
N. observations 32456 32456 32456 32456
R-squared 0.02 0.02 0.15 0.02

Notes:The dependent variable is productivity obtained by nonparametric/GMM estimation with mate-
rials controlling for the simultaneity bias. Robust standard errors are in parentheses. *** | **
and * indicate significance at 1%, 5% and 10% levels, respectively. 1980 Herfindahl indexes
and 1980-1981 turnover rates values are used. Years included are 1980, 1984, 1985, 1990, 1991
One period lagged ERP measures are used.



Table 12

Impact of Lagged Trade Exposure on Productivity

Regressors OoLS OoLS OoLS Plant Plant
F.Effects F.Effects
@) 2) 3) ) ©)
Import penetration ratio 3-digit 0.017 *** 1.797 *** 1.811 *** 0.601 *** 1.59 *x*
(0.01) (0.077) (0.075) (0.024) (0.049)
Age 0.0001 0.002 *** 0.002 *** 0.007 *** 0.007 **=*
(0.0003) (0.0003) (0.0003) (0.0009) (0.0009)
Age squared 0.00002 0.000006 0.000005 -0.00009 *** -0.00008 ***
(0.000006) (0.000006) (0.000006) (0.00001) (0.00001)
Year effects Yes Yes Yes Yes Yes
Industry effects 3-digit Yes
Industry effects 4-digit Yes Yes
N. observations 71928 71928 71928 71928 71928
R-squared 0.002 0.15 0.19 0.02 0.05
Regressors OLS OLS OLS Plant Plant
F.Effects F.Effects
(6) () (8) 9) 10)
Import penetration ratio 4-digit -0.078 *** -0.034 * 0.668 *** 0.335 *** 0.634 ***
(0.009) (0.018) (0.052) (0.019) (0.033)
Age 0.004 **=* 0.002 *** 0.001 *** 0.006 *** 0.006 ***
(0.0004) (0.0003) (0.0003) (0.009) (0.0009)
Age squared 0.00001 ** 0.000007 0.000006 -0.00009 *** -0.00009 ***
(0.000006) (0.000006) (0.000006) (0.00001) (0.00001)
Year effects Yes Yes Yes Yes Yes
Industry effects 3-digit Yes
Industry effects 4-digit Yes Yes
N. observations 67686 67686 67686 67686 67686
R-squared 0.003 0.15 0.19 0.01 0.04

Notes: The dependent variable is productivity obtained by nonparametric/GMM estimation with materials controlling for
the simultaneity bias. Robust standard errors are in parentheses. *** | ** and * indicate significance at 1%, 5%
and 10% levels, respectively. All regressions include a constant. Years included are 1981-1991. One period

lagged import penetration ratios are used.



Table 13 Impact of Lagged Trade Exposure on Productivity Differentiated by Size

Part A
Regressor OLS OLS OLS OLS
a) (2) 3) 4
Small -0.096 *** -0.164 *** -0.006 -0.126 ***
(0.009) (0.018) (0.008) (0.018)
Large 0.01 -0.056 *** 0.137 *** 0.006
(0.013) (0.02) (0.013) (0.02)
Import Penet.3-digit*Small 1.516 *** 1.646 ***
(0.073) (0.072)
Import Penet.3-digit*Large 2.241 *** 2.2Q7 ***
(0.074) (0.072)
Import Penet.4-digit*Small -0.149 **=* 0.585 ***
(0.019) (0.05)
Import Penet.4-digit*Large 0.14 *** 0.876 ***
(0.023) (0.052)
Year effects Small Large Yes Yes Yes Yes
Industry effects 3 digit Yes Yes
Industry effects 4 digit Yes Yes
N. observations 71928 71928 67686 67686
R-squared 0.19 0.23 0.18 0.22
Part B
Regressor OLS OLS OLS OLS
) (2) 3) “4)
Market share 3-digit 8.738 *** 8.021 *** 9.039 *** 8.194 ***
(0.219) (0.216) (0.222) (0.223)
M. share squared -20.8 *** -18.46 *** -20.5 *** -18.13 ***
(0.904) (0.847) (0.873) (0.846)
Import penet. 3-digit 1.774 *** 1.789 ***
(0.072) (0.071)
Imp.penet.3*M.share 4.49 *** 4.238 ***
(0.596) (0.54)
Import penet. 4-digit 0.011 0.672 ***
(0.018) (0.049)
Imp.penet.4*M.share 3.211 *** 3.144 ***
(0.594) (0.563)
Year effects Yes Yes Yes Yes
Industry effects 3-digit Yes Yes
Industry effects 4-digit Yes Yes
N. observations 71928 71928 67686 67686
R-squared 0.19 0.23 0.19 0.22

Notes: The dependent variable is productivity obtained by nonparametric/GMM estimation with material
controlling for the simultaneity bias. Robust standard errors are in parentheses. ***, ** and * indi-
cate significance at 1%, 5% and 10% levels, respectively. In Part A, small plants have less than
50 employees in the initial year of presence in the sample. In Part B, market shares are relative
to 3-digit industry output in the initial year of presence in the sample. Years included are 1981-

1991. One period lagged import penetration ratios are used.



Table 14 Impact of Lagged Trade Exposure on Productivity Differentiated by Degree of Domestic Competition

Regressor OLS OLS OLS OLS OLS OLS OLS OLS
) 2) 3) 4 (5) (6) (1) (8)
Herfindahl Index 3-digit -1.532 *¥** -2.003 ***
(0.071) (0.064)
Import penet. 3-digit -0.036 *** -0.05 *** 1.633 *** 0.949 ***
(0.015) (0.016) (0.081) (0.033)
Imp.penet.3*Herf.3 2.339 ***
(0.217)
Import penet. 4-digit -0.165 *** -0.15 *** -0.094 *** 0.672 ***
(0.012) (0.014) (0.025) (0.029)
Imp.penet.4*Herf.3 3.538 ***
(0.178)
Herfindahl Index 4-digit -0.449 *** -0.115 *** -0.693 *** -0.135 ***
(0.022) (0.024) (0.031) (0.036)
Imp.penet.3*Herf.4 1.014 ¥+ 1,117 ***
(0.122) (0.178)
Imp.penet.4*Herf.4 1.32 ¥*  0.465 ***
(0.109) (0.122)
Turnover 3-digit 1.077 ** 0.916 ***
(0.025) (0.024)
Imp.penet.3*Turnover3 -5.156 ***
(0.211)
Imp.penet.4*Turnover3 -4.226 ***
(0.186)
Year effects Yes Yes Yes Yes Yes Yes Yes Yes
Industry effects 3-digit Yes Yes
N. observations 71928 67686 71928 71928 67686 67686 71928 67686
R-squared 0.02 0.02 0.01 0.15 0.01 0.15 0.03 0.02

Notes: The dependent variable is productivity obtained by nonparametric/GMM estimation with materials control-
ling for the simultaneity bias. Robust standard errors are in parentheses. *** | ** and * indicate significance
at 1%, 5% and 10% levels, respectively. All regressions include a constant. 1981 Herfindahl indexes and
1981-1982 turnover rates values are used. Years included are 1981-1991. One period lagged import pene-
tration ratios are used.



Table 15 Impact of Lagged Trade Policy and Trade Exposure on Productivity Growth

Regressors oLS oLS OoLS Plant Plant oLSs oLS oLS Plant Plant
F.Effects F.Effects F.Effects F.Effects
@ 2 3 4 ©)] (6) ) )] C)] (10)
Nominal tariff 3-digit 0.03 *** -0.058 ***  -0.058 *** -0.035 * -0.05 ***
(0.007) (0.018) (0.018) (0.019) (0.02)
Nominal tariff 4-digit 0.02 *** -0.033 ***  -0.062 *** -0.06 *** -0.053 ***
(0.006) (0.014) (0.017) (0.018) (0.019)
Year effects Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Industry effects 3-digit Yes Yes
Industry effects 4-digit Yes Yes Yes Yes
N. observations 45514 45514 45514 45514 45514 42884 42884 42884 42884 42884
R-squared 0.01 0.02 0.02 0.01 0.02 0.01 0.02 0.02 0.01 0.02
Regressors oLS oLSs oLSs Plant Plant
F.Effects F.Effects
1) 2) 3) 4) (5)
ERP 3-digit 0.008 ** -0.036 ***  -0.035 *** -0.02 ** -0.02 *
(0.004) (0.009) (0.009) (0.01) (0.01)
Year effects Yes Yes Yes Yes Yes
Industry effects 3-digit Yes
Industry effects 4-digit Yes Yes
N. observations 29274 29274 29274 29274 29274
R-squared 0.01 0.02 0.02 0.01 0.02
Regressors oLS oLS OoLS Plant Plant oLSs oLs oLS Plant Plant
F.Effects F.Effects F.Effects F.Effects
€] ) D) 4" 9] (6" ) (8" (€] (107
Import Penetration 3-digit 0.023 *** 0.239 *** 0.239 *** 0.238 *** 0.297 ***
(0.006) (0.048) (0.048) (0.029) (0.059)
Import Penetration 4-digit 0.009 0.023 *** 0.065 * 0.115 #** 0.093 **
(0.006) (0.0112) (0.034) (0.023) (0.04)
Year effects Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Industry effects 3-digit Yes Yes
Industry effects 4-digit Yes Yes Yes Yes
N. observations 64238 64238 64238 64238 64238 60444 60444 60444 60444 60444
R-squared 0.01 0.02 0.02 0.01 0.02 0.01 0.02 0.02 0.01 0.02

Notes: The dependent variable is productivity growth are obtained for each plant as the difference between productivity (obtained by nonparametric/GMM esti-
mation with materials controlling for simultaneity biases) at t and at productivity at t-1. Robust standard errors are in parentheses. ***, ** and * indicate
significance at 1%, 5% and 10% levels, respectively. All regressions include a constant. Years included are: for tariffs 1979, 1981, 1984-1989, for ERP
1980, 1984, 1985, 1990, 1991, for import penetration 1981-1991. One period lagged ERP, tariffs and import penetration ratios are used.
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Appendix B

Table B.1

Manufacturing Plants' Characteristics

Table B.1a Distribution of Plants by Size Category (%)

Size Category 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991
0 to 9 employees 11.0 11.3 115 11.7 12.1 134 n.a. n.a. 1.2 1.7 2.6 6.1 8.6 10.5 13.0
10 to 49 employees 59.3 57.9 57.8 58.6 58.0 58.1 68.6 68.9 69.8 69.5 68.5 65.9 64.1 61.3 57.6
50 to 99 employees 14.2 14.4 14.4 13.7 14.3 13.6 15.0 15.2 14.2 141 14.5 135 13.3 13.9 14.6
100 to 199 employees 7.9 8.5 8.3 8.3 8.1 8.0 8.9 8.4 7.7 7.6 7.4 7.8 7.6 7.6 7.8
Over 200 employees 7.6 7.9 7.9 7.7 7.6 7.0 7.5 7.5 7.1 7.0 7.0 6.7 6.4 6.7 7.1
Median size 26 27 26 26 26 24 28 28 26 26 26 25 24 25 25
Table B.1b Distribution of Plants by Location (%)

Metropolitan Area 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991
Bogota 33.8 34.1 335 32.8 32.3 31.6 324 32.7 32.9 33.0 33.2 32.3 31.1 31.2 30.9
Cali 10.5 10.3 10.3 10.5 10.7 111 11.2 10.8 11.0 11.2 11.7 114 114 11.2 10.8
Medellin 175 17.9 18.8 195 19.9 21.1 23.1 22.6 22.6 21.6 21.3 21.9 222 21.4 21.4
Manizales 1.8 1.8 1.7 1.7 1.6 1.7 15 1.6 1.6 1.7 1.6 1.7 1.7 1.6 1.8
Barranquilla 6.8 6.9 7.1 7.5 7.1 7.0 6.9 6.6 6.4 6.5 6.3 6.6 6.5 6.3 6.2
Bucamaranga 6.4 6.6 6.2 6.4 6.6 6.2 5.3 5.9 5.4 5.9 55 5.9 6.0 6.0 6.1
Pereira 3.6 35 3.2 3.0 29 2.8 2.6 25 2.7 2.8 2.7 2.7 3.0 29 2.8
Cartagena 1.6 15 14 13 13 13 13 1.6 1.6 1.6 1.9 1.9 1.8 1.8 1.9
Others 18.0 17.5 17.9 17.3 17.6 17.1 15.7 15.8 15.8 15.8 15.9 15.8 16.5 17.5 18.1
Table B.1c Distribution of Plants by Age Category (%)

Age Category 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991
0to 2 years 10.7 9.6 10.1 10.7 9.8 10.2 11.0 10.7 10.0 10.7 9.1 9.0 8.0 54 33
3to 5 years 171 15.9 154 13.6 13.7 14.6 15.0 13.7 13.6 12.9 14.6 135 14.3 115 10.8
6 to 10 years 255 26.1 248 245 229 21.3 204 21.2 20.7 21.2 20.8 20.8 20.6 222 21.1
11 to 20 years 26.6 27.2 28.1 29.6 30.6 30.6 29.1 29.4 30.3 29.2 29.0 295 29.3 30.7 32.3
21 to 50 years 17.3 18.6 19.3 20.0 21.4 21.6 22.7 23.0 23.6 24.1 24.6 25.2 25.8 27.9 30.0
Over 50 years 2.8 2.6 2.3 1.7 1.7 1.7 1.8 1.9 1.9 1.9 1.9 2.0 21 23 25
Median age 10 10 10 11 11 11 12 12 12 12 12 13 12 13 14
Table B.1d Distribution of Plants by Business Type (%)

Business Type 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991
Proprietorship 243 234 22.0 21.2 20.2 19.6 14.6 13.8 13.1 124 11.9 11.9 125 121 12.2
Limited Partnership 55.4 56.0 58.3 59.5 60.8 61.7 65.2 65.4 65.6 66.6 67.0 67.1 66.5 66.6 65.8
Collective 14 14 1.1 1.0 0.8 0.7 0.7 0.6 0.5 0.5 0.4 0.4 0.3 0.3 0.3
Corporation 12.2 12.5 12.4 12.4 12.2 12.0 13.9 14.6 15.2 15.2 155 154 155 15.8 16.6
De Facto Corporation 3.3 3.3 2.8 24 2.3 2.3 15 15 13 13 13 13 1.2 11 1.0
Joint Partnership 0.7 0.8 0.9 11 12 15 17 18 2.0 18 18 18 19 21 21
Joint Stock Company 1.0 1.0 0.9 0.9 11 1.0 1.0 0.9 0.8 0.7 0.6 0.6 0.6 0.6 0.6
Cooperative 0.6 0.6 0.3 0.3 0.3 0.3 0.4 0.4 0.4 0.4 0.4 0.5 0.5 0.5 0.5
Official Entity (Gov./ Relig.) 0.9 1.1 1.3 1.2 1.2 1.0 1.0 1.1 1.1 1.1 1.1 1.1 1.0 1.0 1.0

Notes: Observations include plants in all 3-digit ISIC industries without data problems used for production function estimation with materials controlling for the simultaneity bias. Age is

measured by the years of operation of a plant. Size is measured by a plant's total nember of employees.

n.a. In 1983 and 1984, survey coverage does not include plants with less than 10 employees.



Table B.2

Summary Statistics for Age, Ouput and Inputs

Industry Age Output Employment Intermediate inputs Capital
Mean edian St. Dev. Mean Median  St. Dev. Mean Median St. Dev. Mean Median  St. Dev. Mean Median St. Dev.

311 Food 17 14 13 182017 26179 517947 64 22 145 134566 17897 367302 35274 4047 160530
312 Food-miscellaneous 17 14 13 212925 31118 485937 52 23 80 154735 22351 321501 35415 4870 125849
313 Beverages 28 23 20 484936 187585 937567 195 129 234 220160 82364 437324 139408 51004 335303
314 Tobacco 35 28 22 401093 13338 809097 170 34 245 224309 9579 453457 101703 1392 225998
321 Textiles 14 11 12 144785 19742 676969 121 34 359 81950 11532 342753 54159 5328 250785
322 Apparel 10 7 9 31660 11048 101716 52 26 115 15313 5204 49793 4697 1309 18368
323 Leather products 14 10 15 74198 11278 197716 72 24 117 60793 8024 181218 12319 2548 27182
324 Footwear 10 8 10 29141 7521 109410 47 20 100 19183 4578 75753 6703 1284 30781
331 Wood products 14 12 10 32819 9215 163026 34 18 74 15023 5025 57194 14857 1780 106209
332 Furniture 11 9 10 14761 6267 29244 38 22 50 9006 3592 18773 4651 1394 12389
341 Paper 17 16 12 230234 31661 659996 80 40 142 168268 22800 477470 77179 7509 281377
342 Printing 18 13 15 46582 6511 201707 58 20 148 30541 4073 137280 25694 3114 119058
351 Industrial chemicals 19 16 13 475487 75710 1134645 122 40 243 341473 42268 916931 161625 26046 473587
352 Other chemicals 22 19 15 169628 30161 457985 85 35 118 110929 18914 322513 33031 5362 104879
354 Petroleum derivatives 16 15 10 158557 37199 347051 36 28 33 138524 32969 325313 29265 10411 47230
355 Rubber products 17 14 13 160685 17743 598555 91 26 233 104019 11183 400819 33507 5322 117705
356 Plastics 11 9 9 68783 18677 190498 60 30 100 57354 14069 159330 32685 6458 116744
361 Ceramics 16 14 12 110261 3890 229575 157 24 286 59896 1630 133650 60749 1474 138765
362 Glass 14 11 10 146587 15840 452062 119 33 208 77613 9040 245101 69601 3552 242097
369 Nonmetallic minerals 17 14 13 86755 11060 255392 68 29 123 48662 4922 147145 75968 5115 528532
371 Iron and steel 16 12 13 515992 18488 1362199 210 28 751 275803 10459 636810 403153 5144 2103219
372 Nonferrous metals 18 16 14 147839 23361 360897 69 26 127 100027 11211 257025 34622 7776 77293
381 Metal products 14 12 11 46770 10351 126502 51 23 86 29952 6339 84021 14736 2885 47073
382 Nonelectrical machinery 16 13 13 45785 11667 147735 49 24 96 28812 6331 99740 10985 3578 30124
383 Electrical machinery 15 14 11 123248 22415 283946 89 35 142 79327 13832 188564 109365 5298 4231340
384 Transport equipment 15 12 13 155568 12226 846874 94 29 223 158882 8173 1059955 48480 4560 189804
385 Professional equipment 16 14 13 58532 12913 192018 50 28 65 27988 6009 85478 19027 2524 72959
390 Other manufacturing 14 13 10 97451 19281 250130 91 36 129 47265 10162 102592 23998 4505 66422

Notes: Observations include plants in all 3-digit ISIC industries without data problems used for production function estimation with materials controlling for the simultaneity bias. Output,
intermediate inputs and capital are in 1980 pesos. For each industry, average, median and standard deviation are taken across all years.



Table B.3

Distribution of Plants across 3-digit Industries

Industry Years

1977 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991
311 Food 1008 1001 992 983 981 1012 878 884 900 936 977 1000 1049 1079 1052
312 Food-miscellaneous 185 191 196 201 203 203 174 173 170 172 189 200 231 238 233
313 Beverages 126 129 132 134 130 131 127 125 124 128 127 130 131 132 128
314 Tobacco 36 27 25 23 21 20 15 14 13 13 13 12 13 12 12
321 Textiles 469 474 489 481 475 460 421 411 429 447 459 468 490 487 477
322 Apparel 692 703 727 799 846 926 873 891 943 990 1005 1034 1031 1006 939
323 Leather products 106 103 98 104 101 102 80 85 86 84 81 91 108 113 106
324 Footwear 200 191 201 210 212 253 208 224 228 256 269 291 295 279 272
331 Wood products 202 188 179 180 181 200 173 166 164 160 173 184 189 181 179
332 Furniture 196 200 203 201 191 218 177 164 163 182 204 207 233 235 216
341 Paper 138 134 140 140 138 141 128 133 130 132 130 140 148 145 139
342 Printing 341 335 347 348 354 375 327 327 329 330 341 350 367 361 360
351 Industrial chemicals 101 98 102 96 102 107 103 112 111 117 122 127 138 142 144
352 Other chemicals 280 288 290 285 277 280 261 257 270 284 287 297 320 320 315
354 Petroleum derivatives 10 18 20 21 18 17 17 20 18 19 20 21 27 27 23
355 Rubber products 80 83 83 81 84 86 81 77 72 83 78 76 80 76 75
356 Plastics 181 190 199 220 217 243 236 253 271 279 315 342 354 355 350
361 Ceramics 43 45 45 42 40 37 26 27 28 30 31 29 27 25 24
362 Glass 54 52 51 48 47 48 39 44 48 62 64 65 70 69 67
369 Nonmetallic minerals 326 303 321 324 318 328 284 276 278 269 284 288 298 302 305
371 Iron and stee! 57 50 52 49 51 51 47 49 54 61 64 60 63 63 68
372 Nonferrous metals 36 36 37 38 34 33 25 27 23 27 29 29 33 33 33
381 Metal products 573 594 633 607 595 606 540 496 499 499 528 560 608 590 564
382 Nonelectrical machinery 283 286 304 315 309 296 256 263 286 293 304 327 338 326 323
383 Electrical machinery 190 190 192 192 187 188 171 165 171 184 203 202 202 203 192
384 Transport equipment 222 217 225 229 216 233 194 192 202 207 216 229 244 244 240
385 Professional equipment 56 57 56 61 61 57 56 59 57 61 67 72 75 71 69
390 Other manufacturing 19 16 8 11 10 9 7 5 7 10 8 6 10 10 11
Total number of plants 6210 6199 6347 6423 6399 6660 5924 5919 6074 6315 6588 6837 7172 7124 6916

Notes: Observations include plants in all 3-digit ISIC industries without data problems used for production function estimation with materials controlling for the simultaneity bias.



TableB.4 Entry and Exit in the Manufacturing Sector (%)

Years

1977-1978 1978-1979 1979-1980 1980-1981 1981-1982 1982-1983 1983-1984 1984-1985 1985-1986 1986-1987 1987-1988 1988-1989 1989-1990 1990-1991
Entry rate 12.6 12.7 12.7 9.5 131 122 * 121 145 133 12.6 110 12.2 5.8 53

Output share of entrant plants 39 5.6 3.7 5.2 30 2.7 2.7 22 34 29 23 2.7 19 4.2

Entrant plants output relative to
incumbents 28.0 41.7 26.7 52.3 18.2 20.7 20.2 137 24.1 219 20.2 21.2 317 76.2

Entrant plants total employment
relative to incumbents 44.2 54.8 36.3 61.4 325 35.3 30.0 31.2 42.8 42.6 33.0 329 38.6 61.1

Entrant plants labor productivity

(output) relative to incumbents 90.9 60.3 70.0 85.3 68.6 77.0 77.0 50.2 44.0 59.9 140.0 70.1 164.8 180.2
Exit rate 12.8 10.3 11.5 9.9 9.0 * 12.2 11.8 9.4 83 7.2 7.3 6.5 8.3
Output share of exiting plants 29 4.7 38 5.7 25 * 24 1.9 35 11 1.9 20 12 51
Exiting plants output relative to

incumbents 204 43.0 30.0 55.0 25.6 * 17.6 14.7 34.8 12.3 254 26.1 175 59.9

Exiting plants total employment
relative to incumbents 37.2 56.5 36.9 50.0 40.3 * 295 334 51.2 33.6 54.8 39.9 37.3 50.0

Entrant plants labor productivity
(output) relative to incumbents 59.3 56.1 69.3 111.3 68.4 * 54.2 57.9 64.1 39.7 91.1 922 145.1 132.1

Notes: Observationsinclude plantsin al 3-digit 1SIC industries without data problems used for production function estimation with materials controlling for the smultaneity bias.

* |n 1983 and 1984, survey coverage does not include plants with less than 10 employees, so the 1982-1983 entry rate is cal culated as the number of entrant plants in 1983 relative
to the total number of plantsin 1982 excluding the 1 to 9 employees category. Exit rates and exiting plants' characteristics are not calculated in 1982-1983 due to a changein
survey coverage.

**  Averages during 1977-1989.



Table B.5 Annual Entry Rates by Industry (%)

Part A Entry Rates

Industry Years
Average Average Average
1977-1978 1978-1979 1979-1980 1980-1981 1981-1982 1977-1982 1982-1983 1983-1984 1984-1985 1982-1985 1985-1986 1986-1987 1987-1988 1988-1989 1989-1990 1990-1991 1985-1991

311 Food 12.8 10.5 10.0 9.6 12.2 11.0 11.6 12.6 12.8 12.3 13.0 114 9.3 12.0 9.2 6.1 10.2
312 Food-miscellaneous 10.8 8.4 9.2 124 10.8 10.3 8.3 9.8 8.1 8.7 8.8 145 13.2 245 8.7 4.6 124
313 Beverages 6.3 6.2 3.8 15 6.9 5.0 3.2 4.7 4.0 4.0 5.6 1.6 4.7 6.2 3.8 12.9 5.8
314 Tobacco 8.3 7.4 16.0 8.7 4.8 9.0 0.0 6.7 7.1 4.6 7.7 0.0 0.0 16.7 0.0 8.3 54
321 Textiles 13.9 12.7 10.8 7.9 12.2 115 14.8 8.8 15.3 13.0 10.5 10.1 8.9 11.8 51 55 8.6
322 Apparel 17.8 19.8 24.8 18.9 21.0 20.4 15.9 17.1 19.9 17.6 16.5 12.8 13.9 115 6.7 45 11.0
323 Leather products 18.9 10.7 194 10.6 10.9 14.1 5.7 225 12.9 13.7 12.8 11.9 18.5 23.1 5.6 1.8 12.3
324 Footwear 12.0 17.3 19.4 16.7 29.7 19.0 12.6 20.2 19.6 175 25.4 18.0 18.2 13.1 7.1 5.0 145
331 Wood products 7.9 11.7 14.0 10.6 21.0 13.0 14.2 9.8 16.9 13.6 134 18.1 16.2 9.8 4.8 8.8 11.9
332 Furniture 19.9 18.0 17.2 9.0 215 17.1 16.1 16.4 195 17.3 233 24.2 9.3 19.3 8.2 51 149
341 Paper 5.1 134 121 2.9 5.8 7.9 8.3 6.3 12.0 8.9 6.9 9.1 6.9 7.1 0.7 4.1 5.8
342 Printing 12.9 13.7 141 9.2 13.8 12.8 155 15.9 15.6 15.7 12.2 10.9 8.8 11.7 5.7 5.3 9.1
351 Industrial chemicals 5.0 8.2 11.8 9.4 11.8 9.2 5.9 12.6 54 8.0 15.3 12.0 4.9 8.7 3.6 4.9 8.2
352 Other chemicals 9.3 7.3 3.8 3.9 5.1 5.9 8.0 54 10.1 7.8 10.0 6.3 9.8 11.8 4.7 3.8 7.7
354 Petroleum derivatives 80.0 0.0 10.0 0.0 111 20.2 6.7 11.8 5.0 7.8 5.6 5.3 15.0 23.8 0.0 0.0 8.3
355 Rubber products 10.0 7.2 12.0 8.6 11.9 10.0 125 6.2 5.2 8.0 22.2 8.4 3.8 7.9 0.0 2.6 75
356 Plastics 14.4 13.2 17.1 9.1 143 13.6 14.0 19.1 19.8 17.6 14.0 17.9 15.6 11.7 3.7 54 114
361 Ceramics 16.3 8.9 6.7 7.1 10.0 9.8 7.4 154 111 11.3 7.1 10.0 9.7 10.3 7.4 4.0 8.1
362 Glass 7.4 7.7 3.9 6.3 10.6 7.2 2.3 12.8 9.1 8.1 16.7 16.1 7.8 10.8 43 2.9 9.8
369 Nonmetallic minerals 8.6 15.2 134 9.3 11.9 11.7 105 8.8 134 10.9 10.8 14.9 9.9 8.7 6.0 6.3 9.4
371 Iron and steel 10.5 12.0 135 14.3 7.8 11.6 22.7 8.5 18.4 16.5 13.0 4.9 6.3 6.7 4.8 111 7.8
372 Nonferrous metals 2.8 13.9 10.8 2.6 0.0 6.0 8.0 12.0 7.4 9.1 8.7 111 34 13.8 3.0 121 8.7
381 Metal products 131 141 8.2 7.6 9.9 10.6 14.3 8.0 13.9 121 12.2 134 11.9 155 4.8 5.8 10.6
382 Nonelectrical machinery 11.7 14.0 8.9 4.8 4.9 8.8 9.4 10.9 144 11.6 11.2 12.3 10.5 11.3 4.1 4.6 9.0
383 Electrical machinery 8.4 5.8 10.9 3.6 5.9 6.9 8.0 8.2 121 9.5 11.7 15.8 6.4 7.9 25 2.0 7.7
384 Transport equipment 14.9 134 11.6 7.9 15.3 12.6 8.5 8.2 125 9.7 11.9 10.6 111 10.0 7.0 6.6 9.5

385 Professional equipment 16.1 7.0 17.9 6.6 3.3 10.2 21.7 14.3 8.5 14.8 8.8 131 11.9 11.1 13 2.8 8.2




Table B.5 Annual Exit Rates by Industry (%)

Part B Exit Rates

Industry Years
Average Average Average
1977-1978 1978-1979 1979-1980 1980-1981 1981-1982 1977-1982 1982-1983 1983-1984 1984-1985 1982-1985 1985-1986 1986-1987 1987-1988 1988-1989 1989-1990 1990-1991 1985-1991

311 Food 13.3 11.4 10.7 9.7 9.6 10.9 11.7 11.3 115 9.0 7.2 7.1 6.6 6.2 8.6 7.4
312 Food-miscellaneous 6.5 6.3 8.2 124 7.9 8.3 10.3 8.7 9.5 7.1 2.9 8.5 8.5 7.4 7.6 7.0
313 Beverages 4.0 54 15 5.2 6.2 45 55 5.6 5.6 1.6 2.3 3.9 6.2 2.3 15.2 5.2
314 Tobacco 36.1 14.8 24.0 17.4 9.5 20.4 13.3 14.3 13.8 7.7 0.0 7.7 8.3 7.7 8.3 6.6
321 Textiles 12.2 11.4 10.0 12.3 13.3 11.8 105 114 10.9 6.8 6.0 7.8 6.6 5.9 7.4 6.8
322 Apparel 15.9 155 16.1 111 12.9 14.3 15.8 14.0 14.9 11.0 11.7 10.6 115 9.2 10.7 10.8
323 Leather products 23.6 12.6 16.3 135 9.9 15.2 13.8 8.2 11.0 9.3 131 7.4 3.3 4.6 5.3 7.2
324 Footwear 17.0 12.0 15.9 16.2 11.3 145 135 18.3 15.9 145 13.3 115 13.4 115 8.2 12.1
331 Wood products 15.8 133 12.3 12.2 8.8 125 145 18.7 16.6 134 11.9 9.2 6.5 9.5 10.5 10.2
332 Furniture 18.4 18.5 20.7 124 7.9 15.6 20.9 19.5 20.2 15.3 12.1 8.8 9.7 8.2 11.9 11.0
341 Paper 10.9 6.7 11.4 0.7 4.3 6.8 6.3 10.5 8.4 4.6 6.1 1.5 1.4 4.7 7.6 43
342 Printing 13.8 11.3 13.3 8.6 7.3 10.9 135 15.3 144 11.6 10.0 5.9 6.9 6.3 6.4 7.8
351 Industrial chemicals 5.9 2.0 13.7 125 5.9 8.0 6.8 54 6.1 9.0 8.5 25 24 2.9 14 4.4
352 Other chemicals 8.2 45 6.2 4.2 4.7 5.6 6.1 5.8 6.0 5.6 5.3 5.2 3.7 4.7 5.0 4.9
354 Petroleum derivatives 0.0 0.0 0.0 14.3 16.7 6.2 5.9 15.0 104 0.0 0.0 5.0 0.0 0.0 14.8 3.3
355 Rubber products 6.3 8.4 8.4 3.7 6.0 6.6 12.3 11.7 12.0 5.6 9.6 3.8 3.9 25 3.9 4.9
356 Plastics 9.9 10.5 9.0 105 5.1 9.0 12.3 134 12.9 125 7.2 6.0 7.3 4.2 7.0 7.4
361 Ceramics 14.0 6.7 13.3 143 15.0 12.6 115 7.4 9.5 3.6 6.7 16.1 17.2 14.8 4.0 104
362 Glass 9.3 135 9.8 104 8.5 10.3 2.6 4.5 3.6 21 9.7 9.4 31 1.4 10.1 6.0
369 Nonmetallic minerals 15.3 9.2 12.8 10.5 9.1 11.4 12.0 12.3 12.1 14.0 9.3 7.0 6.3 4.7 53 7.8
371 Iron and steel 14.0 4.0 19.2 16.3 13.7 135 8.5 10.2 9.4 1.9 3.3 7.8 5.0 3.2 9.5 51
372 Nonferrous metals 13.9 0.0 10.8 13.2 0.0 7.6 8.0 18.5 13.3 0.0 3.7 6.9 34 3.0 6.1 3.9
381 Metal products 10.3 8.8 10.9 8.6 7.7 9.2 16.3 11.9 141 11.2 7.6 5.3 5.7 7.9 9.3 7.8
382 Nonelectrical machinery 10.2 7.3 7.6 8.3 8.1 8.3 9.0 8.4 8.7 6.6 6.5 3.9 6.1 6.2 7.1 6.1
383 Electrical machinery 7.4 5.8 9.9 6.8 6.4 7.2 9.4 9.1 9.2 41 7.6 54 5.9 4.0 6.9 5.7
384 Transport equipment 17.1 115 10.7 10.5 8.8 11.7 8.8 7.8 8.3 8.4 6.8 6.5 7.0 4.1 10.2 7.2
385 Professional equipment 14.3 8.8 8.9 8.2 4.9 9.0 8.9 6.8 7.9 7.0 4.9 6.0 5.6 6.7 4.2 5.7

Part C Correlation between Annual Entry and Exit Rates

Years
Average Average Average
1977-1978 1978-1979 1979-1980 1980-1981 1981-1982 1977-1982 1982-1983 1983-1984 1984-1985 1982-1985 1985-1986 1986-1987 1987-1988 1988-1989 1989-1990 1990-1991 1985-1991
-0.3 0.5 0.6 0.5 0.4 0.5 0.4 0.5 0.6 0.5 0.7 0.3 0.0 0.5 0.3 0.7

Note: Industry exit rates are not calculated in 1982-1983 due to a change in survey coverage.



Table B.6 Contribution of the Variance of the No-Shock Productivity Measure to the Variance of TFP

Industry Materials - Nonpar./GMM Materials - Polynomials/NLLS
Average Minimum  Maximum  Average Minimum  Maximum
% % % % % %
311/2 Food/Food-miscellaneous 75 60 92 71 59 84
313 Beverages 62 49 73 18 4 74
314 Tobacco 93 56 151 99 71 123
321/2 Textiles/Apparel 56 39 65 41 28 53
323 Leather products 79 69 94 51 30 96
324 Footwear 45 28 59 26 8 40
331/2 Wood products/Furniture 45 32 53 17 11 26
341 Paper 82 56 105 63 44 82
342 Printing 29 14 a7 31 20 45
351 Industrial chemicals 79 68 94 55 27 78
352 Other chemicals 48 38 65 42 32 56
354 Petroleum derivatives 91 61 120 81 54 114
355 Rubber products 38 21 77 43 21 66
356 Plastics 57 33 74 47 34 66
361 Ceramics 46 17 82 47 22 71
362 Glass 48 16 66 32 17 54
369 Nonmetallic minerals 47 31 57 42 32 50
371 Iron and steel 79 64 96 65 44 97
372 Nonferrous metals 73 52 95 89 71 104
381 Metal products 58 49 70 36 28 62
382 Nonelectrical machinery 78 67 90 37 27 50
383 Electrical machinery 65 57 76 28 19 37
384 Transport equipment 64 53 74 31 22 58
385 Professional equipment 72 53 89 48 26 70

Notes: The variance of the TFP measure and its components (variance of the no-shock productivity, varianc
of the shock and covariance between these) are computed separately for each industry and year.
Averages, minima and maxima are calculated for each industry across years.



Table B.7 Measures of Domestic Competition across 3-digit Industries

Industry Herf. Index Herf. Index Herf. Index  Turnover Rate Turnover Rate Turnover Rate
1977 1980 1981 (%) 1977-1978 (%) 1980-1981 (%) 1981-1982
311 Food 0.007 0.008 0.008 26.1 19.2 21.8
312 Food-miscellaneous 0.027 0.025 0.027 17.3 24.9 18.7
313 Beverages 0.037 0.042 0.044 10.3 6.7 13.1
314 Tobacco 0.269 0.213 0.223 44.4 26.1 14.3
321 Textiles 0.052 0.049 0.048 26.0 20.2 25.5
322 Apparel 0.012 0.014 0.012 33.7 30.0 33.9
323 Leather products 0.072 0.072 0.075 42.5 24.0 20.8
324 Footwear 0.060 0.051 0.057 29.0 32.9 41.0
331 Wood products 0.148 0.136 0.115 23.8 22.8 29.8
332 Furniture 0.039 0.028 0.025 38.3 21.4 29.3
341 Paper 0.107 0.066 0.062 15.9 3.6 10.1
342 Printing 0.060 0.078 0.071 26.7 17.8 21.2
351 Industrial chemicals 0.053 0.063 0.061 10.9 21.9 17.6
352 Other chemicals 0.024 0.027 0.030 175 8.1 9.7
354 Petroleum derivatives 0.501 0.265 0.300 80.0 14.3 27.8
355 Rubber products 0.170 0.175 0.175 16.3 12.3 17.9
356 Plastics 0.033 0.029 0.034 24.3 195 19.4
361 Ceramics 0.142 0.147 0.158 30.2 21.4 25.0
362 Glass 0.101 0.103 0.100 16.7 16.7 19.1
369 Nonmetallic minerals 0.038 0.031 0.031 23.9 19.8 211
371 Iron and steel 0.143 0.142 0.118 24.6 30.6 21.6
372 Nonferrous metals 0.195 0.197 0.205 16.7 15.8 0.0
381 Metal products 0.021 0.011 0.014 23.4 16.1 17.6
382 Nonelectrical machinery 0.027 0.031 0.030 21.9 13.0 12.9
383 Electrical machinery 0.031 0.033 0.036 15.8 10.4 12.3
384 Transport equipment 0.140 0.126 0.120 32.0 18.3 241
385 Professional equipment 0.067 0.173 0.217 30.4 14.8 8.2
390 Other manufacturing 0.256 0.846 0.774 0.0 10.0 0.0

Notes: The Herfindahl index for an industry and year is the sum of plants' squared market shares relative to 3-digit industries' output.
The turnover rate for an industry and period is the sum of entry and exit rates into the industry.



Table B.8 Impact of Lagged Trade Policy on Productivity Differentiated by Export Status of Plant

Regressor OLS OLS OLS OLS OLS OLS
) (2) 3) 4 5) (6)
Exporter in Initial Year 0.332%** 0.315***
(0.016) (0.015)
Exporter in All Years 0.375*** 0.344***
(0.021) (0.021)
Exporter if Avg. Exp. Share >25% 0.207*** 0.163***
(0.036) (0.037)
Nominal tariff 3-digit -0.177=*  -0.172**  -0.186** -0.182***  -0.196*** -0.191***
(0.028) (0.027) (0.028) (0.027) (0.028) (0.027)
Nom.tariff3*Exporter -0.277%*  -0.26%*  -0.257**  -0.21*** 0.035 0.076
(0.035) (0.034) (0.051) (0.05) (0.08) (0.08)
Year effects Yes Yes Yes Yes Yes Yes
Industry effects 3-digit Yes Yes Yes
Industry effects 4-digit Yes Yes Yes
N. observations 45304 45304 45304 45304 45304 45304
R-squared 0.18 0.21 0.17 0.21 0.16 0.20
Regressor OLS OLS OLS OLS OLS OLS
) (8) 9) (10) (11) (12)
Exporter in Initial Year 0.284*** 0.27***
(0.016) (0.015)
Exporter in All Years 0.309*** 0.287***
(0.021) (0.02)
Exporter if Avg. Exp. Share >25% 0.225%** 0.157***
(0.038) (0.038)
Nominal tariff 3-digit -0.309**  -0.163**  -0.313*** -0.169*** -0.331*** -0.175***
(0.02) (0.026) (0.019) (0.026) (0.019) (0.026)
Nom.tariff3*Exporter -0.166***  -0.151**  -0.114*** -0.082* 0.006 0.089

(0.034)  (0.033)  (0.048)  (0.045)  (0.085)  (0.083)

Year effects Yes Yes Yes Yes Yes Yes
Industry effects 3-digit Yes Yes Yes

Industry effects 4-digit Yes Yes Yes
N. observations 42630 42630 42630 42630 42630 42630
R-squared 0.18 0.22 0.18 0.21 0.17 0.20

Notes: Productivity is obtained nonparametrically and by GMM with materials controlling for endogeneity. Ro
bust standard errors are in parentheses. *** | ** and * indicate significance at 1%, 5% and 10% levels
respectively. Years included are 1981, 1984-1989. One period lagged tariff measures are used.



Table B.9 Marginal Effects Evaluated at Mean Values (Tables 7-14 in the paper)

Table 7 OoLS OoLS oLS OoLS OoLS OoLS
@ 2 3 4 ®) (6)
Nominal tariffs 3-digit 0.178*** -0.11***  -0.1***
at mean m. shares (0.009) (0.026) (0.025)
Nominal tariffs 4-digit 0.094***  -0.23** -0, 1***
at mean m. shares (0.03) (0.017)  (0.024)
Market share 3-digit 6.24***  7.358**  B.76***  6.033*** 7.141*** 6.665***
at mean tariffs and m. shares (0.229) (0.246) (0.233) (0.24) (0.259) (0.25)
Table 8 oLS OoLS oLS OoLS OoLS OoLS OoLS OoLS
@ 2 3 4 ®) (6) ) 8
Nominal tariff 3-digit -0.258*** -0.127*** -0.086%*** -0.421%**
at mean Herf. ind./turn. rates (0.012) (0.012) (0.027) (0.017)
Nominal tariff 4-digit -0.239*** -0.177** -0.287*** -0.39***
at mean Herf. ind./turn. rates (0.011) (0.011) (0.018) (0.014)
Herfindahl Index 3-digit -0.975*** -0Q.758***
evaluated at mean tariffs (0.047)  (0.046)
Herfindahl Index 4-digit 0.088***  0.026 0.025 -0.035
at mean tariffs (0.022)  (0.025) (0.027)  (0.033)
Turnover rate 3-digit 0.907***  0.937***
at mean tariffs (0.038) (0.035)
Table 10 oLS oLS OoLS OoLS
@ @) 2 (2)
ERP 3-digit 0.002 0.003
at mean m. shares (0.014) (0.013)
Nominal tariffs 3-digit -0.183*** -0.182***
at mean m. shares (0.029) (0.028)
Market share 3-digit 9.594**x 9 722%xx 8 8H3rr* G Q5Zrr+

at mean ERP and market shares (0.331) (0.329) (0.327) (0.325)




Table B.9 (cont.)

Table 11 oLS oLS OoLS OoLS
@ 2 3 4
ERP 3-digit 0.033*** 0.109***  0.005 0.07***
at mean Herf. ind./turn. rates (0.007) (0.006) (0.014) (0.007)
Herfindahl Index 3-digit -1.997***
at mean Herf. ind./turn. rates (0.069)
Herfindahl Index 4-digit -0.213**  0.021
at mean ERP (0.026) (0.032)
Turnover rate 3-digit 0.49***
at mean ERP (0.042)
Table 13 OoLS OoLS OoLS oLS
@ 2 3 4
Import Penetration 3-digit 1.793*** 1.806***
at mean m. shares (0.072) (0.071)
Import Penetration 4-digit 0.024 0.685***
at mean m. shares (0.017)  (0.049)
Market share 3-digit 9.205***  8.466*** 9.324***  8.481***
at mean imp. pen. and m. shares (0.209) (0.207) (0.211) (0.214)
Table 14 OoLS OoLS OoLS OoLS OoLS OoLS OoLS OoLS
@ 2 3 4 ®) (6) ) 8
Import Penetration 3-digit 0.067*** 0.035*** -0.21%**
at mean Herf. ind./turn. rates (0.01) (0.01) (0.02)
Import Penetration 4-digit -0.012 1.728** -0.048*** -0.06*** -0.29%**
at mean Herf. ind./turn. rates (0.009) (0.078)  (0.001) (0.02) (0.018)
Herfindahl Index 3-digit -1.244%** .1 596***
at mean imp. Pen. (0.074) (0.051)
Herfindahl Index 4-digit -0.032* 0.022  -0.054** -0.08***
at mean imp. pen. (0.017) (0.02) (0.025) (0.03)
Turnover rate 3-digit 0.443***  0.043*
at mean imp. Pen. (0.028)  (0.026)

Notes: Standard errors are in parentheses. ***, ** and * indicate significance at 1%, 5% and 10% levels, respectively.
e.g. In Table 8, the marginal effect of tariffs is obtained as: b tariffs + b market share * avg. mkt. share.
The standard error of the marginal effect of tariffs is obtained as the square-root of: variance(b tariffs) +
variance(b market share) * (avg. mkt. share ~ 2) + 2 * covariance (b tariffs, b market share) * avg. mkt. share.



