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IN recent years economists have made increas­
ing use of policy simulation experiments with 
macroeconometric models to evaluate the 

effects of alternative economic policies on the be­
havior of the economy of an entire country. Al­
though econometricians have devoted considerable 
time and effort to the solution of a multiplicity of 
problems related to the estimation of the parame­
ters of econometric models, they have almost to­
tally ignored some relatively serious methodolog­
ical problems associated with policy simulation 
experiments with given econometric models. But 
some very real methodological problems do exist 
when one attempts to design and implement a 
simulation experiment with a large-scale, macro­
econometric model. What are some of these prob­
lems? What are the possible conseq11ences of ig­
noring these problems? What alternatives are 
available for circumventing these problems? In 
this paper we shall attempt to answer some of 
these questions. 

Definition of the Policy Problem 
Three alternative approaches have been pro­

posed by economists for using macroeconornetric 
models to evaluate the effects of alternative eco­
nomic policies on the behavior of fill economic 
system: ( 1) the Theil approach, ( 2) the Tinber­
gen approach, and ( 3) the policy simulation ap­
proach. Each approach assumes that we begin 
with a given econometric model of the economy 
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to be investigated. That is, it is assumed that the 
economy of the country in question can be de­
scribed by a set of simultaneous equations of the 
following form: 1 

P. 

(1) AXt+BY,+ L B;Y1-;+CZt+D= Ut 
i=l 

where 
X 1=an ·mxl vector of exogenous 

variables 
Y 1 = an n X 1 vector of endogenous 
. variables 

Yi-;= an nX 1 vector of lagged endog­
enous . variables when j = 1, 
... 'p 

Z 1=aqX1 vector of policy instru­
ments 

U 1 = an n X 1 vector of stochastic 
disturbance terms 

A, B, C, D=coe:fficient matrices whose pa.­
rameters have been estimated 
by standard econometric tech­
niques. 

Theil approach [15] 
Theil assumes that we know the social welfare 

function W of the policy maker and that it may 
be expressed as a function of the target ( endog­
enous) variables and the policy instruments: 

(2) Wt = Wt (Yt, Zt). 

The probiem of the policy · maker is· defined as 
one of finding the values of Yt and Zt that will 

1 Of course, the model may also be nonlinear. 
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maximize W, subject to the constraints imposed Within the Tinbergen framework the first of 
by the econometric model (1) and given values these two prnb!ems can be resolved only by ei­
of X,, Y,_1, and U,. ther increasing the number of policy instruments 

This approach suffers from one major short- or reducing the number of target variables until 
coming, namely, that in the real world we simply there is an equal number of equations and un­
do not know the parameters or even the func- knowns in the system. When there are more pol­
tional form of W I for governmental policy makers. icy instruments than equations, the policy maker 
The von Neumann-Morgenstern utility index can assign arbitrary values to q - n of the policy 
and other techniques that have been proposed by variables, and the equation system can be solved 
economists for quantifying utility simply require for the remainingn policy variables. 
too much information in order to obtain meaning- Although the problem of balancing the number 
ful results-information that is not likely to be of equations and the number of policy variables 
forthcoming from either present or future policy , .,may prove to be a serious limitation of the _Tin­
makers on the national, state, or local govern- _;1 bergen approach, there is, in my opinion, another 
mental l~vel~. A policy_ maker :,vho:e princi?al ;,.~"'.roblem w:iich is even m?re serious .. The assump­
concern 1s his own poht1cal survival 1s not gomg i _trnn that m a country hke the Umted States a 
to reveal his utility function to you or me or any f-s policy maker is willing to commit himself to a 
other economist. specific set of target values for the endogenous 

Fromm [17, 19] and Shupp [43] have pro- variables is highly questionable.2 Just as the pol­
posed several examples of hypothetical utility icy ma"'er is unlikely to provide, the economist 
functions for national policy makers. While these with enough information to glean his utility func­
exercises may be of some interest to academic tion, it is doubtful that the policy maker will re­
economists, they are not likely to do much for veal in a very precise manner the values of his 
real world policy makers. targets. A methodology based on information 

In summary, the Theil approach to the evalua- (e,g., values o{ target variables) that Is simply 
tion of economic policies with macroeconometrlc not available to the analy~t cannot be expected 
models is little more than an interesting exercise to yield results that are particularly useful to the. 
which offers only limited promise as a policy• policy maker, 
making tool. Econo!lllets would rlo well to spend 
less time trying to specify the social welfare lune" 
t!ons of policy makers and spend more time seek­
ing solutions to some of the problems of policy 
makers. 

Tinbergen approach [15] 
With the Tinbergen approach no knowledge of 

the policy maker's welfare function is assumed. 
This approach eliminates the maximization prob­
lem and instead assumes that the policy maker 
has specified a fixed target value for each of the 
endogenous variables. For given values of the ex­
ogenous, lagged endogenous, .and stochastic vari­
ables, the equations of the econometric model 
(1) are then solved simultaneously for the set of 
values of the policy variables Z 1 that is consistent 
with the targets. 

If there are fewer policy variables than tar­
gets, the number of unknowns (policy instru­
ments) in the econometric model ( 1) is smaller 
than the number of equations, and a solution is 
impossible except for special cases. On the other 
hand, if the number of policy instruments ex­
ceeds the number of targets, the number of un­
!mowns will exceed the number of equations, and 
an infinite number of solutions will be possible. 

' .·'·i if,;'.· ,: ',f 

Polley simulation approach 
There is vet a third appmach to the problem 

ol evaluatin°g the effects of alternative economic 
policies .on the behavior of the economy which 
does not assume prior knowledge of either th_e 
social welfare function or the targets of the policy 
maker. This approach is known in the literature 
as simulation. With simulation we can solve the 
set of simultaneous equations given by ( 1) for Y, 
in terms of X,, Y,_;, z,, and U, and generate 
the time path of Y, for as long a period as we de­
sire. The exogenous variables X, are read into the 
computer as data, the values of Y t-i were ~en­
erated in previous periods and are fed back mto 
the morlel in period t, the policy variables are 
specified by the analyst, and the stochastic dis­
turbances may either be suppressed or generated 
by an appropriate computer subroutine [38]. _In 
the case of a linear econometric model, the solut10n 

'Admittedly, in a country like Holland or India, wh~re 
economic planning is a generally accepted way. ~f life, 
economic planners and policy makers ma.y be_ w1l1mg to 
specify target values for the _ ~ndogenous vam1.bles. But 
can you imagine a state legislator or even a U.S. con­
gressman in this country being willing to specify a ~t 
of p<>licy targets? 1 , ' ;; -., 
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of the econometric model takes the following 
form: 

(3) 

,, 
Y, = - B-1AX, - B- 1 I: B;Y,_; 

i-1 

- B-'- 1CZ, - B-1D + B-1U, 

where B-1 is the inverse of B. Since it is possible 
to invert very large matrices on today's digital 
computers in only a few seconds, it is relatively 
easy to generate the time .paths of Y, for linear 
models through the use of computer simulation 
techniques. 

Therefore, for any given values of the policy 
instruments, we can generate the time paths of 
the endogenous variables. In other words, when 
we approach the policy~aker we ask him only 
two questions. First, «·wiiat output variables are 
of particular interesf to you?" Second, "What 
sets of policy variables appear to be politically 
feasible?" With simulation we can then show the 
policy maker the consequences of the proposed 
policies. In addition, the economist may propose 
a few policies of hls own for consideration by the 
policy maker. 'fhesc polides may he put to a slm• 
llar test. The policy maker then selects the pol• 
Ides that are most com,patible with his prefere11ce 
fUhctimi (which Is unknown. to the economist), 
The results o/ initial simulatlo11 runs may suggest 
other policy variable connguratioM lo try. 

There are two advantages of the polity simula• 
tion approach. First, it does not assume the 
availability ofinformation about the policy mak­
er's preferences that is impossible to obtain. Sec­
ond, it provides the policy maker with the type 
of information that he is most likely to require in 
order to make decisions. In summary, while the 
Theil-Tinbergen approaches may be of consider­
able interest to economists froni a purely theoret­
ical standpoint, neither of these approaches pro­
vides operational solutions to policy problems. 
Therefore, policy simulation experiments may 
represent the only methodology currently avail­
able for obtaining practical solutions to real 
world policy problems. 

We now turn our attentio11 to sf,veral method­
ological problems associated with policy simula­
tion experiments. with macroeconometric models. 

Solution of the Model 

If our econometric model is linear, the solution 
is.quite straightforward and is given by (3). Un­
fortunately, realistic econometric models are sel­
dom linear. One example of pon!inearity which 
arj~es frequently in ecaiwmetrii: moqels is ~e irne 

of price times quantity terms in the identity 
defining gross nalional product in current 
prices. The Wharton model [10, 13] contains sev­
eral other examples of nonlinearities, including: 
( 1) relative prices in the consumption functions; 
(2) logarithmic treatment of the production 
function; ( 3) nonlinearity of the wage rate and 
capacity term in some of the price formation 
equations. 

With the rediscovery by economists of the 
Gauss-Seidel method for solving systems of si­
multaneous nonlinear equations, nonlinearity no 
longer represents a serious computational prob­
lem. The paper by Evans [10] and the book by 
Klein and Evans [31] provide.complete descrip­
tions of the Gauss-Seidel method. Although the 
convergence of this algorithm is inf! uenced by 
(1) the type of normalization procedure used 
and ( 2) the ordering of the equations, practical 
experience with the algorithm indicates that con­
vergence is usually not a problem. 

In addition to the Gauss-Seidel method for 
solving non linear econometric models, Chatles 
Holt and others [25] have-developed a epeciltl 
purpose simulatlon language taller! PROGRAl\-1 
SIMULA'I'E for gene1·ating the time paths of the 
endogenous variables of linear n11d t1onll11car 
econotnetrlc models, 

For the sake of cnmpleteness, we ;;hould then, 
tlon two other computatlonul problem~ aseod• 
atcd with the generation of the time paths of the 
endogenous variables of an econometric model 
with computer simulation techniques. 

First, Goldberger [22] has shown that when 
serial correlation is present in the error terms of 
an econometric model, the pattern of equation 
residuals over prior observations contains infor­
mation that is useful in prediction. Through cer­
tain mechanical procedures that utilize informa­
tion about the serial correlation in the observed 
residuals, it is possible to adjust the constant 
terms of regression equations and improve the 
predictive efficiency of the equations. Green [ 23] 
ha5 reported on the results of using four different 
mechanical adjustment procedures in simulation 
experiments with the QBE model. 

Second, with stochastic simulations with 
econometric models we frequently assume that 
the disturbance terms in (1) have a multivariate 
normal distribution with expected value of zero 
and a given variance-covariance matrix which 
has been estimated from the observed values of 
the residuals of the model. Provided the number 
of observations avaifable to estimate the vari­
;;ince-coy!lriance matrix is not less th;m the n11m• 



266 I THOMAS H, NAYLOR 

ber of equations, the technique for generating 
random variables with a multivariate normal dis­
tribution described in [ 38] is appropriate. How­
ever, if the number of observations is Jess than 
the number of equations, this technique breaks 
down and one of the procedures proposed by Na­
gar [36] and McCarthy (14, Appendix] will be 
required. 

Validation 
The validity of an econometric model depends 

on the ability of the model to predict the behav­
ior of the actual economic system on which the 
model is based. In order to test the degree to 
which data generated by simulation experiments 
with econometric models conform to observed 
data, two alternatives are available-historical 
verification and verification by forecasting. The 
essence of these procedures is prediction, for his­
torical verification is concerned with retrospec­
tive predictions ( ex post simulations over the 
sample period) while forecasting is concerned 
with prospective predictions ( ex ante simulations 
beyond the sample period). In the paper by Nay­
lor and Finger [ 40) several criteria are suggested 
for deciding when the time paths generated by a 
simulation experiment agree sufficiently with the 
observed time paths so that agreement cannot be 
attr[buted merely to chance. Several specific 
measures and techniques are suggested for test­
ing the "goodness-of-fit" of simulation resuits, 
i.e., the degree of conformity of simulated series 
to observed data. 

Two recent studies by Cooper [ 5) and Stekler 
[44, 45] b:we attempted to evaluate the predic­
tive behavior of several of the large-scale quar­
terly econometric models of the economy of the 
United States. Cooper uses the mean-squared 
error as a goodness-of-fit criterion and Stekler uses 
the Theil inequality coefficient. Cooper con­
cluded: 

First, no single quarterly econometric model 
currently available is overwhelming superior to 
all other quarterly models in predicting the com­
ponents of the national income and product 
accounts. Second, the econometric models are 
not, in general, superior to purely mechanical 
methods of forecasting. However, there are 
modules of the econometric models which are 
definitely superior to purely mechanical models. 
Third, the econometric models are, in general, 
structurally unstable [5, p. 151]. 

Steider [ 45, p. 463) concluded that "the results 
suggest that econometric models have not been 
entirely successful in forecasting economic activ­
ity." Cooper's study examined the predictive per-

fonnance of seven different models whHe Stekler 
considered only six models. Both studies included 
earlier versions of the OBE [ 33] and Wharton 
[ 13] models, but neither study treated the Brook­
ings model [8) or the FRB-MIT-PENN model 
[4]. 

Experimental Design 
In a computer simulation experiment, as in 

any experiment, careful thought should be given 
to the problem of experimental design. Among 
the important considerations in the design of 
computer simulation experiments are: (1) factor 
selection, ( 2) randomization, ( 3) number of rep­
lications, ( 4) length of simulation runs, and ( 5) 
multiple responses. 

Factor selection 
In the language of experimental design, the 

policy· variables in our model are usually called 
factors and the endogenous variables are known 
as response variables. A full factorial design in­
volves selecting several values or levels for each 
of the factors (policy variables) in the experi­
ment. By assigning to each factor one of its lev­
els, we generate a design point. If all the design 
points obtainable in this way are used, we have a 
full factorial design. The total number of design 
points in the full factorial design is the product 
of the number of levels for each factor. It is clear 
that a full factorial design can require an unman­
ageably large number of design points if more 
than a very few factors are to be investigated. If 
we require a complete investigation of-all the fac­
tors in the experiment, including main effects and 
interactions of alI orders, there is no solution to 
the problem of "too many factors." If, however, 
we are willing to settle for a less than complete 
investigation, perhaps including main effects and 
two-factor interactions, there are designs which 
will accomplish our purpose that require fewer 
design paints than the full factorial. Fractional 
factorial designs, including Latin square and 
Greco-Latin square designs, are examples of de- ' 
signs that require only a fraction of the design 
points required by the full factorial design. The 
papers by Hunter and Naylor [ 37) and Naylor, 
Burdick, and Sasser [ 39] describe various eJ.1)eri­
mental designs which may be useful with policy 
simulation experiments with macroeconometric 
models. 

Randomization 
There are at least three reasons why one might 

want to include stochastic disturbance terms in 
simulation experiments with nonlinear macro-
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econometric models. First, a~ Phil Howrey has 
pointed out in an unpublished paper entitled 
"Dynamic Properties of Stochastic Linear 
Econometric Models," if the long-term properties 
of an econometric model are to be investigated, 

... it may not be reasonable to disregard the 
impact of the disturbance terms on the time 
paths of the endogenous variables. Neither the · 
characteristic roots nor the dynamic multipliers 
provide information about the magnitude or 
correlation properties of deviations from the · 
expected value of the time path. 

Second, Howrey and Kelejian [27) have dem­
onstrated that "the application of nonstochas­
tic simulation procedures to econometric models 
that contain nonlinearities in the endogenous 
variables yields results that are not consistent 
with the properties of the reduced form of the 
model." Third, by ;ucluding stochastic error 
terms, one can replicate the simulation experi­
ment and make statistical inferences and test hy­
potheses about the behavior of the system being 
simulated, based on the output data generated by 
the simulation experiment. 

Number of replications 
If one is to make inferences about the effects 

of alternative economic policies on the behavior 
of an economic system based on a computer sim­
ulation experiment, the question of sample size or 
the number of replications of the experiment 
should be considered. It is welI known that the 
optimal sample size (number of replications) de­
pends on the answers one gives to the following 
questions: ( 1) How large a shift in population 
parameters do you wish to detect? ( 2) How 
much variability is present in the population? 
(3) What size risks are you willing to take? 

Unfortunately, econometricians have tended to 
ignore the question of optimal sample size and to 
select some arbitrary number of replications for 
stochastic simulations with econometric models. 
N agar [ 3 6], for example, used twenty replica­
tions with his stochastic simulations with the 
Brookings model. In mare recent simulations 
with the Brookings [18), OBE [23), and Whar­
ton [ 14) models, fifty replications were used. In 
none of these cases was any rationale provided 
for the arbitrary sample size. 

The paper by Gilman [ 21) describes several 
rules for determining the number of replications 
of a simulation experiment when the observations 
are independent. ( Observations obtained by rep­
licating a simulation experiment will be indepen­
dent, provided one uses a random number gener­
ator that yields independent random numbers.) 

Length of simulations runs 

Another consideration in the design of simula­
tion experiments is the length of a given simula­
tion run. This problem is more complicated than 
the question of the number of replications be­
cause the observations generated by a given sim­
ulation rule will typically be autocorrelated, and 
the application oi "stopping rules" ba,ed on clas­
sical statistical techniques may underestimate the 
variance substantially and lead to incorrect infer­
ences about the behavior of the system being 
simulated. 

In the large majority of current simulations, the 
required sample record length is guessed at by 
·using some rule such as ''Stop sampling when 
the parameter to be estimated does not change 
in the second decimal place when 1000 more 
samples are taken." The analyst must realize 
that makeshift rules such as this are very dan­
gerous, since he may be dealing with a parameter 
whose sample values converge to a steady state 
solution very slowly. Indeed, his estimate may 
be several hundred percent in error. Therefore, 
it is necessary that adequate stopping rules be 
used in all simulations [21, p. !] . 

To the best of my knowledge, econometricians 
have not even acknowledged that the length of 
the simulation run might be a relevant consider­
ation in the design of a policy simulation experi­
ment. Gilman [ 21] has described several 
"stopping rules" for determining the length of 
simulation runs with autocorrelated output data, 
Ling [ 3 7) has also treated this problem. 

Multiple responses 

The multiple response problem arises when we 
wish to observe and evaluate many different re­
sponse variables in a given simulation experi­
ment. We previously alluded to this problem in 
our discussion of the Theil-Tinbergen approaches 
to the theory of quantitative economic policy, 
The nrnltiplc response problem is particularly 
acute with the Brookings, OBE, and Wharton 
models, each of which has over fifty response 
variables. A question arises as to how one goes 
about validating multiple response simulation ex­
periments and how one evaluates the results of 
the use of alternative policies in the case of pol­
icy simulation experiments. To solve the multiple 
response problem, the analyst must devise some 
technique for assigning weights to the different 
response variables before applying specific statis­
tical tests. Fromm [ 17, 19) has proposed the use 
of utility theory to evaluate the results of policy 
simulation experiments with the Brookings 
model. The approach taken by most econometri-
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cians to the multiple response problem is to pre­
sent the results of their experiments and let the 
policy maker assign his own weights to the 
different response variables. Given the practical 
and theoretical problems involved in assigning 
weights ·or utilities to different response vari­
ables, this approach . is likely to prevail in the 
near future. 

Data Analysis 
In a well designed simulation experiment, con­

sideration must be given to methods of analyzing 
data generated by the experiment. Most of the 
classical . experimental design techniques de­
scribed in the literature are used in the expecta­
tion that the data will be analyzed by one or 
both of the following-regression analysis and 
analysis of variance. Regression analysis is a col­
lection of techniques for data analysis which uti­
lizes the numerical properties of the levels of 
quantitative factors. The. analysis of variance is a 
collection of techniques for data analysis that are 
appropriate when qualitative factors are present, . 
although quantitative factors are not excluded. 

The papers by Burdick, Hunter, and Naylor in 
[ 3 7] describe the use of response surface designs 
and regression analysis with computer simulation 
experiments with econometric models. 

Several special cases of the analysis of vari­
ance have been applied to the analysis of data 
generated by simulation experiments with macro­
econometric models. These techniques include 
the· F-test, multiple comparisons, multiple rank­
ing procedures, and. spectral analysis. Although 
the F-test and multiple comparisons are well 
known to most economists, economists have made 
only limited use of multiple ranking procedures 
[28]. 

Frequently, the objective of a computer sim~­
lation experiment with an econometric model 1s 
to find the "best," "second best,'.' "third best," 
etc. policy. Although multiple comparison meth­
ods of estimating the sizes of differences between 
policies (as· measured by population means) 
are often used as a way of attempting, ind.i­
rectly, to achieve goals of this type, . multiple 
ranking methods represent a more direct ap• 
proach to the solution of the ranklrig r,roblem. ~ 
goad estimate of the rank of a set of econmmc 
policies Is simply the ranking of the sample means 
associated with the given policies. Because of 
random error, however, sample rankings may 
yield incorrect results. With what probability can· 
we say that a ranking of sample means represents 
the true ranking of populatlo1rmeans? It is bllfli, 
.... ! . . ' !· • 

cally this question that multiple ranking proce­
dures attempt to answer. 

The F-test, multiple comparisons, and multiple 
ranking procedures have. been used by Naylor, 
Wertz, and Wonnacott [41] to evaluate the 
effects of alternative monetary and fiscal policies · 
on the variance of national income with a simula• 
tion experiment with a macroeconometric model. 

Another technique that has proved to be useful 
in analyzing data generated by computer simula• 
tion experiments with econometric models is 
spectral analysis. Spectral analysis was developed 
specifically to analyze time series data that are 
autocorrelated. For the purpose of describing the 
behavior of a stochastic variate ( e.g., GNP) over 
time, the information content of spectral analysis 
is greater than that of sample means and vari­
ances. Wi:h spectral analysis it is relatively easy 
to construct confidence bands and to test hy-· 
potheses for the ·purpose of comparing the simu­
lated results of the use of two or more alternative 
economic policies. Frequently, it is impossible to 
detect differences in time series generated by sim-, 
ulation experiments when one restricts himself to 
simple graphical· analysis. Spectral analysis pro­
vides a means of objectively comparing time se­
ries generated with a computer model. Spectral 
analysis can also be used as a technique for vali­
dating an econometric model of an economic sys­
tem. By comparing the estimated spectra of sim­
ulated data and corresponding real world data, 
one can infer how well the model resembles the 
system it was designed to emulate. 

Naylor, Wertz, and Wonnacott [ 42] have used 
spectral analysis ta analyze data generated by a 
simulation experiment with an econometric 
model. Spectral analysis was employed to com­
pare the effects of alternative economic policies 
on national income generated by the simulation 
experiment. 

Some Unresolved Problems 
We shall conclude this paper by summarizing a 

number of methodological problems associated 
with policy simulation experiments with macro­
economic models for which solutions do not pres• 
ently exist. 

Simulation versus analytical solutions 
Explicit analytical solutions for the reduced 

form of simultaneous, nonlinear, stochastic dif­
ference· equations are frequently difficult, if not 
impossible, to obtain. For this reason economists 
have found it necessary to resort to numerical 
techniques or comp~ter. siµlulati?n exP,erime11~ 
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to validate these models and to investigate their 
dynamic properties. Howrey and Kelejian [27] 
have recently raised some very interesting qiles· 
tions concerning the use cif computer simulation 
techniques with econometric models. In general, 
they have suggested that the role of computer 
simulation as a tool of analysis of econometric 
models should be reconsidered. They have argued 
"that once a linear econometric model has been 
estimated and tested in terms of the known dis­
tribution theory concerning parameter estimates, 
simulation experiments . . . yield no additional 
information about the validity of the model." In 
addition, they have pointed out that "although 
some of the dynamic properties of linear models 

· can be inferred from simulation results, an ana­
lytical technique ( spectral analysis) based on the· 
model itself is available for this purpose" [27]. 
.Since any nonlinear econometric model can be 
approximated by a linear model through the use 
of an appropriate Taylor series expansion, the ar­
guments of Howrey and Kelejian can also be ex­
tended to include nonlinear econometric models. 
T.he questions they raise are important ones and 
merit further theoretical and empirical consider• 
ation. ln general, the whole question of when to 
use simulation rather than standard mathemati­
cal techniques is a question that needs further in­
vestigation, not only with econometric models 
but with economic models of all types. 

Perverse simulation results 
Econometric models that have been estimated 

properly and are based on sound economic 
theory may yield nonsensical simulation results. 
That is, the simulations may "explode" and in­
herently positive variables may turn negative, 
leading to results that are in complete conflict 
with reality. We must learn more about the 
matheinatical · properties of our models, with the 
hope of devising techniques that ,vill enable us to 
spot these problems with our models analytically 
before running simulations with them. Far exam­
ple, Howrey and Kelejian [27] have shown that 
the application of simiilation techniques to non• 
stochastic econometric models that contain non• 
linearities in the endogenous variables "yields re• 
suits that are not consistent with the properties 
of the reduced form of the m'odeJ.I' What other 
information can be gleaned from the structure of 
econometric models prior to conducting simula-
tion experiments? · 

There appears to be a definite need to. combine 
the approaches of the econometrician and th<, 
systems imaly~t In fprmulf\tlnf models of COlll· f·· ' . :~. :· : \ . ': t .,. _. ' : 

plex economic systems. To the syotems analyst, an 
economic model consists of a set of mathematical 
inequalities which reflect the various conditional 
statements, logical branchings, and complex 
feedback mechanisms that depict the economy 
as •a dynamic, self-regulating system. Although 
economists · have made considerable progress 
in building econometric models and develop­
ing techniques to estimate their parameters, little 
or no· attention has been given to alternative 
model structures such as those used by systems 
analysts. The possibility of developing models of 
the economy as a whole that consist of structures 
other than simultaneous difference equations 
needs ta be explored more fully. Special attention 
should be given to the types of logical models de­
veloped by systems analysts. To use systems 
analysis to build macroeconomic models that ac­
curately reflect the underlying decision processes 
of the total economy, it may be necessary to 
draw heavily on other disciplines, including so­
ciology, psychology, and political science. 

Inadequate estimation techniques 
Although the static properties of simultaneous 

equation estiinators such as OLS, ZSLS, LISE, 
FIML, and 3SLS are well known, we have no as­
surance whatsoever from econometric theory that 
a model whose parameters have been estimated 
by one of these methods will yield valid, dy-

. namic, closed-loop . simulations. That is, it is 
quite possible for a model that has been esti­
mated by one of the aforementioned techniques 
ta yield simulations which in no sense resemble 
the behavior of the· system that they were de­
signed to emulate. What is needed is a new esti• 
mation technique which uses as its criterion of 
goodness-of-fit, "Haw well does (1e model simu­
late?" rather than "How well doe:, the ~tatic 

· model lit the historical data based on one-period 
predictions?" The question of whether poor sim­
ulation results with econometric models are due 
to improper methods of estimation or a mis• 
specified model is one that calls for further re­
search. 

Unstable coefficients 
The simulation experiments of the Adelmans 

( 1, 2] and others have demonstrated the effects of 
including additive stochastic error terms in 
econometric models. Howrey and Kelejian [27] 
have also treated this question from a theoretical 
standpoint. What has not been considered is t.he 
question of what happens. if we treat the 
coeffi~ienti of !ill econometric mo~el as rando!ll 
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var.iables in simulation experiments. Yet we know 
very well that these coefficients arc indeed ran­
dom variables and that they are not likely to re­
main constant over long periods of time. Prelimi­
nary experiments with this problem indicate that 
by shocking the coefficients of the Klein-Goldber­
ger model [ 32] we encounter two different prob­
lems. First, we encounter serious difficulty iii. 

solving the model. Second, the results are quite 
different from the deterministic simulations as 
well as the simulations with additive shocks. Fi­
nally, the structure of the model may in reality 
evolve over time, and the assumption of constant 
coefficients, independent of time, may require re­
view. 
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