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'!he methodology of cp!ratioos researc:h is not easily delineated 

and no atterpt wili be made here to do so. Nevertheless, it would 

seem that operatioos researdl is essentially application of the scien­

tific method to operaticnal prd:>lems, and the discipline as we cbserve 

it today has evolved fran the many diverse applications.which have been 

made since World War II in govenunent, industi:y, and the military. 

'Ihese applications, and the researdl in mathematics stimulated by them, 

have given rise to a body of knc:Mledge overlapping many disciplines, 

but still identifiable as a field of its own which we call operations 

'!he bulk of this knowledge is of a mathematical nature, or at 

, least highly refined logic, and is closely akin to econani.cs as well 

as several other disciplines. OUr ca1oem is its relation to farm 

manageroont·research, and I am very cptimistic about its p:,tential 

application in this field. _HCMever, the full potential of operations · 

research in fann management (and other fields of agricultural eccnanics) 

*Paper delivei:ed at the sumner meetings of the Anerican Fatm Ecaianics 

Association, August 1965. 
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will not be adli.eved unless · it is :realized that operatians researdl 

provides 100:ce than a bag full of tricks or tedmiques. ..·'flle tedmiques 

a:ce mly a means to facilitate applicatim of the scientific method to 

operaticnal prcblEms. . 

No p:cetense is made that the·group of tedmiques caisidered here 

is oarprehensive~ '!he ooes chosen for discussim a:ce the most pranising 

in the q,inicn and limited krl<:Mledge of the speaker. The basic techniques 

of operaticns research a:ce modem mathematics of optimizatim which a:ce 

primarily linear, ncnlinear, and dynamic progx:armdng. Many . of the 

camaily cited categories of operaticns research such as inventoxy 

ocntrol, queuing m::>dels, and :ceplaoement :cely heavily en dynamic pro­

gramning applied to stochastic processes. 
. ' . 

'lhe tenn mathematical pmgramning is used to encarpass linear 

pmgramning with which you are· all familiar, and its straightfo:r::wai:d 

extensim to ncnlinear d:>jective and CU'lStraint functicns. Such pro­

gramning can include optimi.zaticn over time, but the tenn dynamic 

progranmin9 is reserved for a special method quite diffe:cent than 

traditicnal p:cogramning. 

Several · applications of mathematical and dynamic programning are 

outlined for prcblems · in .. farm managenent :research. It is anticipated 

that these applicatians will illustrate.sane of the. leverage that 

operaticns research methodology has in cq,ing with canplex questians 

in ~arm management. Little attentiai is given to feasibility: of es~ting 

paraneters in the IIVJdels discussed, but hopefully, the suggested appli­

caticns a:ce not un:cealistic in this :cespect. Only nolels for which 

efficient cmputatiaial algorithms a:ce available are caisidered, but·· 

efficiency is .:relative and sane algorithms are m:ce routine than others. 
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Mathematical Programning Applications 

'lhe ingenuity that has been sham in applications of linear programning 

to varied and oatplex fa?l11 managene1t models is noteworthy. Use of 

linear programning as a substitute for budgeting of fa?l11 enterprises 

is a.boost a standaxd nethcx:1 of the profession, and few would displte its 

usefulness. A natural extension was its application to allocation of 

resources over time in the fraroowork ca111only called dynamic linear 

programning. 1 It is surprising that there have been so few applications 

of linear progranming to tetrporal resource allocation, but £rem rey 

d:>servations, there is a renewed interest in it. 

Dynamic linear programning would seem to be an appropriate model 

for analyzing the inportant factors affecting growth of the fi:nn. Few 

eirpirical answers . have been provided to the question of what limits 

fann size. Is it increasing risk, capital rationing, manageneit 

limitations, i.nperfections in the land market, or what? Imaginative 

inJ>lenentaticn of dynamic linear programning could help answer this 

question. 

For exarrple, initial capi ta1 constraints and equity requirenents 

en financing oould be utilized in such a model to leam sanething of 

the effects of capital raticning. A land purchase activity made a~sible 

cnly at widespread points in tine would yield an imputed value to land 

which is available at discootinuous points in the £inn's existence. 

1L. D. Loftsgan:1 and E. o. Heady, "Application of Dynamic Programning 

Models for Optimal Fann and Hane Plans," J. Fann Econ. , Vol. 41, pp. 

51-62 (1959). 
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. 'Ibis latter device might shed sane light on the forces behind land 

prioes ·currently being d:>served, particularly if parametric progranming 

,were applied to both· land and capital ccnstraints. 

Sane aspects of finn grc:wt:h that might want to be examined are 

likely to lead to nonlinear :relationship;. If · one were to postulate 

managem:mt as an inportant force in limiting fi:crn size, a nonlinear 

cbjective function would result. ·'lhe decreasing returns associated 

with managenent would prd:>ably hold for each activity taken separately, 

and with respect to groups of activities or all activities as an aggregate. 

Ckle of the simplest nonlinear cbjective functions, but yet.quite versatile, 

is a general quadratic relation in the activiti~s. Several efficient 

quadratic p:rogramning algorithms are available, 2 , 3 but the nunber of 

tine periods in the mxlel would have to be kept fairly small. Empirical 

neasures of the diminishing returns associated with management would 

surely be difficult to cbtain, but so are many other empirical estimates. 

It is surprising that the early work of F:re1.md, whidl brought risk 

into farm management activicy analysis, has not been used to more advantage. 4 

2Philip Wolfe, "'!he Simplex Methcxl of Quadratic Programning," 

Econanetrica, Vol. 27, pp. 382-398 (1959). 

3George B. Darttzig, Linear Programning and ExtensialS, Princeton 

Univ. Press, 1963, pp. 490-498. 

4R. J. Fre1.md, "'!be Introduction of Risk into a Prograrrming Mcx:1el," 

-Ecalanetrica, Vol. 24, pp. 253-263 (1956). For an alternative utillty 

functim specification whidl gives the same roodel see D. E. Farrar, 

_'!he Inves'bnent Decision Under Uncertainty, Prentice-Hall, 1962, pp. 19-22. 
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ltlen loadng at our fann inarulgement research, we find arl>itrary CCl'lStraints 
. . . . . 

inposed en high risk CrqJS within a standard linear progranming model, 

instead of a utility maximizaticn nqlel that incorporates risk. sane 

errpirical teseardl on themagnitu:le of this risk aversion factor would 

be very welcxne: btit without it progranming models patterned after 

Fteund's using risk aversion factors which produce reasonable results · 

would seem superior to amitrary constraints on various high·expected 

tetum activities. 

A similar cenclusionoould be reached in regard to estimating 

supply response with linear progranming where arl>itrar.y oonstraints 

are·imp:,sed en the adjustment process in on:Jer to get reasonable 

results. Introduction of risk into the progranming analysis might 

alleviate the need. for adjustment ccnstraints. 

'!he risk model of Freund does not appear.readily adaptable to 

resource allocaticn over. time, but it could be used in cmjunction 

with dynamic progranming by delineating efficient oc:nbinations of 

activities. The role of risk as a deterent to finn gra,,th is .discussed 

later under sequential decision models. 

let us nCM take a look at hCM incare tax cc:nsiderations might be 

incorporated into a multiperiod progranming model. We knew that incane 

taxes have an important influence en investment decisions of the finn 

through the differential in capital gains canpared to iricane taxes,· 

particularly since the incane tax is progressive and the tax en capital 

gains . is a fixed prqx,rtion~ Prd:>ably all. of us have enCX>Untered 

situations where terrporal allocaticn of resources are affected quite 

directly by these taxes, but· I •have not s~ a sttxly where their 

effects wete analyzed in nudl detail. 
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A nmlinear analogue of dynamic linear progr~g can be used to 

analyze these tax aspects of fann investments and gn:Mth. Incane · 

producing activities are routed into the capital constraint, and in the 

d>jective ftmction theyenterncnlinearly in a tax payment relation. 

Special activities are created to transfer capital into incane or fran 

cne tine period to another and to make investments of longer life than 

cne tine period. These special activities enter the ci>jective ftmction 

nmlinearly. All the constraints can be kept linear except possibly 

ooe for each tine period which would prevent deficit financing of tax 

payments on taxable :EX>rtions of investments and provide a precise tax 

free anount for family living. 

Carputer hard-lare and applied mathematics have advanced to a state 

where noolinear p:rogranming is operationally feasible, and it is primarily · 

a questim of whether the required resources for its application to a 

particular analysis are warranted. A pranising algorithm for general 

application is the sequential method of Fiacco and McConnick. 5 'lbeir 

method is general in the sense that nonlinearities can occur in both 

the d>jective ftmction ·and the CD1Straint set. Another noolinear 

p:rogramning algorithm, ·which· utilizes the simplex method of linear 

prograrrming and is cq:pareJltly perfonning satisfactorily cxrnputationally, 

is that of Hartley and Hocking.6 In cases where all the restrictions 

SA. v. Fiacco and G. P. McConnick, "The Sequential uncaistrained 

Minimizatioo ·Technique for Noolinear P:rogramning, A Primal-Dual Method," 

Management Science, Vol. 10, pp. 360-366, also pp. 601-617 (1964). 

6H. O. Hartley and R •. R. Hocking, "Ccnvex Prograrmrl.ng by Tangential 

App:roximatim, 11 ~- Sc., Vol. 9, pp. 600--612 (1963) .• 
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are linear, the d:>jective function can often be approximated as quadratic 

and a quadratic programning routine applied to d:>tain·an·approximate 

solution. 

Another segment of mathematical prograrrrning that sha,,s pranise 

in fann .management research is integer or discrete progranming. Quite 

often an activity has a realistic interpretation only at integer values. 

For exarrple, machinei:y purchase activities in fann managenent applications 

of linear progranmi.ng should be restricted to integer levels because a 

fraction of a machine is an inp:>ssibility. Also, labor and land must 

be purchased in discrete quantities in carrnonly postulated conditions 

under whim the fann finn operates. '!'here are undoubtedly many additional 

situations where activities would ideally be restricted to integer levels. 

Eccnanies of scale studies are particularly .in need of implerrentation 

of integer restrictions an part of the activities sinoe many scale 

econanies are a .direct result of these integer restrictions in the real 

world. 

The nest pranising algorithms ,for integer, and mixed integer and 

ccntinuous, programning models are those pioneered by Gaoory. For these 

methods and references to the original papers , you are referred to 

Dantzig7 or Hadley. 8 Conputational results fran .these algorithms have 

not been as good as might be expected. Although ccnvergenoe is insured 

7oantzig, 9:. cit. , en. 26. 

8G. Hadley, Nonlinear and Dynamic Programting, Addison-Wesley, 

1964, en. a 
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for a finite m.1Tber of iterations , the nmber has been vecy large in 

several applications of rather nodest dimension. 9 Nevertheless, progress 
, , , 

in this area has been vecy significant and we can expect improvements 

to be forthcx::rning. 

In farm management applications, nonlinear progranming is scmetimes 

an alternative to :restriction of activities to integers. A tractor 

purchase activity can be_designed so that a dtoioe of various size 

tractors is pennitted with nonlinearities in the objective :ftmction. 

vlle:re tractor services are used in the :resource constraint vector, 

:relaxation of the constraint by a tractor purchase activity would take 

place at decreasing costs per service unit up to the largest practical 

tractor size. 'l'hi.s nonlinear cost :relationship could be used with the 

activity constrained to less than or equal to unity, where. the unit 

designates the largest tractor permitted. Thus a fractional level of the 

activity would approximate a tractor sane size less than maximum. The 

sane approach could be used an labor or land since presumably either 

labor or land could be purdlased in arbitrarily small amounts if the 

price · paid ~ high enough. 

Within our C7t'll1 profession there is the recent contribution of 

Maruyama and Fuller to the area·of mixed integer progranming. 10· It 

. 9Ibid. , p. 252. 

lOy. Maruyama and E. I. Fuller, "Alternative Solution Procedures 

for Mixed Integer Progranming Proolems," ~- Fann ~- , Vol. 46, pp. 

1213-1218 (1964) • 
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is too early to evaluate their method as a general algorithm, but it 

apparently has an advantage for situations where roost of the activities 

are cx:ntinuous and there are only a feM activities.restricted either to 

zero or mri.ty. 

Dynamic Pr<?gramning Applications 

Dynamic progranming could be briefly described as backward mathematical 

inductim applied to sequential decision proolems. ·Rather than try to 

explain the method, the type of proolem where it is feasibly applied is 

described, as. well as the fonn of decisicn rules evolving tmder its 

use. 11 Although dynamic programning finds its largest use in decision 

processes through time, it can also be fruitfully applied to prd:>lems 

whe:ce the sequential nature of the process is artificially created to 

exploit the method. 

Sare tenninology is introduced as it would be applied to a sequential 

decision process taking place · in time. A stage of the process is associated 

with an interval of time, and although not necessary, the time interval 

is assurted OC11Stant fran stage to stage. '!he state of the process is 

defined for each stage (time intei:val), and the state describes the 

decision process in sane meaningful way at a particular stage. 

An exarrple will clarify these two tenns. Suppose a dl.'yland wheat 

farner makes a decision each year en whether to leave a tract of land 

fall<M. or to plant it ·to wheat 01 the basis of .soil rooisture at wheat 

planting time. '!be stage of the process is denoted by a year within 

llA good r.eference is R. E. Bellman and S. E. Dreyfus, Applied 

Dynamic ~armti.n<J:, Princeton Univ. Press, 1962. 
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the fanner's planning horizon and the point in t:i.Ioo within that year 

which is significant is wheat planting time. '!he state of the process 

at a given stage is level of soil roc>isture. 

The state must describe the condition of the process in sudl a 

way that decisions are facilitated. In this exatple, the fanner seeks 

a cx:nditional decision rule whidl says to plant wheat if roc>isture exceeds 

sare point and fallow if it falls bela,,r that level; and he wants the 

rule optimal by sare criterion sudl as long nm average net returns or 

expected present value of net returns. 

'!here are then three inp:)rtant factors in a sequential decision 

prd::>lem: (1) stages, (2) states, and (3) a ccnditional decision rule. 

In general, ·the d.ecisicn rule is dependent oo both the state and stage 

of the process. 

It is convenient to introduce the notion of state and decision 

variables o State variables are those detennining the state of the process 

sudl as soil roc>isture for wheat-fallow decisions. Decision variables 

are those subject to direct control at each stage of the process. In 

the wheat-fallow exartJ>le, land utilization is the decision variable and 

it assunes only bro values-one each for wheat planting and falla-1. 

A -very desirable property of dynamic progranming nmels is that 

stochastic elenents in a prd:>lem are still manageable, and the conceptual 

frarrewo:ck is hardly changed when using an expected value criterion. 

Most stochastic dynamic programning roc>dels can be viewed as dloosing 

a Mal:kov process which maximizes expected present value of profits 

(or minimization of costs). Usually the stochastic part of the process 

arises fran a decision in me stage specifying only the prd::>ability 
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distribution of the state in the folloong stage. In the wheat-fallow 

exanple, soil rooisture next year, for a given level this year, is a 

randan variable under a choice of either falla-r or wheat. 

~ Rotations 

'l'he exanple of wheat-fallow decisions was a ve:ry sircple crop rotation 

IOOdel which has been explained in detail elsewhere. 12 It is easily 

generalized to choosing amc:ng several crops under·dryland fanning. 

'!be choice might be fran anD1'l<J grain sorghum, com, wheat and falla,,. 

With both spring and fall planted crops, the year nrust canprise two 

stages. Even better decisions could be made if significant dependence 

exists between successive periods of rainfall. Such dependence would 

provide infonnation in addition to soil iroisture for choosing a crop. 

Under intensive farming, crop rotations are samtimes required to 

effect disease or soil pest control.s. Nematode infestation in soils 

producing sugar beets is an example. '!he nematode population density 

would be a likely choice of state variable in a dynamic programning 

model to determine whether to plant beets or an al temati ve crop whidl 

would help reduce the infestation in subsequent years. Presumably a 

critical level of infestatiai exists where sugar beets are optimal if 

the infestation is below that level and the alternate crop is optimal 

for greater infestation levels in spite of its lt:Mer irrmediate profits. 

120. R. Burt and J. R. Allisai, "Fann Management Decisions with 

Dynamic Programning," J. Fann Ecm., Vol. 45, pp. 121-136 (1963). 
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Nematode po:pulaticn changes are undoubtedly subject t9 randan variation 

whidl would require a stochastic rood.el. 

Selection of ~ Enterprises Under Risk 

It was mentioned earlier that risk might want to be examined as 

a limitation to expansion pf the finn; or at least, its role in influencing 

grCMth of the fann finn is of interest. A stodlastic dynamic programning 

fonrulation is given for application to this type of question. Implicit 

in the roodel is the assumption of capital limitations, either direct 

or indirect through restrictions on the equity-debt ratio. 

let the stage of the process be a year and the state is primarily 

detennined by the finn' s liquidation value. It is ass'llited that the 

finn has considerable latitude in selecting a mixture of enterprises 

where the various mixtures yield profits which are randan variables. 

'Ihe finn would like high expected profits with lCM variance, but the 

econanics are such th.at these two criteria are inversely related for 

the various enterprise canbinations. 

High variability of profits causes difficulty because several bad 

years in succession could lead to bankruptcy. A zero or smaller liq­

uidation value is defined as bankruptcy where the finn ceases to exist. 

let our criterion be maximization of an expected utility function, with 

liquidation value at the end of a finite planning horizon its ~t. 

An optimal decision rule is sought which specifies the canbination 

of enterprises as a function of finn liquidation value and the vear 

within the planning horizon. In early years with few assets, one would 

expect ccru;iderable conservatism, while a large liquidation value would 
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be expected to encourage taking high risks for the chance of large 

gains. 'lhl.s type of nodel would be particularly interesting to apply 

in regions where high risk enterprises such as truck crops or cattle 

feeding are a likely choice. 

Psplacement Decisions 

'Ihere have been a few applications of dynamic programning to 

replacerrent of assets, but in our profession they have been stochastic 

only in a very limited manner. 13 ,14 Potential application is great 

in this area, particularly when integrated with broader prd:>lems. One 

such prcblem is culling of beef CCM herds (essentially a replacement 

decisicn) in conjtmction with optimal stocking of dry land pastures 

tmder climatic tmcertainties. If we want to becaoo even more arrbitious, 

we could bring seasonal and cyclical .cattle price variations into the 

picture. 'Ihis overall cattle inventory and culling. question could be 

posed in a dynamic programning frarrework, but a good deal of ingenuity 

would be required to obtain numerical results fran an application. 

Sare other exanples, not quite so ambitious, are fann machinery 

replacement, dairy CCMculling, timing of pasture rejuvenation, and 

13A. N. Halter and W. C. White, "A Psplacement Decision Process 

(An Application to a Caged Layer Enterprise) , " Ky. Exp. Sta. Bul. 677. 

(March 1962) • 

14K. B. Jenkins and A. N. Halter, "A Multi-stage Stochastic Replacanent 

Decision Mcx]el (Application to Replacement of Dairy CONS) , " Oregon 

Exp. Sta. Tech. Bul. 67 (April 1963). 
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forest . mtaticns •· To give c;lll idea of the potential sqru.stiecition 

adlievable in :replacement decisions, let us_ take _a lode _at aut:(Jtd:>ile 

replacsrent with which we are all familiar. 
. . 

sane people will . tell you that it is not the age but the mileage 

that counts, and the medlanically infoJ:Ired will ~11 you that it is" the 

entire nee.ham.cal oonditicn_of·the car which ·is inportant for replacerent 

decisions~ Assuming all of these cbse:rvations · have· sare nerit, they 

must be reflected in an optimal decisiai rule. · '!bus, a condi tianal 

declsiai rule is sought whidl tells us whether to :replace or·. not as a 

. functim of age, mileage, and nechanical condition •. These are state 

variables in a dynamic programning context, and with _sare refinements, . 

a IOOdel of this sort could be applied to autard>ile replacement. For 

a much sinpler applicatiai to autancbile repl.aO:!!l'lelt see HCMard15 which 

is also a good general reference for stochastic dynamic programning. 

other q;>erations Research Techniques 

Simulaticn is gaining pq,ularity in agricultural econan:i.cs, but its 

use thus far is difficult to evaluate. Apparently .it is. looked upon 

ioore as a nethod for gaining general understanding of ~lex decision 

pxooesses than as an q,timi.zaticn model. ·'!his current enpiasis should 

not distract us fran the possibilities simulaticn has as an optimization 

model. Simulatiai can be used to generate cbse:rvations . ai · canplex 

pienooena_ ~ as a _traditicnal experiment is.• used. Likewise, a criterion 

15Rcnald Howaro, 1?:{na!nic Programing and Mark~ PrOcesses, Technology 

Pxess and Wiley, 1960, pp. 54-59. 
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:functim can be e,cplored by the sane methods used to explore statistical 

i:espcnse surfaces. In sane exb:emely cnnplex prd>l.ems, particularly 

those of a stochastic nature, simulation used in this manner is about 
\. - . . . . 

the aily i:eoourse that we have for quantitative analysis. 
• • I • 

As . faming operations becx:De m:,i:e medlanized and larger scale, 
. . 

potential applications of operations :research methods will. gro, •. 

Specialties of operations :research, which include sequencing, scheduling, 

and queuing, could becare inportant in large. scale agriculture. Problems 

such as carparisai of fann work methods analyzed by Morris and .Nygaard 

axe bea:ining inci:easingly inport.ant.16 It may be of interest that the 

optimizing path algorithm applied by them is identical to that arising 

f:mn applicatiai of dynamic progranrni.ng to the decisiai.process. 

Potential appli~tions · of operations research ·in fann management 

axe ptd.:>ably far greater· than we realize. If ·grarth of linear pmgramning 

uses over the past decade is any indicatiai of what to expect in the 

future for other techniques, operations :research is still in its infancy 

as far as fann management is concerned. 

16w. H. M. Morris and A. Nygaard, "Applicatiai of an Optimizing 

Path Algorithm in .the Catparisai of Fann Worlc Methods;" J. Fann Econ. , 

Vol. 46 pp. 410;_417 (1964). 


