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Abstract

The paper relates a subinduétry's optimum organizatibné]«adjustment
to decreased raw product output éndAnew storage technology. The résearch
-product specifies existing processing plahts to be éctivatéd and associated
spatial and témppra1 raw product flows from production»]ocatfons to!acti-
vated p]ants, at a]ternafive sites. A solution was obtained by employing

~an out- of kilter a]gor1thm and 1mp11c1t enumerat1on

Key words: cotton gins,-operationa1‘efficiency, p]ant 1ocation‘methodology
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| Optimizing’Subindustry Short-run Marketing Organization:
‘A Large Scale Mathematical Programming Problem

Stephen w. Fuller, Paul H. Randolph and Darwin Klingman*

" The prob]em of est1mat1ng efficient market areas or market1ng sub1n-v

'dustry organ1zat1on has recelved extens1ve treatment in the Jowwal.

‘Early mode]s developed and app11ed by French, Henry and Seagraves, Olson,‘
'“and W1111amson treated space as continuous and assumed that a reg1on had
 un1form'average dens1ty of supply or demand. The solution spec1f1ed-most ’
 eff1c1ent p]ant size and correspond1ng demand or supp]y market area. A
later model deve]opment by Sto11ste1mer was capab]e of including prese]ected
potent1al p]ant Tocations and discrete supp]y or demand locations. The
- obtained solution communicated least cost number, size and Tocation of
market1ng fac1]1t1es. Recent extensions of the basic Sto11ste1mer mode]

by Po]opo]ué, Chern:énd Polopolus, Ladd and Halvorson, and Warrack and
'Fletchefvhave'enabled the applied researcher to incorporate additional
realiém, test sensitivity of solution and increase size of plant location
problem. - King and Logan applied a transshipment model to a p]ant:Tocatioﬁ
v prqb]em where materials‘move'from a'sﬁpply point'through‘another intermediate
supply point and on to theedem&nd point or-even throqgh an 1ntermediate _
demand point. Thé basic transshipment model has been further developed

by Hurt and‘T;eme], and Leath and Ma;tin. Kloth and Blakely and Cand]er,:
Snyder and Faught have used separable progremming and concave programming,
respéctiye]y, to accomodate those situations where nonlinear long-run total

‘ processing costs exist.
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Tﬁie paper reperts a problem and solution procedure which partiélly_
'_'paralié]s-pre950us plant location analysis; however, several‘uniqUe elements
-'eXist. The encounfered location problem involved a determination‘of a pro-
.cessing .industry's optimal short-run organizatfonaT'adjustmeﬁt to a regjoh's
deereasee raw.product output and new storage techno]bgy. The objeetive was

‘to specify existing processing facilities to be activated or deactivated

" vand spatial and temporal flows of raw product to plants and/or storage to

- im1n1m1ze total cost of assembly, storage and processing. Genera]ly, the .
“plant 1ocation models employed by app]ied.economists resolve opt1ma1 long- -

"v~reh;industry so]ufions'which focus 0ntrade{offsbetween regional transpor- |
_tetien}COSt and p]ant cost that is associated with'ihcreasing subfndustry

. plant numbers. However, this problem required consideration of these addi-

tiona]vcemplicatjons: 1) short-run glant costs which Qere‘unique'to eéch;

blant 2) avaf]abi]ity of increasing plant 6utput‘thrdugh use of higher

_1cost overtime labor, 3) opportunity to activate or deact1vate a p]ant on

a week]y rather than a seasonal basis and 4) ava11ab111ty of storing raw

'product to extend the process1ng season.
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L Most p]ant 1ocat1on solution procedures were unab]e to gadz
ilncorporate necessary rea11sm aégr if appropr1ate, generally requ1red |
extens1ve computer time to obtain a so]ut1on Therefore, the prob]em was
,formu]ated as a network -problem and so]ved with the use of an out of- k11ter -
valgor1thm and implicit enumeration. The prob]em and solution procedure |
shou]d be of general interest to applied economists involved in ]ocationé]'v

analysis.



Problem Situation
Cotton productton in several Southwestern 1rr1gated valleys has decreased

by 50 percent during the past decade, while regional process1ng (ginning)
capac1ty has remained relatively unchanged. Innovations in seed cotton
| storagelhave,provided the opportunity to extend assembly and processing
activities beyond the'harvesting period. Because of the nature of variable
plant costs and the feasibi1ity of seed cotton storage, it was hypothesized
:that tota] system costs could be decreased by reduc1ng the number of ex1st1ng
"plants wh1ch operate.

| Each plant has a un1que convex, piecewise 11near var1ab1e cost funct1on
'w1th a pos1t1ve intercept (F1gure 1). The pos1t1ve intercept value represents

a one- t1me annual f1xed charge for act1vat1ng and operat1ng a p]ant and

' -.'1nc1udes costs of sa]ar1ed management personnel and an electrical connection

| charge. The electrical connection charge purchases enough electricity to
process that volume associated with the juncture of the linear segments con-

stituting the p]ant cost function, i.e., Vj. Consequently, marginal costs

","up to V are less than ‘those beyond V

P]ants have the opportun1ty to increase week]y and/or seasonal output
by emp10y1ng crews on an overt1me-sh1ft. Thus, there are two levels of
}variable ]abor cost associated with each pTant.—- one for the regular and -
another for overtime. if the capacity of the regu]ar shift is exceeded
all of the add1t1ona1 cotton must be processed at the more expensive overt1me
rate. However, prudent use of overtime may be cost saving if it avoids the
necess1ty of actxvat1ng an additional plant. B |

Additiona] cost trade;offs exist between number of operating olants

" and assembly cost, that is, as plants are activated, average assembly distance

-
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y and;eseemblyvcost decrease. In addition, reddcing.regional proeeseing

}tapaeify beiow‘peak week demands necessitates the storage of seed cotton
4"and'this.edds'anfadditional cost to the system. However, seed cotton
storage may be preferab]e to act1vat1ng an add1t1ona1 p]ant |

The so]ut1on to the prob]em must spec1fy reg1ona1 g1nn1ng 1ndustry |

Qrgan1zat1on which minimizes aggregated costs of assemb]y, storage and
,proceesing, In particular, the eolution‘must designate existing:p]ante»
to be activated each week, quantity of seed cotton to be fieid Stgred and

- the quant1ty of seed cotton to be shipped from spec1f1c product1on 1ocat1ons'

kijltO act1vated plants

f] Pr1nc1pa1 factors bear1ng on “the opt1ma] so]ut1on are: A

| ,]) shipping cost between product1on 1ocat1ons and act1vated p]antsd

52) seed cotton storage cost - |
3) max1mum seed cotton storage per1od .
~4) kurtosis of distribution relatlng harvested product1on per time
per1od . |

;5) plant cost structure
: 6) overt1me labor cost

7) regu]ar and overtime p]ant process1ng capac1ty

Mathemat1ca] Representat1on of the Problem
Cons1der m product1on locations and n existing plants at a]ternat1ve |
J sites The week]y quant1t1es of raw product at each origin are known and;‘ |
are denoted as P]k’ cee s P nk® where k = T, «.. , Wdenotes the week. Aiso;
the weekly capac1t1es of each of the ex1st1ng plants are known and are denoted

as K;,'... s Kn for output processed dur1ng;regu1ar hours and K], cen s Kn‘for



5 ’0dtputaprocessed during overtime hours. Thus, marginal labor cost at each
plant are given by, o ' ~:. o o
]

..'j-

margwnal 1abor cost incurred during regular hours and
"

"
_Add1t1ona1 plant costs are g1ven by,

marg1na1 Tabor cost incurred during overtime hours.

H

annual fixed charge assoc1ated with act1vat1ng plant Js

J,~; ':
.°3,= marg1na1 cost exclusive of labor assoc1ated with p]ant J 's:

| 1n1t1a1 11near cost segment, _
.é;.= marg1na1 cost exclus1ve of labor associated w1th plant J s:.

| o second 11near cost segment
' f.s7where, the Juncture point. between the two segments is at V for p]ant J and
; o o ﬂ
cJ < J - : ~ R
The cost of p]ac1ng the raw product into storage and then 1ater remov1ng

it represents a one-time cost which is 1ndependent of the production or1g1n, .

‘ ’A.Zthe existing plant and the time per1od Th1s unit storage cost is represented |

by S. Assemb]y cost between each pa1r of or1g1ns and ex1st1ng plant s1tes is
”,dproport1ona] to the quant1ty‘sh1pped and the/distance between the origin and
:}f pjent site,A The unit‘essemb]y cost from origin i to piant,site'j is given.
:nlby‘t{j.'fThe~objective of the problem is to select aoconfiguration_R of the
n existing'plants suéh that the aggregated cost of-assembly; storage and pro;‘
:ce551ng is m1n1m1zed a]] raw mater1a1 is processed and ex1st1ng plant |
- capac1t1es are not exceeded
To obta1n a mathemat1ca1 model of th1s process, the fo]1ow1ng dec1s1on

var1ab1es are defined: . |

| '_‘yj = a b1nary variable where y =1 when plant j is act1vated and

oy, =0 when plant j remains c]osed

J-
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=’dﬂantity of raw product avai]ab1e'at_production‘origin i

ijk ,
~ - and processed at plant j in week k during regular hours.
.xijk = quantity of»ran product available at production origin i
o ,and processed at p]ant J in'weekfk during overtime hours.
.
S.

1Jk£‘- quant1ty of raw product stored at product1on or1gln iin i
}' week k and then processed at p]ant J dur1ng regular hoursv
1n ‘week £.
B Si e s quantity of raw product stored at product1on ormg1n i 1n
week k and then processed at plant j during overt1me hours ,'-
o ““in week £. | “ '
'Frem"these'decis1on var1ab1e5~1t'fs possible to:determine,
1} | ‘XJ quant1ty of raw product processed at plant J}
o In addition, it is useful to include the fo]]ow1ng funct1on, _
| | In o ‘a standard 1nd1cator or character1st1c function where I A
o ‘}Cér?statement) = 1 if the statement is true and In(statement)-C)

0 if the statement is fa]se

Then, the mathematical sie deht of the problem is as follows:

~ Determine the values of the decision variables such that;
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. is minimized subject to the conditions:



e l,. Al] raw product which 1s available at production 1ocation iin week k

1s either processed or stored 4
Zy ( 13k i3k * Sije Sijkz); Pik?

2a. Plant's week]y processing capacity associated with regular processing

i= i; cee s M |
k=1, s W
L= k+1, s W

. hours 1is not exceeded. For plant j in week £, this is

v.'»;'Z(u'ﬁ Zsakf—) | %

=

nn
-
v -
=

L 2b}';P1ant S'weekiy pr009531ng ‘capacity associated'with overtime processing

- hours is not exceeded. For plant j in week £, this is
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3. .To determine total seasonal output for plant j, Xj, the following is

sPecified; o " } | o p
E(Z( 1Jk ]Jk) +Z Z( 'Ika, 'IJkﬂ)) = XJ =1, ... ,n
1-_-' k='| 2=1 k=1 B B R

'-4. Restrictions on the decision variab]es are
]

Xuk - ijke. =

~.The mathematica] model is, of course, nonlinear. However, it can be

>0, X; > 0, S, >0, SiJkL 0 and y =0orl

ijk 2

made 11near by ch0051ng an arbitrary subset, R, of the plants. Then by
assigning the_va]ues y =1 if jeR and y = 0 if iR, /theégroble becomes ﬁ¥§
one of linear programming for each pOSSible subset of the‘plants. |

new
Although the problem may #g4formulated as one of linear programming,

“ tggg%aJ difficulties exist? (1) For the problem under conSideration the

o Dok -sadk
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is known to be slow and in this case appeared 1mposs1b1e.

l1near programm.ng mode1 is so large that no available s1mp1ex code can be _

: used to f1nd a so]ut1on d1rect1y It Jgéﬁp be poss1b1e to apply a double

decompos1t1on procedure, but the computat1ona1 converge ce

decgmpos1t1on ,

7 were a s1mp1ex code that could solve the problem, the so]ut1on wou]d be for

'»f} only a g1ven subset of p]ants "This 1mp11es that for every possible subset |

of plants a 11near-programm1ng problem'would be solved and’then'fina11y |

that subset whose linear programming solution is a minimum over a]l subsets,

" N w11] be the optimal conf1gurat1on Unfortunate]y, the tota] number of

s

poss1b1e conf1gurat1ons can be ]arge, name]y 2N-1 For N =20 there is a

‘total of 1, 048'575 11near programm1ng prob]ems to be so]ved If 1t were -

- opt1m1st1ca]1y assumed that the ]1near programm1ng so]ut1on wou]d requ1re

- one m1nute per subset, then a tota] of three years wou]d be requ1red to

examine a]] poss1b1e subsets, assuming the computer operatedV24 hours per

;;;d‘z/;qFortunately, theserdgfficu]ties are"'ndependent»' After careful exam-“

1nat10n of the problem structure ﬁéﬁ was formulated as a network flow
problem, SO that a network algorithm could be used to find the best solut1on
for any subset of plants Then, us1ng 1mp11c1t enumerat1on the number of -

subsets that are actua]]y exam1ned is reduced from the 2N -1 va]ue

R S Network Formulation

A network cons1sts of a number of nodes or Junct1on po1nts each Jo1ned

o ~ to some or a]] of the others by arcs. Nodes'are diagrammed as circles whlle‘

arcs are indicated. by 11nes or line segments The crossing of arcs does not
1nd1cate 1ntersect1on of correspondlng arcs- except at nodes. The unidirec-

t1ona1 f]ow of raw product is represented by an arrow placed on an arc. To i

-

2) Even if there



exhibit the structure of the co;t flow network, a prototype of the original
.‘prob1em is formulated in Fig.'é and 3. The'enelosed erea in Fig. 2 isgen-
‘ larged'in Fig. 3. |

The prototype prob]em 1nv01ves four product1on or1g1ns which produces
raw product for three consecutive weeks and four existing p]ants which may
f.*.operate_these three weeks plus-an additional three weeks. Level iAk nodes

represent.rak product obigin i “in week k, while Pik depicts raw product

' fﬁ' produced at origin i in week k. In the example problem, a total of 12 pro-

'f;ffdQCtion'nodes are represented. In addition, associated with each productibn ’

o dfigin node are afcs which connect it with the jBL nodes, where‘jBE"repre-

'”;sents available processing at p]ant J during week £. AArcs connect1ng ‘the:

"3f~1Ak Tevel nodes with the jBe level npdes\.ew~u@*W”

Sl Ao o

unit transportat1on cost"

- between origin and existing plant 10cation'(tij) and a one-time un1t storage
leosf (S), if the valde of £ associated with the jBZ level node is'greeter
than the value of k associated with the iAk level node. A]l‘raw product

~ processed in each plant during the six weeks is then channeled through a

'-13f'sing1e node, called the weekly master node for that plant. The jC level

:  _node corresponds to the weekly master node for plant j. Two arcs connect

‘f-' each jBZ level node with the jC level noggj"ﬂjslarc represents plant j's
,«.;,fegu]af»weeklyﬁgzgifzz; (Ké) and associated mardinal labor cost (r;) while

“a_; the second arc depicts overtime week]ykcapacity,(K;) and its associated!

higher marg1na] labor cost (r ) To accomodate the two levels of- margina1
cost assoc1ated with the two 11near segments comprising each plant’ s cost

funct1on D 1eve] nodes are 1ntroduced Two arcs connect each C and D level
| apacafuat] Guen by |

- node. One arc represeﬁ%s marg1na1 cost Qg ) andqvolume (V.) iijec;axed_uish _

7;the yth plant's first linear cost segment, while the second arc nepee?ents
. ' . S oV
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Figure 2. Network Diagram of Prototype Probfém



Figure 3. Enlarged Network ’
Diagram of Prototype Problem

1c

v

1A

1A

© 186

"




10
,,vmargjnal cost (c;) associated with the second ltnear cost Segment. Fina]iy,
aliif]ow,is channeled through a'singte node, node E, which acts as a sink.
} for the entire raw product production.

Each arc in Fig. 3 has margina1 cost enc]oSed in a box (uniess therevis
no cost),_and a lower and upper bound. On some arcs only an upper}bound'is
, given, implying:-a lower bound of zero. Other arcs have no bounds as stated
1mp1y1ng only that the f]ow shauld be nonnegat1ve and thus could be infinite.
F1na11y, some arcs have a s1ng]e number without an inequality.4 For these
"’arcs the lower and upper bounds are both equal to that number. The network.
prob]em then can be stated as fo]]ows For a g1ven set of p]ants find the
e_least cost flow of goods through ‘the network such that the flow does not :

.dv101ate the flow bounds on each arc. -

o | Network A]gor1thm |
In genera1, a network can be considered as a set of nodes connected by
- a set of arcs. Let X denote the set of nodes and E the set of arcs. If_1
}”and j are nodes in X that are connected by an arc from i to j, then the arc
can be represented by the ordered pair (1,3) which is in E. | |
| The most general network flow problem may be stated as. fo]lows Supbose‘
that for each arc (i,j) in E there are two meaeawy'that limit flow -- a lower

-bound denoted by L ij > 0 and an upperbound or capacity denoted by K j* where

' L;; < K]J Also suppose on each arc there is defined a un1t flow cost denoted

ij -
- by cij' The gbjective of the network flow problem is to find a least cost

_' f'low- that satisfies the @ and bounds. This is referred to as the

B _}circu]ation,problen.



B S |
~ Note that for each arc (1,3) the tr1p1et [L1J, K136C1J] is defined.
The flow in each arc is denoted X, ije Obviously, '
EETEETE L |
~for all (i,j)eE. At each node there must exist_a flow balance, that is, the
" flow into the node must equal the flow out. For each node ieX this flow

balance is repfesented by

iji "Z.Xij =
- J

The objective is to find a set of f]ows,_X1J, which satisfies the flow

Lo bounds and the flow balance and wh1ch minimizes total flow cost.

Z Z Cig¥ig Z(mi"’)

:;Thus the problem is essentially one of linear programming. Because 6f'fhe
  sfructuré Of_thié‘iinear programming problem it'is'possible to construct a
‘specia1 computational algorithm that is much more efficient:than the simp]éx.
 The'appfopr1afe aigorithm for this prob]ém is called the‘out-of—ki1ter
. d]gbfithm (Ford and Fulkerson). |

For each node equatfoh‘define the dual variab]esvui, ieX. Then multiply -
each node equation by this dual yariable,.add over all the equations and sub- :
 tf§ct this total from the cost functidn This g1ves what Dantzig calls the -
_féiative cost fgnction; The coeff1c1ents 'of the re]at1ve cost function are
'éasi]y seen to Se:' |

CIJ C U - Uj i |

N If the flow Xij is feasible and optimal, then Cij = 0 implies |
Ly € X5 € Kﬁ., }; < 0 implies Kig = Kyg and Cf; > 0 implies X = L. For
. non-optimal but feasible flow, each arc can be classified in one of the following

‘classes.
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a. C:j > Q‘and Xij = Lij

_; b. c’;‘J <Oand X, =K,
c. ?C:J =0 and Lij < Xij < Kij
a* c:‘J >0and X5 > Ly

b? . cij < 0and X;5 < K -

| b These f1ve c]asses may be 111ustrated by F1g 4. The-arcs that are 1nbc1asses
.'a, b or‘c sat1sfy the cr1terlon for optimality and are thus "in-kilter." If
.ali arcs are in-kilter, the solution is optimal. |
. But if the solution is not\optima] then there are some arcs in c]ass a*"
5“yor‘be}These arcs are "out~of-ki1ter\" The obJectlve is to br1ng all out-of-

'gkilter arcs into‘ki1ter " This may be accomp11shed in two ways 1) change

1‘_“the flow SO that an a% arc becomes an a arc or a b¥ arc becomes a b-arc, or

- 2) change the dual variables so that an a -~arc or a. b* arc becomes a c-arc.

: The details 0f,th1s procedure are given in Ford and Fulkerson and need not
be repeated here, especially since there are available several out-of—kf]ten dvhyﬁﬁﬁﬁ
codes. - | |
| The network formulation so]ves the same problem as the 11near programm1ng
| USImO e Stparable comp  Mewcll)
-mode]A namely,‘gjven a subset of plants what is the least cost flow of goods
; fnom.production origins to the plant sites? 'After the solution}is obtained
the_tota1 of the fixed charges for the p]ants in the subset nust be added to
" theé total cost f]on to obtain the final subset cost. HoweVer, this still

leaves the problem of finding which of the many subsets to be used. For

this a process of-implicit enumeration was employed.

Selection of the Subsets‘
'A1though the network formulation will yie]d an optimal solution for a

“-given subset of plants, it does not indicate which subset 1is best. The

-



. Figure 4. Out-of-kilter Solution Procedure



e  However, to find an opt1ma1 comb1nat1on in a reasonable tlme, 1t may be

13
. problem of f1nd1ng wh1ch of the many plant comb1nat1ons will be 1east cost
isa prob]em of comb1nator1a1 mathematics. Numerous prob]ems have been
- c]assed as comb1nator1a] mathemat1cs prob]ems, but few have a closed form
so]ut1on method Instead an enumerat1on procedure‘1s often used. -Butvas

: noted ear11er, a complete enumerat1on of all comb1nat1ons is not poss1b1e. -

1

'.~poss1b1e to organ122[the computat1ons in such a way that on]y a fract1on of

) Y14
‘1the comb1nat1on54be exam1ned If the problem lends 1tse1f to deve]opment of

1.f‘b1nary var1ab1es, q. e., if a p]ant is either turned -on or turned off then, _' .

'1*1u,a techn1que referred to as implicit enumerat1on is app11cable The procedure |

does not_deal w1th a spec1f1c mathemat1ca1 framework nor does 1t fo]low the

_'conventional jterative idea of an optimization process Imp11c1t enumerat1on
’JS noth1ng more than an organ1zed method of comp]ete enumerat1on in wh1ch
‘-on]y a fract1on of the total number of comb1nat1ons are exam1ned |

- The bas1c.1dea of implicit enumeration is to‘p]cture ‘the construction of
'a solution to an optimization problem as a-search’oyer a logdc tree composed

4»of branches and nodes The computation then:proceeds a1ong a‘branch until

it becomes obv1ous that cont1nued progress along a given branch is unnecessary

Lf:because the best poss1b1e payoff on that branch can be shown to be inferior

- to payoffs already observed on other. branches ‘ In this way, only partfal
:"exam1nat1on of most branches need be cons1dered thus, s1gn1f1cant1y reducung :

:number of comb1nat1ons cons1dered Techniques for implicit enumeration vary |

_-w1de1y from problem to prob]em however, some of the bas1c pr1nc1p]es are-

_‘1nd1cated by Garf1nke1 and Nemhauser
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“Empirical Analysis
. An extensive resource commitment was necessaay to develop data inputs
‘to carry-out the'locationa1rana1ysis. A 139 X 14 matrix re]at1ng production,

product1on locations and distance to ex1st1ng gin s1tes was developed from -

‘ a'aerlal photos and Agr1cu1tura1 Stab1]1zat1on and Conservat1on Serv1ce data

" The most expens1ve data gather1ng act1v1ty was that assoc1ated with est1mat1ng .

' ind1v1dua1 plant cost funct1ons. Work measurement data was co]lected on each
’ p1ant by use of the work sampling technique. Input-output parameters for
ﬁi energy, plant downtime and capacity utilization characteristics and other
’.aatechnlcal aspects of production effecting variable cost was obtalned by
“mon1tor1pg plants throughout the 1973 season (Fuller and Washburn). Storagé

Mf'system‘input-output parameters were determined by monitofing an area which

" had adopted this technology. Once production functions had been specified,

; thévcost fuhctions were determined by applying factor prices. 

%The considered ginning subindustry is located -along an irb{gated segment
'of fhe Rio Grande Valley which extends f0r7approxima£e1y 90.mi1es andAvaries
| ffah .25 to 7 miles in width. Currently fourteen gins operate in thjs area

~-ahdAannUa11y,process an average of 3071 bales per plant. Typicaﬂly, harvest

. extends over a 16 week period with approximately 50 percent of the area output

| being’collected in four consecutive peak harvesting weeks.

- The optimum solution involved activation of six plants each processing

"“a seasonal average of 7167 bales, during a sixteen week period. _Thevselected

plants were evenly dispérsed throughout the production.region with some
B mddification for locational pu]]s associated with more intensive produttion

areas. Approximately seven percent of the region's cotton production was

N «Tprocessed during overtime shifts, whereas, slightly over ten percent of the -
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7‘,production entered storage' Uti]iZation of overtime shifts and storage
B occurred dur1ng peak harvest1ng weeks when harvested output exceeded pro-‘,'
1‘ce551ng capac1ty.
As prev1ous]y noted, cost trade offs ex1st between p]ant costs and
o sh1pp1ng, storage and overt1me labor costs. That is, as add1t1ona] p]ants
are act1vated system‘plant cost 1ncrease5because of each p]ants f1xed
Jcharge,.wh11e shipping, stonage and oyert1me Tabor costvdecrease,_ Concep4
:tdonaily, the ]east cost solution is characterized by a point‘where‘nanginal
'sav1ngs in shipping, storage and overt1me labor cost is equa] to the marglna1
*:loss in p]ant cost (with respect to act1vat1ng add1t1ona] plants at the1r ’
assoc1ated ]ocat1ons). The least cost so1ut1on involved deact1vat10n of
‘numeronshplants, uti]izat1on of overtime and storage to increase the selected
iplants'annuallvolume and a tendency to select a plant iocationa1 pattern}'
: :wh1ch m1n1m1zed sh1pp1ng cost One of the pr1nc1pa] factors effect1ng p1ant -j

» se]ect1on was the substant1al variable cost differences among plants. The

~1d' se]ected p]ants experienced var1ab]e costs which were 13 percent less than

'hthe non se]ected plant group and. accordingly per hour process1ng capac1ty

. A:averaged 18 percent greater than the other p]ant group. Because.of_the

“'a1nverse re]at1onsh1p_between p]ant capacity and var1ab]e cost, storaée cost

"f?‘ nas also favorab]y-effected by‘selecting largen than average.plant_sizes.

fe'éven though diggg; fixed charges‘must‘have sthongly inf]Uenced optima]

. .plant numbers \E;mearled little between plants and accordingly had an |
llns1gn1f1cant effect on p]ant selection. The solution revealed that use oF
‘Some Storage’ahd labor overtime was‘costnpreferable to opening additional

v,“E% o phanid
U v ve been deactivated since 22 process1ng_ :

plants however the storage constraint was not reached. with additional
. T ‘ b g V%Y ’Wwwﬁ
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o weehs'Were avaiiabie and‘no plant operated in excess of 16‘weeks | Clearly,
cost saVing (fixed charges) assoc1ated with further reductions in plant
’”numbers failed to offset 1ncreases in storage, shipping and overtime 1abor
~ costs.  The effect ofgshipping costs on the optima] so]ution evidenced
'Vitself‘in the following manner: 1) A locationai configuration which c]osely
- }approximates one predicted by a priori reasoning, that is, plants situated
so.as to minimize shipping_cost. 2) With the optimai so]ution, excess plant
,vcapacity exists during a portion of the season, thus the opportunity to
’ routevcotton to the.more efficient plants. Since this never occurred, it .
- imp]ies that these processing cost savings failed to offset'shipping costs
associated with the additional shipping’distances.
| h.BEcanse of the ginning industry's excess plant capacity it was not
~ necessary to'operate all area p]antsfto meet peak‘harvest‘demandst Therefore,
:'some reduction_inioperating p]ant numbers_and‘associated p1ant cost was
"available without introduction of storage. .Thus, to identify system cost
savings directly attributable to new storage techno]ogy, a solution was
| obtained which disallowed this activityl This was accomp]ished by removing
tthe storage arcs between A and B level nodes (Figure 2 3) '
‘The ]east cost solution, disallowing storage, involved the operation
of nine plants each proces51ng a seasona] average of 4778 bales. Approx-
'1mate]y, seven percent of the regions cotton production was processed during
overtime shifts and was activated in those weeks when harvested output |
' exceeded processing>capacity.} Characteristics of the'nonFstorage optimal -
- solution was similar to the optimal solution permitting storage. Al six of
4the:p]ants included in}thetoptimai solution involving storage a]so_appeared

~in the ootima} non%storage solution, thus the tendency to select'the higher
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capacity plants which experienced ]ower‘variab]e cost. As exhibited by'the-

 least cost solution which included storage, principal system cost savings

are available through reducing plant numbers (fixed charges) and maximizing

volume per b]ént: o | . | |
CIoSing unneeded plants was,predicted to reduce system’cost by 13.5{.

percent; while the introduction‘of storage decreaﬁed costs an addffional

2.5 percent (Table 1). Based on savings attributable to storage; 6.5 yeafs

” »wou]d be_réqufred tovcaptufe capital investment necessary.for imp]emehtatidn‘

‘of the new storage technology.

| | Summary
As applied économistsendeavor to'inc]udé additional realism into their

,16catibna] analysis, conventional solution techniques become Timiting andl.‘~
' ‘unaCComddating. ~The encbuntéred-p]aht 1ocationvprob]em.invo]ved consideﬁatfon
-of severa]'dfménsions,not éonveniently incorporéted into existfng‘joéation. o
models. The problem required consideration of 1) short-run costs unique to
each planflbut‘whdse general form was non-linear with an annual fixed charge,

2) two levels of variable Tlabor cost}associated with regular and overtime work =
-.,shiftg and -each shifts weekly output constraint, 3) storage cést'and‘4) shipping
cost between each pair 6f production ]ocations and p}ant gites.' The least
"; COét solution {dentified 1) plants to}be actiyafed at alternative sites -and
: ‘éssociated.éuantity processed per week, 2) quantity prOcesSed;at each plaht
}}invregu1ar and,overtime labor shifts per. week andv3) quantity to be stofed_
per}week. | | ) | |

'  vTo~attain the desired’degrée of realism, the problem was formulated as a

network pfob1em and solved witha network code. The network formulation pérmits



-Table 1. Contrasted Characteristics of Convent1ona1 and 0pt1mum
Short -run Industry Organization

Number - of ‘ o Tota]v

S - Operated Plant Storage Assembly  System

Organization Plants ~ Costl/ ~ Cost Cost Cost
e o (%) ($) (%) (%)

~ Conventional . 14 528122 0o - 69167 597289
Optimum with- o S ' S e
out storage 9 . 445065 0 ' 7]326 5]6391 :

- Optimum with S | _ ' o -
Storage : 6 © 393018 26786 N 80970 500775

. ]/Does not include p]ant fixed cost, bagg1ng and ties, off1ce supplies and
ut111t1es advert1s1ng and travel.
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the applied economist to incorporate additional rea}ism into his analysis
and recent developments in network code algorithms allow investigation of = |

larger problems.
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