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~This paper reviews some of the conceptual and pfagtica] problems which-’*

have arisen in the application of reactive programming to spatial and

temporal studies of Northwest agriculture. It suggests that while reactive
programming has passed the test as an effective tool for applied research,

its poteritial and its limitations are not yet fully understood.

© CONCEPTUAL PROBLEMS

Aithough developed by Tramel and Seale in 1959, reactive prograﬁming
has had a long and frustrating climb to acceptance among economists. Tramel's
untfmely death and Sea]e's transfer to other duties prevented the full
exploitation of the a]gofithm by its developers. While fakayama and Judge's
questioning of its convergence properties in 1963 received wide circulatiqn,
Trame]'s.1965 rebuttal did not. King in his book with Bressler, and in two
1972 bub]ications with Ho did much to restore the credibi}ity of the algorithm
and to add refinemenfs which increased its versatility,

Many researchefs ?n recent years have reported>successfu] app]ication
of the reactive programming algorithm in interfegiona] and intertemporal
studies, USing either the Tramel and Seale or the King and Ho programs
(Levins and»Langham, 0'Rourke and Casavant, Summers; Zusman et al., Riley

and B]ak]ey, Hurt, Ikerd, Pendse and Youde, Goodwin, Brown and'Elrod,'etc.).
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' wnile these studies nave nrest1ed with the'osuaf\brob]ems of specifying'
demand supp]y and transfer funct1ons, they have not confronted the two
sc1ent1f1c quest1ons Wh]Ch still rema1n, (a) the genera] re]at1onsh1p
between react1ve programmlng and quadratlc programm1ng or1g1na11y ra1sed
by Takayama and Judge and (b) spec1f1ca11y, the convengence propert1es of |
reactive programm1ng. Trame], 1n his 1965 defense pointed out that “Quadratwc
programming as presented by-Htldreth is a genera]1zed procedure for so1v1ng_‘
programming problems involving'quadratié objeotive functions with thedd g
type of spatial equilibrium problen under discusston being a speCialvcase,
Reactive‘programning is a génera]ized procedure for so]ving spatiaf'7 o
equilibrium problems with‘the type'of'problem under discussion'being a
special case.”. K1ng and Ho demonstrated that se]ected prob]ems or1g1na1]y
solved by quadrat1c programm1ng cou1d be more econom1ca11y solved by * |
react1ve programm1ng. In add1t10n, as Zusman et a] point out, quadratic.. SR
progranming requires the somewhat restr1ct1ve assumption that the cross}
deriVativesvbe symmetric. In terns of general properties, one can say,fd
that reactive programning is especia11y appropriate for spatia1 equiiibrium ‘
problems. It has lower input requirements‘and gneater f]exibi]ity:of :" |
fdnotiona].forms,than quadratic programmino. However, in other”typesrof;,f :
'.~‘prob]ems, the researcher'oannot reply on soch readymade rankings, but mustv'
choose the a}gor1thm most appropr1ate to his study obJect1ves o
The issue of convergence is much more critical. An a]gor1thm may 7
converge tOO‘SiOWIy (the‘Takayama-JudQe criticﬁsm); converge to a 1oca]‘:
-but not a global solution, or fail toﬁoonverge. Tne Takayamafdudde cniticism‘>:

and the failure to converge criticism have been effectively silenced by vprv"‘<7-




. _}-3; .

the many‘suecessfui app]icatiens of reactive pregramming; There is g;prjgti i
reason to belive that fhe mafket simulating épproach of reactive erogrammfngvge"
(Qhere each supplyfng region in turn édjusts its shfbments according to market.fe.u
experiehce) will 1eadvto eonvergence. However; the full c0nvergence/i,~_
properties'have not yet been analyzed. Tramel c]aimed}that reactive progkamming.ei
Qas equsalent fo the "Hi]dreth p}ocess" which can be shown to converge.x'
However, Zusmen et al. point out that this app]iesvonlyvforvcases where
the equivalence with an extremum problem is valid. In the case where the v~
cross derivatives are symmetric, Zusman et al/ show that when the cond1t10ns
- for local stability are satlsf1ed global stability is sat1sf1ed and
convergence is assured. Local stab1]1ty w111 occur when the’ matrix of the
price demand coefficients is negat1ve quas1 -definite for all markets, and

the matrix of the pr1ce supp1y coeff1c1ents is pos1t1ve quasi-definite for

all supply regions.

APPLICATIONS TO NORTHWEST AGRICULTURE

' Summers first recognized the pertinence of the reactfve prograﬁming
algorithm to the spatial problems of Northwest fruits and vegetab]es; Northwest =
states have become dominant suppliers of fresh produce'euch as, Idaho
potatoes, Washington apples and Northwest sweet cherries, despite their
distence from majof markets. However, returns are suscept1b1e to increased
competition from suppliers located c]ose to major markets, and to 1ncreases
in costs of transportat1on.and storage, a]l factors which can be easily
studied in the reactive programming framework. Summers looked at interregional

and intertemporal competﬁtioh in potatoes. The present author has been
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1nvo1ved 1n stud1es of fresh sweet cherries and fresh app]es from wh1ch
most of the subsequent d1scuss1on w1]1 be drawn (0' Rourke and Casavant 1974
0'Rourke 1975).. m_— EaREs P

Product1on of sweet cherr1es is h1gh1y ]oca11zed and h1gh1y seasonal
About one-th1rd of a]l fresh supplies come from Ca]1forn1a most of thevfd
rema1nder from Wash1ngton Oregon, Idaho, Utah and Montana. Harvestftn”

each district lasts on]y 3- 4 weeks, beg1nn1ng in Ca]1forn1a in May and )

in Montana and the h1gher elevations of Wash1ngton in Tate- Ju]y Sh1pments ;v,-':'

are erratic throughout the season as d1fferent d1str1cts reach peak vo]ume

" However, aggregate supply usua]]y has two major peaks, in ear]y June when

California is almost the sole supplier and in early July when Northwest

shipments are greatest. A poorly deve]oped processed market in the Northwest’,-.'

. assures that all sweet cherr1es which meet U.S. No. 1 standards tend to be -

shipped fresh Our study sought to explore; (a) the most profitable distri-

bution of the u.sS. fresh sweet. cherry crops, (b) potent1a] for stor1ng some

of peak period shipments for sale in a later per1od (c) the re]ative_

eff1c1ency of current marketlng efforts and (d) the potential impact'of
a]ternative'marketing strategies. | v

The base year used in the study was 1971 when record crops in both

.Ca11forn1a and the Northwest w1th cons1derab1e over]ap of sh1pments caused ;

'market g1uts~and depressed prices. The 'season was d1v1ded into f1ve time -

periods: I Pre-June 15, IT June 16-30, III July 1-15, IV July 16-30,

v Post July 31. Supply and average wholesale price tended to be inversely ‘ff'

related, with some lag apparent between time of peak shipments and tine of;-" |

lowest wholesale market price (figure 1)}. The decision was:made}to estimate




8A-

Wholesale Price ($/20-1b lug) - - o

10+ 9.3
X\ .
9| N 3.28
N X
s L ~7.63 xa
X=~~ _7.02 ,
7 - . \6.]6/ ‘
X~
el -
800 .
k_ 731.5
600 - 632.9
o
o 400}
- 213.1
S .
_ 200F 214.2 _
a
o
=3
w —

Figure 1. Supplies and average who]esa]e price of sweet cherr1es in 15
selected cities by time period, 1971 season :
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aetuaT wholesale demand relations for 15 major markets accountihg for a]most'f'
_‘twoethirds ofv197] freshﬂsweet cherry shipments, rather than tO'synthesfze~'
demahdvcurves by regiou as has been done‘in 6ther studies (Summers, Levins, etc.).
Supp11es were assumed f1xed at the actua] levels shipped to these c1t1es
in 1971. Fre1ght rates were obta1ned from appropriate sh1pp1ng organ1zat1ons
A who]esa]e markup of $1/20 1b lug was assumed Since no cost of storage
data were ava11ab1e, this cost was varied in separate runs of the model_from
10¢ to 50¢/20 1b 1ug.‘ Tﬁe so]ution‘thus maximized net returns to the fresh'
sweet cherry 1ndustry at shipping point. _— | ‘A t‘
The original formulation of the model contalned 5 t1me periods, 7 supp]y
regions (northcentra] and southcentra] wash1ngt0n were treated separately)
and 15 markets, giving’an input matrix of 35‘xv75 dimehsions.v However, since'
prices in period'III vere under all circumstances below thosevin period II, o
and period}II prices below those in period I, no storage would occur in |
the first 2 periods. Accordingly, perfods I and II could be run as separate -
spatial problems. Since 1ntertempora] 11nkages could exist between per1od I
and subsequent per1ods, the scale of the prob]em was reduced to 21 X 45
Similar situations are ]1kely to prevail for per1shab1e produce and other
highly seasonal 1tems. | 7
The results suggested that the fresh sweet cherry industry cou]d great]y
1mprove net returns at shlpp1ng po1nt by 1mproved spat1a1 and tempora]
‘a110cat10n of a given crop. Sma]]er and off peak supp]wers cou]d 1mprove 1d
their returns by beihg more selective in the markets served. (There was
a tendency for a11 supp]iers to try to serve all mdrketS). The 1argest peak
suppiiers,‘noteb]y Washington, would be forced to serve manyvmarkets_but lf7'

‘_could benefit from storing péft of peak supplies from 2 to 4 weeks. At .;;



‘a storage_cost‘of 10¢/1ug'per bériod_it would have.beneffted the‘indUStty;_lf‘ v
in 1971 to store 14;7% of peribd III production for 2 weeks and 13.4% forA?_1 7"
4 weeks and to store 20.6% of period IV production for 2 weeks. At‘a Stofage“ _‘-}
~ cost of 50¢/1ug, it_Woqu be ecbnomicallto store ohly-3% df perfbd III | g
vproductidn for 4‘weeks; 'Further problems with storage are that the benefit$
éccrue to all péak shippers'whether or not they ‘undertake the costs and
risk of storage, while as a result of storagé 1ate‘season price is lowered
for all late season subp]iers.' | | _
If one defines the efficient marketing system as the equi]ibfiumiso]ution' ‘v'
- of reactive programming, then deviations from that solution can be used to
measure changes in efficiency. The optimal solution for 1971 suggests
that a 1.9% increase in transfer costs (freightArates, storage costs and
who]esa]e markup) could generaté a 20.6% incrééée in'net returns to
produéjng regions. Not all regioné could achieve this level of efficiency
ugain but all cou]d'receiye some benefits. |
~The problem was also analyzed for fixed supplies 20% aboVe_1971 leve]s_ _
and for both a 50% increase-and a 25% decrease in freight‘rates. The-1argér'
supplies could bé handled with only a 6% price dec]iné by making fhe greatest
| absolute sa]es increases»in larger markets and the greatest percentage increase§ -v
in sma]]ef markets. A 50% increase in frefght rates would lead to‘a'17.7% incréasé
in total transfer'costs but only a 4.5% average reduction in producing aréa re-
Vturns. Conversely, a 25% reduction in fréight rates such as might occur'whefe_
backhaul is available (Penﬂse and Youde) reduced total transfer costs by 859% ,f'

and increased production area returns by 2.2%. Since all supplying regions
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'cwere s1m1]ar1y affected by the h1gher fre1ght rates, the overa]1 allocation -
;of supp]1es was 11tt1e affected by changes in fre1ght rates |

The structure of compet1t1on in fresh app1es is quite d1fferent from
that in sweet cherr1es App]es are produced commercially 1n 37 states, almost
' e]] of them nearer to maJor markets than Northwest producers. In add1t1on,
shipnents from Canada and from Southern hemisphere~sources are direct]y.
competitive:in many U.S. markets. Apples are now sold for 12 months of
the yearc _While there have been a number of attempts to look at intra-" )
seasonal demand for apples (Price, Pasour, Ben-David, Kenyon , Moffett;bet al;)
" no consensus has been reached on identifiable seasons. Accordlngly, for
the purposes of our analysis, we divided the year into 4 equal per1ods of
three months beg1nn1ng in October. For our base year we used ]969-70, o
“a year of record national supplies. As in the case of sweet cherries,
supplies were assumed fixed at 1969 levels, with 90% of fhe total becoming‘
available fn the,October—December quarter, about 10% (mostly Summer apples)
becoming available in the.July—Sepcember quarter. Preliminary runs suggested
~ that nearby minor producing areas could be aggregated into producing regions
without distorting program results. In all sixﬁeen'broducfng regions
inc]udfng Canada and other imports were defined; Demend was eécimated at
the retail level for 26 ﬁajor‘cities accdunting_for over 40% of all U.S.
fresh apple supp]ies in_]96§t Fixed marketing margins were used,to derive_-n- '
demand curves atrtne retai] buying 1eve1. The dimensions of the problem
- were thus 64 x 104, the largest reactive programming problem reported'to date.d
A}tranefer cost matrix of similar dimensions was constructed usfng a ' |

"d15tance re]ated transportat1on functlon and the author S est1mates of storage'.

| 'costs (0 Rourke)
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The core requ1rements of the problem on an IBM 360/67 computer were i  ;»1 _a
- 232K, The size of the problem 1tse1f created d1ff1cu]t1es. For examp]e,~
using the King and Ho‘initia] equi]ibrium price option, when the algorithmal"r
didvnot complete an initial fteration, the only means«to‘identify the

A

‘cause of the holdup was a hand'search through the input data. Alternatively,

SRR

using the Tramel-Seale option of specifying initial demand equal to subp]ies,
rounding erroré due to the tomphter's conversion of input data to an equnential
base and reconversion to the decfmaT system led the market supplies and

demands to become unequal. Again, because of_the size of the prob]em; fhe'
nearer the final solution lay to the initial specification of market

allocation, the more rapidly a fina]'solutioh could be reached. It may be
computationa]ly more efficient (especially where transfer coste differ widely)_“
to use the optimal solution from a prior run as the basis for the initial .
specification of market allocation rather than the Kiné and Ho price equi]ibriUm
option. A further prob]em notee with the price equilibrium option arose

when the quantity demanded at the initial equ111br1um price was negative in

a given market and the program term1nated One could avo1d the prob]em by
dropping that market. However, in a number of cases, when transfer costs were
taken into account, tnat“market would be 1nc1uded in the f1na1 solution.

. C]early, the initial equilibrium price option,must‘be used with discretion.
Reactive programming provides an option ofzexamining two products =

l simultaneously. The evidence. is strong that demand for Nash1ngton app]es is
differentiated from that of other app]es (Edman, Harrington). However,
'spec1f1cat1on_of separate demand functions for each market and time péried -

was not feasib1e_because of lack of data and because it would have led to
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.a prob]em‘exeeeding‘thehcore cahacity of‘the‘computer. On the assﬁmptjon.y':”
that the'demand functions for washington appTes and ether‘apples in eaeh:‘
market have the sameas]ope but different intercepts, a redhctioh—in‘transfer_u
cost for washington apples wt]] have the Same impact“on trade f]ows’in thef,
final so]ution:as a market price premium. Washington apple priee premiums'
ﬁere.estimated for each city from the limited data available and used to}
derive adjusted'transfer éosts: Fina] odtput of the reactive program was,
of course, adjusted to restore the balance of Washington transfer_costs -
and the market pr1ce premium. | e
Var1ous runs of the model suggested that the U S. fresh apple industry
could have marketed 13.2% more fruit in the 26 markets studied at a 1 h1gher
FOB pr1cefthan for the»record 1969-70 crop, by more late season marketing
and by greater sales in the major Southern and Southeastern markets. A 50%
increase in transportat1on rates would have led to a 13% increase in tota]
}transfer costs and an average 5. 2” reduction in FOB pr1ce However, the
A regions most distant from major markets wou]d have suffered curtailed
Shipping zones and above’average reductions in FOB price. The allocation
aver time altered 1ttt]e. In was clear from the results for Hashtngton
~state that in the face of higher freight rates, its price premium would
become even more»eritiCa] in gaining its products access to distant markets,
A feature of reactive programming so]utiohs as of most standard |
programming algorithms is that the optimal solution tends to show fewer
’act1ve routes than rea] wor]d exper1ence, part]y because such 1ssues as risk
- aversion, varietal differences, customary trade patterns, etc. are not exp]1c1t1y

_cons1dered (tab]e 2) For examp]e, 1n the app]e model, for 16 supp]ylng f:~
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e regibns, the fina] sb]ution showed only 49 activéi;outesﬂofva possib]e'

" 4]6 routes} Elght supp1y1ng regions supplied only one market each Wh11e

"+ the actual trade flows for 1969-70 showed-27]vact1veAroutes,‘each‘region,

did tend to concentrate on one or two markets. A crifical “issue is whether
react1ve programm1ng is sensitive to the real competitlve advantages of
supp1y1ng regions in given markets or g1ves a final solution which wou]d 1
.‘}be greatly perturbed by rather minor changes in the“demand, supp]y or.
\transportat1on parameters | | S

o

Ev1dence from the full 64 x 104 apple model suggests that major changes

. in total supp]y<or in transportation costs alter the.optima]-allocation

material]y only in directions which would have been predicted from basic
location theory. For example, with higher transportation rates, Washington
tends to lose its more distant markets. However, a change in the percentage

distribution of supplies by region (i.e., a major change in the competitive

" situation) does cause major changes in the volume and direction of trade

“flows.

- FURTHER SENSITIVITY ANALYSIS

~To faci]itate further sehSitivity ana]yéis, the apple hode] was reformulated
‘ on a tota] season bas1s, thus reducing the prob]em to its spat1a] aspects
. and to 16 x 26 d1mens1ons Variations tested were:
A(a)‘ the origina1f1969—70 supply, demand and transfer relations,
' :’(b) a 10% increase in the absolute size of the quantity coefficients
‘ for 5 Northeastern markets, New York, Ch1cago Ph]ladelph1a, A

Detroit and C]eve]and

"(c) a 10% decrease in the absolute size of the 1ntercept terms for
- the ‘same cities, : o e

~ (d) & 20% increase in supplies of a]] Eastern regionsrbnly; ‘
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(e) a 20% increase in supplies of Central regions only.

(f) a 20% increase in supplies from Washington's western compet1tors,
. Ca]1forn1a Oregon and Idaho only.

The resu]ts were consistent with theoretical expectat1ons and in general
showed only minor and gradual changes (table 1). For example, Cases (e)
~and (f), involve appfoximate]y the same increase in aggregate supply arising
in différent areas but yield identical pfices and shipping cosfs. In general,
reactive programming assures that rgguctions or increaéés in prices are
felt fairly uniformly throughout the system. In the real world, lack of
informatiéh and other rigidities might tend to concentrate such effects more
“on the regions which caused the fncreased supply. The number and choice of
active routes was insensitive to parameter changes. The level of éctivity
on a given route was more sensitive. For exampTe, the lower interceﬁt term
in Detroit caused its main supplier, Michigan, to decrease shipments'by 25%
and to transfer additional supplies to Minneapolis, St. Louis and New Orleans.
~ Clearly, one cannot interpret the detailed trade flows too precisely unless
one has greater faith in the accuracy of the demand, supply and transfer
_ re]atioﬁs than data normally permité or assurances that factors hot included
in the model have a negligible inf]uence. |

A problem has arisen in extension use of reactive programming as a |
didactic tool because the optimal solution assumes that all regions will
rétiona]}y seek a market equilibrium which maximiies'aggregate net returns.
Perhaps of more direct use'tq industry users is how their region should
behéye assuming al]‘other regions follow customary (and presumably nonoptimal)
marketing strategies. To examine this issue furthef, the demand curve in
'eéch cityrwas adjusted for the supplies actually shipped from regions other

~than washihgton:ih 1969-70. MWashington was then allowed to maximize its‘net
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- Table 1. Reactive programming apple model sensitivity analysis

Variation Quantity Producer Returns Retailer Average ~ Active
: supplied Price = Value ~ buying price -shipbping cost routes
(1000 boxes) ~ ($/box)  ($/m)  ~ ($/box) ($/box) (no.)
 (a) 38,360 4.75 182.4 515 .40 a1
(b) ° 38,360  4.68 794 5.8 44
() 38,360 452  173.3 8.93 40 a o,
(d). 40,860 4.60 1881  5.02 2 &
(e) 39,324 4.70 . 184.7 5.10 .40 40

(f) 39,320 470 1847 510 .40 40
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'fevenue;> Its FOB price wdu]d have been 2.2% 1Qwer than fn the situation where

a]1~regfons pursued optimizing goals. It was notable, however that tﬁe trade

flows from Washington were much more similar to acﬁua] experience than under

vvthe'sffuation wﬁére‘a]] regions weré assumed to be optimizers (table 2). It
. , , _

- wou1d appear that the markéting decisidns of Washington shippers were rational

given the behavior of competing suppliers.

CONCLUSIONS ‘ ~ | |

Reactive programming's vaiue as a versafi]e}tool for spatial equilibrium
problems has-become more widely re;ognized in recent yéars. Some conceptual
' quéstions still remain unanswered. It is hoped that subsequent applications
| and adaptations will explore fhe full theoretical and empirical potehtial

of the model.
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-Tab]e 2. Wash1ngton apple sh1pments by market under alternatlve dec1s1on
: | ru]es, 1969 70 supp]1es

~
V

- Market - Actual R 'AT] Régidns Washington Alone
’ . I optimizing optimizing
- ~ (1000 boxes) ‘ |
Boston - 263.3. - ‘ L -
Buffalo i 58.0 - : : --
~New York - 1892.1 4294.9 g - 1612.5
* Philadelphia 528.0 - 331.7
Baltimore - 160.0 - - ' 397.0
Washington, D.C.  262.8 .- o o 6241
© Pittsburgh - 270.6 -- --
Detroit 620.8 e ' -
Cleveland 552.6 - ‘ - 1932.3
~ Cincinnati 402.6 - 53.6
Chicago : 1084.4 2082.9 615.6
Milwaukee . 163.9 347.0 164.8
Minn - St. Paul  507.6 —_ APR
St. Louis - 528.5 - - 254.2
Kansas City 325.6 - - 86.6
Louisville 179.8 - : o
Atlanta 350.2 S e= o - 154.3
Birmingham 254.5 -- ' - R
New Orleans - 548.5 el T ~ 355.5
Houston 541.5 1474.2 S - 1124.2
Dallas | ' 598.0 1665.4 | 1216.8
. Denver | 502.3 SR 272.9
- Los Angeles 3336.3 5773.7 4832.2
San Francisco 1028.9 331.8 _ 1038.4
" portland 177.2 T R
Seattle 827.9 e - 948.0

TOTAL 15,966.0  15,969.9  15,969.9
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