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Abstract

The purpose of this paper is to show how probability prediction

can be incorporated with price prediction to enhance the usefulness of'

forecast information and provide greater intuitive appeal in its use.

Empirical application encompasses forecasting in the watermelon

industry to demonstrate the power and appeal of the approach.



TANDEM FORECASTING OF PRICE
AND PROBABILITY -- THE CASE OF WATERMELON

In recent years, price forecasting has been accomplished using

traditional causal models, noncausal models such as the

auto-regressive-integrated moving-average model (ARIMA), and even.

composites of causal and noncausal models (Just and Roussel-, Martin

and Garcia; Oliveira, et al.; Naylor, et al.; Nelson; Leuthold, et

al.; Bechter and Rutner; Zellner; and Bates and Granger). Review of

the literature revealed two interesting advances in empirical price

forecasting. Menkhaus and Adams employed a predicted discrete

variable exogenously in an effort to improve the accuracy

predicting turning points with a price forecasting model.

discrete variable was predicted using discriminant analysis.

*of

The

Ferris

reports that the Michigan State University Agriculture Model predicts

a price array with an associated probability for each price in the

array. Each price in the array is dependent on level of yield; and

each yield category has an associated probability of occurrence.

The approach used in' this paper is somewhat akin to the two

procedures just described, yet quite different. The idea behind the

approach is that those who benefit from price forecasts would also

benefit from knowing the probability that the predicted price will

cross some predetermined threshold of importance (e.g., trigger

price). This is analogous to the weatherman's forecast of quantity of

rain and the associated probability of rain. Thus, most people
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understand the concept of probability in this context which suggests

that price forecasting in this vein would be useful.

Model

The model used for forecasting the price and the probability that

the predicted price will cross some predetermined threshold of

importance follows the model from Heckman's work

(1)Y  u111Y2 
 1 1 1

(2) Y2 . 2X2 u2

where

Y1 a latent variable indicating the propensity of the price
forecast to exceed or be equal to the predetermined
threshold of interest;1

Y2 . price in t1 (t . year);

X1 . a vector of explanatory variables for Y •

X2 . a vector of explanatory variables for Y2' 
•

yi . a scalar coefficient;

51, 52 = vectors of coefficients; and

u u
2 = 

random error terms with a bivariate normal distribution.

The reduce form of the above equations can be written as

(3) Y1 . Yor 1 v1

(4) Y2 . Xn, 
v2

where

X . all the exogenous variables in X1 and X •2'

71, 2 . vectors of coefficients; and

vi,v2 . random error terms with a bivariate normal distribution.



3

For this model, the conditions for identification are that u1
and u2 be independent, or else there is at least one variable in

X
2 not included in X1 (Maddala, p. 120).

2

Two procedures exist to obtain consistent estimates for equations

(1) and (2). These are maximum likelihood estimation and the

two-stage procedure specified by Haddala (pp. 121, 122, 244, 245).

The maximum likelihood procedure provides asymptotically efficient

estimates but the procedure is computationally more cumbersome than

the two-stage procedure. Given the goal is forecasting, either

procedure is viable since both provide consistent estimates. Thus,

both procedures were used in this study for comparison. The

Davidson-Fletcher-Powell algorithm was used for maximum likelihood

estimation as provided in the numerical optimization computer package

of Goldfeld and Quandt.

The likelihood function for a sample is the product of the

likelihood functions for the individual observations. Thus, letting

n1 he the set of observations when Y1 equals zero and n2 the

set of observations when Y1 equals one, the likelihood function

for the model is

(5)

03

,S ,a2) = n (1/a2)
klyuln1

X7 h

* n (1/a2)J I 1 g(vi,X
n2

13

g(V1,X2.62/arY2/G2)dV1

-Y2/02) dvi

where g ( ) is a bivariate normal distribution.

Maximizing the above likelihood function, one obtains the estimates of

the coefficients of the structural equations.
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The two-stage procedure specified by Maddala for estimating the

model is much simplier than the likelihood function approach. In this

model one should note that the reduced form (equation 4) and the

structural form (equation 2) for the price equation are the same. The

procedure consists of estimating 72 and B2 by ordinary least squares.

The predicted value of Y2, Y2 ..X 2, is substituted into equation

(1). Because Y is observed only as a dichotomous variable, the

parameter estimates for equation (1) can only be estimated up to a

2scale, ylial and B 
1 
/al ' where 01

equation (1) is estimated using prohit ML in the form

(6) 11 - B1
-Y Y + X1 01 4. 01 1 GI

Var(v )1 • Thus,

The asymptotic covariance matrix for equation (2) is the same

covariance matrix from the ordinary least squares estimation of

equation (2). However, the asymptotic covariance matrix for equation

(6) is not the estimate from the probit ML. Rather, the formula for

the covariance matrix is

(7) Var(y1201,B17a1) = (GI V;1G)-1 d(G I V0

where

-1 -I -1 -1 -1 -1G I V (X 1 X) G(WV G)0 0 0

Vo . covariance matrix of the probit ML estimate of 71

(equation 3);

G = (72°31);

(31 = matrix consisting of l's and O's such that XJI . X1-, and
2 2

= (Y1/u1) 02-2(11/0 )(012/01)*
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Empirical Example

The tandem forecasting procedure just described may be applied to

any commodity. But for purposes of this inquiry the commodity of

focus is watermelon produced in the U.S. and marketed during the

summer season, July through September. Our intent is to provide price

forecast information at a time when producers of summer watermelons.

could perhaps benefit the most -- just prior to planting, say,

February.

For a summer forecast delivered in February, our hypothesis was

that the season average price for summer watermelon is a function of

previous prices or perhaps values per acre of watermelon and possible

competing crops, cost of production, price forecasts available for

competing crops, income, population, and possible previoUs summer

weather in the major population areas of the North.

Observed prices and values per acre for watermelon and possible

competing crops as explanatory variables were employed by year and two

and three-year moving averages.3 Investigation in this vein was

considered since Wall and Tilley found that current price affects the

magnitude of watermelon production in Florida for three years hence.

Possible competing crops for watermelon considered in this study

include cantaloupe for all watermelon producing regions of the U.S.,

corn and soybeans for the eastern U.S., grain sorghum for the

Southwest, and tomatoes for processing in the West.

Available price forecasts for possible competing crops encompassed

futures prices for corn and soybeans in September, quoted in the

previOus February.
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Weather in the highly populated northern U.S. was considered as an

explanatory variable because some watermelon shippers have indicated

that hot, dry summer weather in the Horth encourages watermelon

consumption, while, conversely, cool, rainy weather dampens

consumption.

Data used for equation estimation were for the periods 1954.

through 1983. The price prediction equation shown in table 1 was

found to possess the greatest prediction capability within the

confines of our hypothesis. The price equation results from both the

two-stage procedure and the maximum likelihood procedure are identical

which is not unexpected given the formulation of the model. However,

the standard errors differ between the two procedures.

In table 1, WPt+i is the season average price of watermelon in

year t+1. WP2At is a two-year moving average of the season average

price of. watermelons. UWPt is the season average price of

watermelon in year t. CPIt is the consumer price index. DPIt is

U.S. disposable income in year t. CSSt represents shipments of

cantaloupe in the summer season in year t. • Accuracy of shipment data

for watermelon is questionable. Indeed, cantaloupe shipments as an

exogenous variable performed much better than watermelon shipments.

Shipment data from the Agricultural Marketing Service, USDA, were used

in the final analysis since the Crop Reporting Service discontinued

reporting production statistics on watermelon and cantaloupe after

1981.

The exogenous variables considered for the price prediction

equation were also considered for the probability equation (table 1).
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Table 1. Coefficient Estimates for the Price and Probability Prediction ?lode's,
1954-1983

Variable

Two-Stage Procedure Maximum Likelihood Procedure

Price
Equation

'!P 2A

UWPt

CPIt

OP I.

CSSt

Constant

2

Likelihood Ratio Testb

0.3421
(1.466)

Probability
Equationa

Price
Equation

Probability
Equation

lasymptotic t-statistics are in parentheses)

-0.0638
(-4.791)

0.854E-3
(5.511)

-0.167E-3
(-1.940)

4.2087
(5.255)

0.930

82.367

5.1426
(1.664)

2.5422
(0.594)

-7.5156
(-1.213)

-0.0734
(-0.0491)

0.3421
(1.609)

-0.0638
(-5.251)

0.854E-3
(6.036)

-0.167E-3
(-2.127)

4.2088
(5.759)

8.4278.
(9.973)

0.9548
(1.118)

-8.8371
(-10.763)

26.013 115.055

-1.6708
(-1.730)

aPredicted WP in t+1 was used in estimating the probability equation with probit

ML per Maddala's two-stage procedure outlined in the model section of this paper.

bBoth the F and the Likelihood Ratio test statistic were statistically

significant at a < .05.
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The threshold criterion for the dummy dependent variable of the

probability equation for this inquiry is price in VI relative to

price in t. Other threshold criteria could have been chosen. The

threshold criterion for the dummy dependent variable of the

probability equation could have been price in t+1 relative to
4breakeven price for example.

For the threshold criterion used in this analysis, if the price in

t+1 is greater than or equal to the price in t, the dummy variable is

assigned a value of 1, 0 otherwise. In other words, the probability

equation projects the odds that the price this summer will be greater

than or equal to the price of last summer. Thus, the probability

equation is incomplete without the explanatory power of WPt4.1. .In •

essence, the probability is another measure of how well price is

predicted; yet, it is in a form that is intuitively appealing relative

to some threshold or trigger price of interest.

The prediction results of the estimated price and probability

equations are shown in table 2. Estimation was over the periods from

1954 through 1982, while forecasting was for 1979 through 1983. All

available observations were used in the forecasting procedure. Data

through 1978 were used to estimate the price and probability models to

forecast for 1979. Data through 1979 were used to forecast price and

probability for 1980, and so on. Parameter estimates of the models

were stable as the sample was updated.

For the purpose of evaluating the forecasting power of the

estimated price model ex post, two deterministic models were employed,

a no-change and a trend model. The measure used for evaluation is



Table 2. Actual Values and Predictions Using the Price and Probability Equations,

1979-1983

Price Probability

Maximum
Two-Stage Likelihood

Year Actual Predicted a Actual Predicted Predicted

dollars per cwt

1979 4.70 4.45 1 0.70 0.999

1980 5.67 4.90 1 0.96 1.000

1981 4.56 5.59 0 0.39 0.947

1982 4.60 5.11 1 1.00 1.000

1983 4.16 4.53 0 0.80 0.188

MSE (OLS) 0.42

MSE (No Change)b 0.50

MSE (Trend)c 1.32

Theil U .92

aSame for two-stage and maximum likelihood.

NIPt+1 =VIPt.

cWPtil (WPOPt_1).
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known as mean square error (MSE) ex post, table 2 (Granger). Using

this criterion, the estimated price model compares favorably. The

Theil U statistic was also used as an alternative forecasting

evaluation procedure. The value of this statistic (.92) implies that

the price forecast equation is better than a naive model which

collaborates the MSE ex post measure.'

The prediction power of the probability equation is evaluated in •

table 3. A criterion of 60-40 means that if the predicted probability

is 0.60 or greater and the actual value for the dichotomous variable

is 1, the probability prediction is correct. If the predicted value

is 0.40 or less and the actual value is 0, the probability prediction

is also correct. If the predicted and actual values do not conform as

described, the probability predictions are deemed incorrect.

In table 3 the percentage of accurate probability predictions

remains relatively high as the classification criterion becomes more

restrictive.. Even for the 70-30 criterion, probability prediction

accuracy is better than 50 percent for the two-stage procedure.

However, the probability predictions based on the maximum_ likelihood

procedure seemed to be more accurate than the two-stage estimation

procedure. Furthermore, the maximum likelihood predictions seem to be

more robust across classification criteria. Thus, there seems to be a

trade-off between computation complexity and prediction robustness.

Conclusion

This paper endeavored to show how probability prediction can be

incorporated with price prediction to enhance the usefulness of

forecasting results. This tandem forecasting application is
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Table 3. Probability Prediction Accuracy

ClassificatIon
Criterion

Percentage of Accurate Probability Predictions

Two-Stage
Procedure

Maximum Likelihood
Procedure

50-50 80 80

60-40 80 80

70-30 60 80

80-20 40 80

90-10 40 60

aUsing the 70-30 criterion as an example, the predicted

probability was correct 60 percent of the time (two-stage procedure)

during the prediction interval, 1979 through 1983, where the

predicted probability was 0.70 or greater when the actual price in

year was greater than or equal to the actual price in year t and

0.30 or less when the actual price in year was less than the

actual price in year t.

1107A/58A
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intuitively appealing and provides another vantage point from which to

evaluate alternative actions. Certainly, the demonstrated procedure

is subject to the same specification requirements as other referenced

forecasting frameworks.



1_3

Footnotes

1The latent variable will empirically be observed as one or a zero.

2For this study, ul and u2 are not assumed to be independent
%it-rich implies that at least one variable in X2 be not included in
X1 for identification.

3Given the hypothesized model for watermelon prices includes a
two-year moving average of past watermelon prices, this implies
watermelon prices follow some sort of an autoregressive process. The
process is adequately specified since a hypothesis test on the error
term for the equation rejects the null hypothesis of an autoregressive*
process. Thus, sample separation is possible and maximum likelihood
estimation is feasible.

4The use of a breakeven price or cost of production as a "trigger
price" would have been more intuitively appealing; however, due to
data limitations these other options were not available.

5If the U statistic lies between zero and one, the forecast is
better than a forecast from a naive model. A value of one implies
equivalency in forecasting ability while a value greater than one
indicates a naive model's forecast is better.
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