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1.
UNIVARIATE RESIDUAL CROSS CORRELATION ANALYSIS:

AN APPLICATION TO BEEF PRICES

introduction

In their empirical work, agricultural economists frequently face

questions such as: 1) Does some time-ordered variable X "lead" another

time-ordered variable .Y? -) Does feedback exist between X and Y? 3)

If Y "lags" X, what is the nature of the lag relationship? The purpose

of this study is to discuss and illustrate a relatively new statistical

methodology which appears to hold considerable promise as a useful tool

for addressing the above questions. While the methodology, univariate

residual cross correlation analysis, has been previously employed in

assessing macroeconomic lead-lag relationships (e.g.; Pierce), it has

yet to be reported in the agricultural economics literature. In sub-

sequent sections this methodology is discussed, and an application is

'made to beef price changes at the retail, wholesale, and farm levels.

The application is topical owing to recent public concern about

pricing efficiency in the beef marketing system. This cancern is

evidenced in recently proposed federal legislation (The Fair Meat

Trading Act of 1979) which would require the Secretary of Agriculture

to investigate alternative price discovery mechanisms for beef, includ-

ing computerized meat trading and a ban on formula pricing (Ward). Since

a possible criterion for evaluating alternative price discovery mechanisms

might be the speed by which price changes are reflected through the
•

marketing system, analysis of the lead-lag relationships between beef

price changes under the current beef marketing system would provide use-

ful "benchrqrk" information for evaluation of alternative price discovery

mechanisms.
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Univariate Residual Cross Correlation Analysis 

Crucial to the application of univariate residual cross correlation

analysis is a notion put forth by Granger. That is, a time-ordered

variable X may be said t "lead" or "cause" a second time-ordered variable

Y if Y may be better piedicted using the past history of X than without,

with all other information (including the past history of Y) being used -

in either case. This criterion has been adapted for use in assessing lead-

lag relationships in the time domain by Haugh, and Haugh and Box.

1,8tlY be generated by a stochastic process, represented in autore-

gressive and moving average forms as

F(B)Y = vt, (1)

and

= S(B)v , (2)

respectively; where Yt = the value of Y at time t; F(B), S(B) = infinite

polynomials in the lag operator B; and v
t 
= a white noise term at time

2
t with zero mean and constant variance, ay. -- It is assumed that the

process is both stationary FS(B) converges for BE and invertible

F(B) converges for IBI 11. 21

Similar34., let X be generated by a second stochastic process,

represented in autoregressive and moving average forms as

G(B)Xt = ut, (3)

and
t 
= T(B)u , (4)

respectively; where Xt = the value of X at_time t; G(B), T(B) = infinite

polynomials in B; and u
t 
= a white noise term at time t with zero mean

2
and constant variance, a

u
. It is assumed that thisprocess is also both

stationary and invertible.



As discussed by Haugh and Box, the cross correlation between

the u's and v's, defined at lag k as

(k)

Eru v ILt -k t

[til
may be used to assess linear causal or lead-lag relationships between X

and Y. Some linear lead-lag relationships of interest, as implied by

various patterns in the cross correlations, are shown in Table 1.

The reason for examining the cross correlations between the white

(5)

noise series, rather than the original series, is that any autocorre-

lation in the original series leads to overestimation of the significance

of the cross correlations (Haugh and Box, pp. 122-3)..

The u's and v's of Eqs. (1) - (4) are not observable. However,

estimates of the u's and v's, denoted as the a's and -v's respectively,

may be obtained via application of the univariate time series modeling

techniques popularized by Box and Jenkins. These techniques are based

on the notion that most time series ray be adequately represented by a

finite number of autoregressive and/or moving average terms. Statistical

tests of the significance- of the calculated cross correlations between

the cl's and ;'s, denoted as the r--(k)ls, may be used to infer the lead-

lag relationships between X and Y. If X and Y are independent, the r--(k)'s
uv

are asymptotically, independently and normally distributed with zero mean

and variance n
-1
, where n is the sample size.

As discussed by Pierce, the hypothesis that X and Y are independent

may be rejected at significance level a if

•••
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Table L. Linear Lead-1az Relationships lp1ied by Various Cross Correlations -

Cross Correlations Implied Linear Causal
at Lag K Relationships

I.p (4) 0 for SO=2 > 0 Icauses. Yuv

TI.p (k) 0 for so=a k < 0 causes Iuv-

771- Puv.(0) 0 Irastntaneouz causality bet-.Teen
X and. Y

17. p 71 0 for some k
and tor sane < 0

Feedback bet-wee= I and

V. p CIO = 0 for all k < U does coc cause I
LW

uv
(k) =. 0 for all k > does not cause Y

VII. p # 0 for sore k> 0 U=Idirectiomal causalityubir
and. p (k) = for all. I to Y

< 0"

7111- P (k) 74 0 for sane k
tr7and p (k) = 0 for all
k >

LW

Ix. ri. p
uv
(k) = 0 for all k r= 0 and
p (0) # 0

Unidirectional causality fro=
Y to X

I and Y are related instarzzazecusly.
but in no ocher way

I. p
uv
(k) =0 for all -k I and Y are independent

Source: (Pierce, p. 13).

•

•

•



0 = n
k=-m

I 2
1.„(k)1 x 

2 

' 
2rn+luv I a (6)

2
where, 2m4-1 is the upper a percentage point of the chi-square dis-

tribution with d.f. = 2m+1; and .m is chosen so as to include all p (k)is
uv

expected to differ from zero. The contention that X leads Y is supported

at significance level a if

gm
k=1

r--(k)
uv

1 2

m
2

Similarly, Y leads X may be asserted at a if

r--(k)
uv

2 2

Xa'

(7)

(8)

The significance of an individual r^-(k) may be detel-wined by comparison
uv

to its standard error, n The convention is to judge an r--(k) signifi-

cant if it is at least twice as large as its standard error. Once the

lead-lag relationships are ascertained, the white noise residuals may

be used in the construction of dynnic regression models (Haugh and Box).

What are the advantages of univariate residual cross correlation in

the assessment of lead-lag relationships between economic time series?

Griliches (p. 42) has noted that there is little or no theoretical

justification for the specific lag structures often imposed a priori on

data. With the present methodology, the analyst need not Impose a speci-

fic lag structure. Rather, the nature of the lag relationship is an

empirical issue; with the time series data themselves being used to assess

the relationship. Next, as mentioned above, this approach allows the

analyst to avoid testing problems encountered when autocorrelated time

series are cross correlated. Similarly, this approach may be used to cir-

cumvent the "spurious regression" problem (Granger and Newbold) which
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would likely be encountered in regressions of Y on leading and/or lagged

values of X in order to determine their lead-lag relationships. The

"spurious regression" problem, i.e., the overestimation of the significance

of both the whole regression and individual regression coefficients, may

be encountered when autocorrelated time series are regressed on each

other.

With respect to frequency domain techniqUes, harmonic analysis is

sometimes used to assess lead-lag relationships (Franzmann and Walker).

However, it is not possible, in a mathematical sense, to distinguish be-

tween a lead and a lag by that technique (Barksdale, et al., p. 311). The

present methodology does not suffer that problem. While cross-spectral

analysis allows assessment of lead-lag relationships, univariate residual

cross correlation analysis should be easier to understand and interpret

for those not used to frequency dornin representations of time series.

Also, the present methodology is less of a computational burden than is
•

cross-spectral analysis.

An Application

Univariate residual cross correlation analysis was applied to weekly

beef price changes at the retail, wholesale, and farm levels. Lead-lag

relationships between price changes at various levels in the beef market-

ing system have been of recurring interest, owing to previous concern

about pricing efficiency in that system. An early study by the National

Commission on Food Marketing (pp. 91-94) examined, via regression

techniques, weekly price changes. It was concluded that farm price changes

led wholesale changes by up to two weeks, and that wholesale price changes

led retail price changes by up to eight weeks. The estimated wholesale-

retail relationship may, however, have been tainted by a serial correlation



problem as indicated by the inconclusive results of a Durbin-Watson

test. Fran=mann and Walker conducted a harmonic analysis of monthly

wholesale and farm level prices, and concluded that wholesale prices led

farm prices by three months. Barksdale, et al. used cross-spectral

techniques in an analysis of monthly prices. Their results indicated

that wholesale and farm prices changed instantaneously, but that retail

prices followed wholesale prices by three weeks. Most recently, King

used polynomial distributed lags in an analysis of weekly price changes.

He concluded that farm and wholesale prices were instantaneously related,

and that wholesale prices led retail prices by up to five weeks. King

acknowledged that his models suffered from certain estimtion problems,

particularly, serially correlated residuals.

The data for the present analysis were comprised of the first

differences of weekly retail, wholesale, and net farm beef values for
3/

January, 1974 through June, 1978, with n = 234. Let R 
W, 

F =
t t t

the first differences of retail, wholesale, and net farm beef values,

respectively, between weeks t and t-1. Table 2 shows the estimated auto-

correlations of the R's, W's and F's for up to 10 lags. If each series

was random, the standard error of individual autocorrelations could be

approximated by n , which in the present case is 234 = .07. Note

that each series in Table 2 has estimated autocorrelations exceeding

the value .07 by a factor of two or more. It may be concluded that auto-

correlation is present in each series. Recall from the previous section

that this autocorrelation may lead to overestimation of the significance

of cross correlations between R's and W's, and/or the W's and F's. Thus,

the univariate residual cross correlation approach is appropriate.
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The iterative model building process described by Box and

Jenkins resulted in the following univariate time series models:

Retail: a
t 
= R .11386a

t-1 
.16216a

t-3 
= .23175a

t-

wholesale: b
t 
= W .153

20St-3' R
SE = 3.1 7

and farm: c= P - .26258a
t-1 

.29304a t_2, RSE 2.54

•

•

RSE = 1.86 (9)

(10)

(11)

where the a s, ;is and = white noise residuals; and RSE = the residual

4/
standard error.-- Calculated cross correlations between the a s ana s

and the S ts anc & ts for -10 k 10 are reported in Tables 3 and 4.
•

• From the Q-statistics m chosen to be 10), and comparison of

individual cross correlations to their standard errors, the following

points appear noteworthy.

1. In Table 3, Q-1-0- exceeds the critical value of x540 = 18.3,

but . Q10 does not.- The implication is that wholesale value changes preceed

retail value changes, and there is no feedback from the retail level. .The
•

- -largest cross correlations occur at the first two negative lags or a

implying a more rapid adjustment of retail prices than that found by King

-and the National CoTmission on Food Marketing. However, the serial

correlation proble-ls suffered in those studies may have resulted in

the "spurious regression" phenomenon discussed by Granger and Newbold.

2. From Table 4, exceeds the critical value of 18.3, while 0110

does not. Large cross correlations occur at r;-(0) and rsa(-1). These
oc

results imply that farm value changes lead wholesale value changes, lend-

ing some support to the findings of the National Comrlission on Food Market-

ing, but contradicting Barksdale, et al., and King; who concluded that

wholesale and farm level changes were instantaneous. However, faxim and

wholesale value changes had their strongest association at a zero lag

in the present analysis. These results sharply contradict the conclusion

•
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Table 2. EstAmated Autocorrelations of Ueekly Price Changes at the
Retail, Wholesale, and Far= Levels.

Lags

2 4 6 7 8 9 10

Retail Level

.20 .15 .17 .22 .11 .02 -.04 .00 .05. -.03

Wholesale Level

.08 -.02 .15 -. -.05 .00 .02 -.05 .-.05 .02

Farm Level.

•

.28 .21 -.04 -.06 -.01 -.d4 -.03 -.05 -.03 .02

41,

Table 3. Estimated Cross Correlations Between 'White Noise Residuals
of Weekly Retail and Wholesale Value Changesa.

Lags

3 4 5 6 7 8 9 10

Positive Lags of 'It (k > 0

-.10 .11 .02 -.01 -.06 -.04 .01 .01 -.02 .-.02

Negative Lags of It (k 4 0 •

.46* .43* .12 :01 -.08 .05 .05 .05 .03 .03

-1;
Note: r--(0) = .10, 234 - .07, Q21 = 109.4, Q10 = 6.3, Q-- 100.3-

ab 10 =

Table 4. Estimated Cross Correlations Between White Noise Residuals
of Weekly Wholesale and Net Farm Value Changes

Lags

2 3 4 5 6 7 8 9 - /0

Positive Lags of b t: (k 0)

.04 -.07 .02 -.08 .05 .03 .00 -.08 -.02 .02

Negative Laos of it (k <.()

.22* .12 -.08 -.02 .01 -.01 .04 -.03 -.07 .09

••••••

Note: r--(0) = .76*, Q21 
= 161.4, Q

10 
= 5.6, Q-- 20.0

bc 10

a.1 
Tables 3 and 4, a cross correlation marked by * is at least

three tines greater than its standard error.

•
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of Franzmann and Walker that wholesale prices lead farm prices by

three months.

Taken as a whole, the present analysis indicates farm level changes

are apparently reflected in wholesale value changes within a week, and

wholesale changes are reflected in retail value changes within three

weeks. Considering the two weeks or so required to physically transform

a live beef animal into beef cuts at the retail level (Faris and Cou-

villion), these results imply that the current price discovery mechanisms

in the beef marketing system provide fairly rapid price adjustments

between the farm, wholesale, and retail levels.

While the above analysis has indicated the lead-lag relationships

between price changes in the beef marketing system, the analysis has

not indicated what proportion of farm level changes are transmitted to

the wholesale level, or the pro'portion of wholesale level changes

transmitted to the retail level. An approach to that problem would be

to use the lead-lag relationships identified above in the construction

of dynamic regression models explaining wholesale level changes with

farm level changes, and retail level changes with wholesale level changes.

The author is presently constructing such models.

Summzlry

This study has provided a discussion of univariate residual cross

correlation analysis, a statistical tool for assessing lead-lag relation-

ships between economic time series. This methodology offers several

advantages. The analyst need not a priori impose a specific lag struc-

ture on his data, rather, the data are allowed to suggest the nature of

•



the lead-lag relationships. I:Lvariate residua:1 cross correlation analysis

is also both easier to understand and to apply than is cross-spectral

analysis.

For the purpose of illustration, this methodology was applied in

an analysis of lead-lag relationships between beef value changes at the

retail, wholesale, and farm levels. The results of that analysis indi-

cate that far= prices lead wh9lesale prices by about one week, and in

_turn, wholesale prices lead retail prices by about three weeks. These

results were interpreted as being iudicat ve of a relatively rapid

adjustment of beef prices through the beef marketing system.

Footnotes

1/
The lag operator i defined such the 113v = v . 2

-3

•

example.

2/
--Stationarity implies that the probabilistic properties of the process

are not affected by a shift in time origin. Anon-.stationary process
can often be made stationary by a judicious data transformation. in-
ertibility assures that v may be resproduced or recovered from present _
and oast values of Y.

-1/ThP data are those reported by the Meat Animals Program Area, USDA,
ESCS, CED.

4/
-- The residuals were deemed white noise based on the absence of any

patterns among their AC's and PAC's. This conclusion was supported
by the results of the "portmanteau" test, with a = .05, suggested by
Box and Jenkins. Ninety-five percent confidence limits for the para-
meters associated with the above variables were as follows:
a -.24 to .01; a

3 
, -.29 to -.03; a

4 
-.36 to -.10; bt- t-' 

-.28 to -.02; 2 3 -.39 to -.13; c -.42 to -.17.t-1 -2 ' '

•

•
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