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Abstract

We consider a private-values buyer-seller problem with multiple objects. Valuations are

binary, i.i.d., and such that the problem does not have a trivial solution. We characterize

mechanisms that span the Pareto frontier. These have a very simple form: Call the seller

"good" if he has a low valuation and "bad" if he has a high valuation. Call the buyer "good" if

he has a high valuation and "bad" if he has a low valuation. For each object, if both say "bad"

�there is no trade. If both say "good" �they trade. If agent j says "bad" and the other says

"good", they trade only if the number of good objects in j�s announcement is above a certain

threshold (at the threshold itself they trade with probability between 0 and 1). The thresholds

depend on the weights given to each agent in the designer�s objective function: as she leans

more towards one of the agents, his trading threshold weakly decreases, and the rival�s weakly

increases.

�We thank Eddie Dekel, Matt Jackson, Nadav Levy and semimar participants at Tel Aviv University for helpful
comments and discussions. The second author acknowledges �nancial support from the Sapir Center for Development
and from the Foerder Institute for economic research.
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1 Introduction

Bilateral trade with private values is a fundamental problem in mechanism design. Myerson and

Satterthwaite (1983) have shown that in any non-trivial buyer-seller problem with continuous valu-

ations, full e¢ ciency cannot be attained. Also with discrete (�nite) valuations, for many parameter

values the �rst-best outcome cannot be reached.

Jackson and Sonnenschein (2007) have recently shown that with many objects (and valuations

that are independent across objects), the problem disappears in the limit: the �rst-best outcome

can be approached as the number of objects tends to in�nity.1,2. While their mechanism approaches

the �rst best in the limit, for a �nite number of objects it is not the optimal one (not second best).

In this paper we characterize the set of second-best outcomes for bilateral trade of multiple

objects. That is, for any pair of weights, we �nd the second-best mechanism that maximizes the

respective weighted sum of the buyer�s and seller�s ex ante gains from trade. We con�ne ourselves

to the case of binary valuations.

The basic tension in the buyer-seller problem, as mirrored in Myerson and Satterthwaite�s proof,

is that the information rents that must be paid to agents in order to induce them to reveal their

types (incentive compatibility) and agree to participate (individual rationality), are higher than

the surplus generated by trade. Myerson and Satterthwaite show that the optimal (second-best)

solution involves participation restrictions, i.e., not allowing bene�cial trade in some cases. That is

done by reducing the trade probability for types who gain less from trade; As a result, the incentives

of types who gain more from trade to pretend to be of the former kind are relaxed, and thus they

demand lower rents. While restricting participation also reduces the surplus from trade, rents are

a¤ected more. The optimal solution involves the minimal restrictions of trade that su¢ ce to equate

rents with surplus.3

What is the optimal way of restricting participation when there are multiple objects? Trading

each object separately, using for each the one-object-optimal mechanism, is not the best solution.

1Jackson and Sonnenschein treat a more general collective decision problem; in this context their mechanism works
even without monetary transfers between agents.

2Athey and Miller (2007) study a di¤erent but related question: a sequential trading problem with in�nitely many
periods. They show that the �rst-best outcome can be attained (for discount factors above 1=2) with ex-ante budget
balance. With ex post budget balance only the one-shot outcome is feasible, and with a bounded, collateralized credit
line the �rst-best outcome can be approached as the discount factor tends to 1.

3Speci�cally, Myerson and Satterthwaite show that the mechanism that maximizes the expected gains from trade
restricts trade whenever the di¤erence between the announced valuations is below some threshold.
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Rather, one can link the di¤erent trade problems, allowing the restrictions on the trade of one

object to depend on the (announced) valuations of the other objects. This paper identi�es the best

way of allocating the trade restrictions, optimally trading o¤ the reduced rents and lost surplus.

The resulting mechanisms, that together span the Pareto frontier of agents�utilities, share a very

simple structure:

Call the seller "good" if he has a low valuation and "bad" if he has a high valuation. Call the

buyer "good" if he has a high valuation and "bad" if he has a low valuation. For each object, if both

say "bad" �there is no trade. If both say "good" �they trade. If agent j says "bad" and the other

says "good", there is trade only if the total number of good valuations in agent j�s announcement

is more than Mj . (At exactly Mj "good" announcements there can be trade with probability less

than one). In other words, whenever an agent announces "bad", he is allowed to trade (in case

the other agent announced "good") only if there were su¢ ciently many other objects for which he

announced "good".

The respective thresholds for the two agents, i.e., the numbers Mj of good announcements

that are required to get the permission to trade at bad valuations, depend on the weights given

to the utilities of the two agents in the objective function of the mechanism designer. The higher

an agent�s weight, the lower his threshold. At the extreme cases, when the mechanism strongly

prefers one agent (approaching the monopoly/monopsony solution), that agent�s threshold is 0.

This means that the mechanism allows him to trade whatever his announcement. The only trade

restrictions come, in such a case, from the disfavored agent (the buyer facing a monopolist or seller

facing a monopsonist). If there are only few objects, the disfavored agent might be allowed to trade

only his good-valuation objects. But if there are many objects, his trade threshold is less than the

number of objects. This means that he sometimes trades his bad objects, and thus obtains positive

rents. This case corresponds to mixed bundling in the monopoly literature.

In related and independent work, Fang and Norman (2008) study the problem of provision of

multiple public goods when exclusion is allowed. That is, there are many potential users with

private information on their willingness to pay, and after they report their types the government

decides whether to produce each public good, whether to exclude certain agents from using it, and

how much to charge each one. For the case of binary valuations, they characterize the optimal

mechanism (with equal weights on all consumers). They show that as the number of agents grows

without bounds: (1) Either all or none of the public goods is provided. (2) Each consumer with

a low valuation is excluded i¤ he announced low valuations too many times. Note however that
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while there are strong mathematical connections between the buyer-seller problem and the public-

goods problem (with two agents and without exclusion), Fang and Norman�s result regarding the

exclusion rule is not parallel to ours. This is because the public-goods analogue to trade in the

buyer-seller problem is the provision, rather than exclusion. Yet, many of the fundamental ideas

underlying our proofs are similar to those of Norman and Fang�s.4

The remainder of the paper is organized as follow. In section 2 we present an example that

illustrates our main result and the intuition for the construction of optimal mechanisms. Section

3 introduces the model and some preliminary results that allows us to simplify the analysis. In

section 4 we derive the optimal mechanisms and present our main result. Section 5 presents some

graphs that shed light on our results. The proofs of all the lemmas and propositions are relegated

to the appendix.

2 Example

Let us consider a simple example that illustrates our main result and sheds some light on the

intuition behind it. We start by constructing the optimal trade mechanism for the case of one object;

we then analyze a replication of problem to three objects, and identify the optimal mechanism in this

case. Importantly, this mechanism is not just a replication of the one-object optimal mechanism,

but rather conditions the probability of trade in one object on the announcements regarding the

other objects.

Consider �rst the single-object trading problem. Suppose that the seller�s valuation of the

object is either 11 or 0, While the buyer valuates it as either 12 or 1. Valuations are independently

drawn, with equal probabilities for the high and the low valuation. Agents are risk neutral and each

knows only his own valuation. To allow addressing both agents parallely, call the low valuation of

the buyer (which is 1) and the high valuation of the seller (11) "bad", and call the high valuation

of the buyer (12) and the low valuation of the seller (0) "good". That is, "good" refers to types

that are more eager to trade.

The (direct) trading mechanism receives a message from each agent regarding his valuation, and

determines the probability of trade and the payments. We look for a mechanism that is incentive

compatible, individually rational and budget balanced.

4Fang and Norman (2006) deal with the provision and exlusion of two public goods and is only peripherally related
to our paper.
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The parameters in our example are set such that full e¢ ciency cannot be attained. For that, the

probability of trade should have been 1 for the three combinations of valuations in which the buyer

values the object more than the seller (i.e., at least one agent is "good"), and with probability 0

when the buyer has the lower valuation (both agents are "bad"). The total expected surplus from

trade would then be (12 + 1 + 1) =4 = 3:5. But this is insu¢ cient to �nance the information rents

to agents, needed to ensure their participation and truth telling. To see this, let us compute the

minimal expected rent to each agent. The expected payo¤ to the bad type must be at least 0 for

him to participate. The good type can always pretend to be a bad one; in that case he obtains the

same payo¤ as the bad type, plus the di¤erence between their valuations, which is 11, times the

probability 0:5 that the bad type trades (recall that the bad type only trades with the good type

of the opponent). Thus, for him to reveal his true type, his rent must be at least 0:5 � 11 = 5:5.

Consequently, the agent�s expected rent must be at least (5:5 + 0) =2 = 2:75, and thus the sum of

rents to both agents, 5:5, is more that the surplus of 3:5 generated by the mechanism.

To regain budget balance, we can reduce the probabilities of trade of bad-good encounters.

If this probability is reduced to p < 1, the rent to good types is proportionally reduced, to p �

5:5. The surplus created by the mechanism is also reduced, but in a smaller ratio: it is now

(12 + p � 1 + p � 1) =4 = 3 + 0:5 � p. By reducing p to 0:6 the surplus exactly su¢ ces to �nance the

rents, and equals 3:3 (which is less that the �rst-best surplus of 3:5).

Suppose now that the same buyer and seller wish to trade three objects. The valuations of the

di¤erent objects are independently drawn from the same distribution. The argument of the single-

object case shows again that the �rst-best outcome is unattainable. By trading each of the objects

using the second-best mechanism identi�ed above, one can reach a surplus of 3 � 3:3. However, we

can fare better by allocating the (unavoidable) restrictions on trade in a better way, exploiting the

richer structure of the agents�type space

Consider then the following mechanism. Trade in each object takes place according to the

�rst-best plan, unless one of the agents reports that all his three valuations are bad. That is, each

agent is allowed to trade his bad-valuation objects only if he reported at least one good valuation.

To compute the required rents, we �rst pay the bad-bad-bad type the minimal amount that

makes him participate, which is 0. Now consider the types with exactly one good valuation. If they

lie regarding their good object and pretend that its valuation is also bad, the mechanism will not

let them trade it. Thus, we don�t need to pay them any information rent, so they, also, are paid 0.

Next, consider types with two good valuations. If they lie once, pretending that one of their good
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objects is bad, they will gain the valuation di¤erence (11) time the probability that they will then

trade this object (0:5 �the probability that the opponent has a good valuation for that object).

The rent needed to prevent them from lying is thus 0:5 � 11 = 5:5. Note that these types gain

nothing by lying twice, as then they will be treated as a bad-bad-bad type and not trade at all.

Finally, the good-good-good type has to be paid twice the rent of 5:5, as he can lie regarding the

valuations of two objects. Again, he cannot lie three times as then he will be banned from trade.

Since, out of an agent�s 8 possible types, there are 3 with two good valuations and 1 with three

good valuations, each agent�s expected rent is (3 � 5:5 + 1 � 11) =8. Thus, the sum of the two rents

is 6:875. This is less than the surplus created by the mechanism. To see this, let us compute the

average probability of trade of bad objects. As there is one type with three bad valuations who

trades bad objects with probability 0, three types with two bad valuations who trade bad objects

with probability 1, and three with one bad valuations who trade with probability 1, the average

probability is 1�3�0+3�2�1+3�1�11�3+3�2+3�1 = 0:75. This probability is higher than 0:6 �the probability that an

object with a bad valuation is traded with the one-object optimal mechanism.

The total surplus of this mechanism, 3 � (12 + 0:75 � 1 + 0:75 � 1) =4 = 10:125, is already higher

than that of trading each object separately (3 � 3:3 = 9:9). Moreover, we can increase it even more

by allowing the bad-bad-bad types of the two agents a probability of trade that exactly equates

the surplus and the rents. In the optimal mechanism, this probability is 26=74, and the expected

surplus is approximately 10:25.

The mechanism that we devised maximizes the total surplus, which is the sum of the agents�

utilities. To span the entire Pareto frontier of the trading problem, we should consider all the

mechanisms that maximize weighted sums of the agents�payo¤s, with weights �s and �b = 1� �s

on the seller�s and buyer�s utilities. How does the second-best mechanism change along the Pareto

frontier?

First note that our choice above, to use the remaining surplus and let each agent�s bad-bad-bad

types to trade with probability 26=74, was only one of many optimal choices for the case where

�s = �b = 1=2. In fact, the remaining surplus could have been used for any combination of

trade probabilities for the seller�s and the buyer�s bad-bad-bad types, as long as the sum of the

probabilities is 2 � 26=74. The way this probability is split determines the agents�rents, which are

their utilities, and thus the utility-pair (seller and buyer, respectively) can be at any point between

(3:44; 6:82) and (6:82; 3:44).

The remaining parts of the Pareto frontier are found by devising the optimal mechanisms for
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non-equal weights �s and �b. Let us thus gradually increase �s from 1=2 to 1 (a symmetric

construction applies for �b in (1=2; 1]). Given this problem�s parameters, there are three additional

relevant thresholds for �s. For 1=2 < �s < 148=281, the only �-optimal solution is to completely

ban the buyer�s bad-bad-bad type from trading, and allocating the probability of 52=74 solely to

the seller�s bad-bad-bad type. For all these ��s we obtain the same point on the Pareto frontier,

(6:82; 3:44). At �s = 148=281, we are indi¤erent between the buyer�s bad-bad-good types and the

sellers bad-bad-bad. We can now transfer trade probability from the former to the latter, until the

seller�s bad types all trade with probability 1. Doing so, we move from the vertex (6:82; 3:44) to the

vertex (8:25; 1:84). For �s above 148=281, we continue to decrease the buyer�s trade probabilities

of bad-valuation objects, �rst from his bad-bad-good type (until �s = 44=82), and then from his

bad-good-good type (until �s = 11=19). The net savings (reduced rent minus reduced surplus) is

paid up-front to the seller. This way we span two more edges of the Pareto frontier. Finally, for

larger �s, the buyer only trades good-valuation objects and receives no rent at all. All the surplus

goes to the seller.5

3 Model and Preliminary Results

Consider a buyer-seller problem with N objects, labeled i 2 I = f1; :::; Ng. Both agents are risk

neutral. They value each object as either "high" or "low": the possible valuations of the seller (s)

are vsh > v
s
l � 0, and for the buyer (b) they are vbh > vbl > 0. For non-triviality of the problem we

assume that vbh > v
s
h > v

b
l > v

s
l . We also denote the di¤erence between the possible valuations, for

each agent j 2 fb; sg, by �j = vjh � v
j
l .

To allow treating the buyer and seller in a similar way, for each object i we say that the buyer�s

valuation of that object is "good" if it is high (vbh) and "bad" if low (v
b
l ). For the seller, we say that

his valuation is "good" if it is low (vsl ) and "bad" if it is high (v
s
h). In other words, good valuations

are associated with the stronger desire to trade (for a given price).

A type for agent j 2 fb; sg is a vector of valuations for each object, wj =
�
wj1; :::; w

j
N

�
2 W j .

Valuations are independent across objects and agents. Speci�cally, each valuation wji takes the

values vjgood and v
j
bad with probabilities q

j 2 [0; 1] and
�
1� qj

�
, respectively. Agents are risk-

neutral, and their utilities are additive: denoting the set of objects that are traded (transferred

5When there are su¢ ciently many objects, there are types of the buyer (those with many good valuations) whose
trade of bad objects generates more surplus then rent to higher types who might mimic them. In this case these
types are allowed to trade in their bad objects, even if �s is 1; they thus receive a positive rent.
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from the seller to the buyer) by ITR � I and the transfer to agent j (which may be negative) by

tj , the agents�preferences are represented by

ub
�
ITR; t

b
�

=
X

i2ITR
wbi + t

b,

us (ITR; t
s) =

X
i2ITR

�wsi + ts.

3.1 Direct Mechanism

By the revelation principle (Myerson 1979), we restrict our attention, without loss of generality, to

incentive compatible direct mechanisms. A direct trade mechanism receives as input a vector of

objects�valuations from each agent. It then determines for each object i 2 I whether it should be

transferred from the seller to the buyer, and sets a monetary transfer (possibly negative) to each

agent.

More formally, a mechanism � speci�es, for each pair of announcements ws; wb, the probability

p
�
i;ws; wb

�
of trade for each object i, and the monetary transfers to each of the agents, ts

�
ws; wb

�
and tb

�
ws; wb

�
. In particular, the probability of trade in one object is allowed to depend on the

valuations of other objects. Under this notation, agents�ex post utilities are given by:

U b(ws; wb) =
XN

i=1
p
�
i;ws; wb

�
wbi + t

b
�
ws; wb

�
,

U s(ws; wb) =
XN

i=1
�p
�
i;ws; wb

�
wsi + t

s
�
ws; wb

�
.

For each agent j and each of his types wj , denote the interim expected probability of trade in

each object i and the expected transfer, under the mechanism � =


p; ts; tb

�
, by:

�pj
�
i; wj

�
= Ew�j

h
p
�
i;ws; wb

�i
,

�tj
�
wj
�
= Ew�j

h
tj
�
ws; wb

�i
.

where Ew�j denotes the expectation over all types of the rival agent �j (if j is the seller then �j

is the buyer, and vice-versa). The interim expected utilities of the seller or buyer of type wj who

announces ŵj , are then:

EU b(wb; ŵb) =
XN

i=1
�pb
�
i; ŵb

�
wbi + �t

b
�
ŵb
�
, (1)

EU s(ws; ŵs) =
XN

i=1
��ps (i; ŵs)wsi + �ts (ŵs) .6
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The mechanism must satisfy incentive-compatibility:

EU j(wj ; wj) � EU j
�
wj ; ŵj

�
for any wj ; ŵj 2W j ,

and individual rationality:

EU j
�
wj
�
� EU j

�
wj ; wj

�
� 0 for any wj 2W j .

Moreover, we require ex-post budget balance of the mechanism:

ts
�
ws; wb

�
+ tb

�
ws; wb

�
� 0 for any ws 2W s, wb 2W b.

3.2 Allocation-Neutral Utility Representation

Note that the utility of both agents comes from two sources. One is the utility (positive or negative)

that is obtained directly from the exchange of the objects, that is
PN
i=1 p

�
i; ws; wb

�
wbi for buyer

and
PN
i=1�p

�
i; ws; wb

�
wsi for seller. The second is the utility from the transfers, namely tb

�
wb
�

and ts (ws).

It is convenient to decompose the transfers tj to two parts, as follows:

tb(ws; wb) =
XN

i=1
�p
�
i; ws; wb

�
wbi + �

b
�
ws; wb

�
(2)

ts(ws; wb) =
XN

i=1
p
�
i; ws; wb

�
wsi + �

s
�
ws; wb

�
.

The �rst term is just minus the utility from objects�exchange; by de�nition, the utility from the

exchange itself plus this term is zero (assuming the agents report their true valuations). The second

part, � (which is implicitly de�ned by equation 2), is now the net utility of the agents. Denoting

�� j
�
wj
�
� Ew�j

�
� j
�
ws; wb

��
, we have:

EU
�
wj
�
= �� j

�
wj
�

(3)

This decomposition of the transfers can be described as follows: if trade takes place, the agents

immediately pay (or get paid) their full announced valuations. On top of these "o¤setting pay-

ments", they pay or receive additional transfers � j which �given truth telling �now capture their

net utility.
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Importantly, as long as an agent reports his true valuations, he is indi¤erent regarding the

mechanism�s decisions over trades � his utility depends only on the (new) transfer function � j .

In case of a deviation from reporting the true valuation, he gains or loses from the trade (plus

o¤setting payment), and the transfer � j is also changed. Under this new notation the incentive

compatibility constraint of agent j can be written as:

XN

i=1
�pb
�
i; ŵb

��
ŵbi � wbi

�
� �� b

�
ŵb
�
� �� b

�
wb
�
, (4)XN

i=1
�ps (i; ŵs) (ŵsi � wsi ) � �� s (ws)� �� s (ŵs) .

That is, the net gain from trading when the true valuation is wji and the o¤set payment is according

to the reported valuation ŵji , must be less then the resulting change in the transfer �
j .

The individual rationality constraint, in the new notation, is simply:

�� j
�
wj
�
� 0 for any wj 2W j .

3.3 Ex Post and Ex Ante Budget Balance

By Proposition 2 in Borgers and Norman (2008), since the agents are risk neutral and their types

are independent, for any mechanism satisfying ex ante budget balance there exists a mechanism

satisfying ex post budget balance with the same trading rule and same interim utilities to both

agents. Intuitively, the two risk-neutral agents can insure the mechanism while keeping their interim

utilities unchanged. We can, therefore, look for an optimal mechanism in the domain of ex ante

budget balanced ones:

Ewb;ws
h
ts
�
ws; wb

�
+ tb

�
ws; wb

�i
� 0.

Denoting the "revenue" of the mechanism by:

R
�
ws; wb

�
= �

�
ts(ws; wb) + tb(ws; wb)

�
= (5)

=
XN

i=1
p
�
i; ws; wb

��
wbi � wsi

�
� � b

�
ws; wb

�
� � s

�
ws; wb

�
,

ex ante budget balance is simply:

Ewb;ws
h
R
�
ws; wb

�i
� 0. (6)
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3.4 Symmetric Mechanisms

Since our trading problem is symmetric across objects (each agent�s valuations of objects are i.i.d.),

we can restrict attention to symmetric mechanisms. Such mechanisms are agnostic to changing the

names of the objects.

Let � : I ! I denote a permutation mapping, and let � be the set of allN ! possible permutations

of the set I. Let M� denote the corresponding permutation operator (matrix) on vectors, so that

M�w is a vector of valuations in which the ith element is the � (i)
th element in w.7

De�nition 1 A mechanism � =


p; � s; � b

�
is symmetric if for all ws 2W s, wb 2W b, and � 2 �:

1. p
�
i;ws; wb

�
= p

�
� (i) ;M�w

s;M�w
b
�

2. � s(ws; wb) = � s(M�w
s;M�w

b)

3. � b(ws; wb) = � b(M�w
s;M�w

b)

Proposition 1 For every incentive compatible mechanism � =
�
p; � s; � b

�
, there exists a mechanism

�̂ =
�
p̂; �̂ s; �̂ b

�
that is incentive compatible, symmetric and provides the same ex ante utilities for

the agents and same ex ante revenue for the mechanism.

In a symmetric mechanism, the probability of trade in each object depends only on the agents�

valuations of that object and on the numbers of good valuations in each agent�s type. Moreover,

the transfers to agents depend only on the number of good valuations in their types. More formally,

let g
�
wj
�
denote the number of "good" valuations in wj . Then the probability of trade p

�
i; ws; wb

�
depends only on wsi ; w

b
i ; g (w

s) and g
�
wb
�
, while the transfers � j

�
ws; wb

�
depend only on g (ws)

and g
�
wb
�
. It is thus convenient to partition the setW j of all types of agent j to N+1 equivalence

classes
n
Gjm

oN
m=0

such that all types wj in Gjm have the same number g
�
wj
�
= m of "good"

elements. An arbitrary type in Gjm is denoted by wj;m.

7Formally, M� is a matrix whose ith row is the ��1(i)th row of the unit matrix of size N � N , i.e., [M�](i;j) =
[IN�N ](��1(i);j). For example, if �(1) = 3, �(2) = 1, �(3) = 2, then the corresponding permutation matrix is

M� =

24 0 1 0
0 0 1
1 0 0

35.
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4 Optimal Mechanisms

In this section we characterize, step by step, a collection of simple mechanisms that spans the

Pareto frontier of our trading problem. That is, for any pair of weights � =
�
�s; �b

�
(non-negative

and sum to 1), we look for a mechanism that maximizes the �-weighted sum of the agents�ex ante

utilities:

�sEws;wbU
s(ws; wb) + �bEws;wbU

b(ws; wb) (7)

in the domain of incentive compatible, individually rational and (ex ante) budget balanced mech-

anisms. We call such mechanisms "�-optimal".

Recall from the example in section 2 that, whenever a �rst-best outcome is not attainable, the

construction of a second-best mechanism involves �nding the best compromise between generating

trade surplus vs. increasing the rents to agents. Put di¤erently, in these cases our aim is to restrict

trade as e¢ ciently as possible so as to reduce rents until the mechanism�s surplus (which is also

reduced by restricting trade) equals the sum of rents. Importantly, rents are paid to good types so

as to deter them from pretending to be bad ones and obtain better trading prices. These rents are

thus proportional to the probability that they will be still allowed to trade if they lie, i.e., on the

probability that the bad types trade.

4.1 Good-Good and Bad-Bad Encounters

There are two cases in which there is no tension between trade surplus and rents. When two bad

types meet, it is optimal not to let them trade, as this generates negative gains from trade and

induces positive rents. When two good types meet, they must trade with probability 1, as this

generates positive gains from trade without requiring any rents (as bad types have no reason to

pretend to be good). This intuition, straightforward in the case of one object, remains true also

with many objects, as the following proposition states:8

Proposition 2 In any �-optimal mechanism, for every object i 2 I:

1. If both agents value i as "good" �the object is traded with probability 1.

2. If both agents value i as "bad" �the objects is not traded.

8Note that the proof of the proposition does not rely on the symmetry of the mechanism.
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4.2 Good-Bad encounters and Minimal Rents

Knowing how good-good and bad-bad encounters should be dealt with, we now need to devise the

most e¢ cient way of limiting trade in good-bad encounters.

By Proposition 1 we can restrict our attention to symmetric mechanisms. Any symmetric

mechanism induces, for each agent j, 2N constants
�
�jm
	N
m=1

and
�
�jm
	N�1
m=0

, where �jm and �jm

are the expected probabilities that a type wj;m of agent j (a type with exactly m good valuations)

trades his good and bad objects, respectively:9

�jm = �pj
�
i; wj

�
where wji = v

j
good and g

�
wj
�
= m, m = 1:::N

�jm = �pj
�
i; wj

�
where wji = v

j
bad and g

�
wj
�
= m, m = 0:::N � 1.

These constants, accompanied by a set of transfers � , are su¢ cient to determine whether the

mechanism satis�es IC, IR and BB. If these hold, then the transfers � are the agents�utilities and

they determine the value of the �-weighted social welfare function.

The standard way of devising the transfers in unidimensional settings, in which types can be

linearly ordered (See, e.g., Bolton and Dewatripont (2005), pp. 78-80), involves an inductive con-

struction by which each type is paid the minimal rent that makes him not mimic the type that

is just one step below.10 That is, the mechanism pays the minimal rents subject to satisfying

"local downward incentive compatibility" (LDIC). In the unidimensional case LDIC (plus the min-

imal rents) implies full incentive compatibility, since in any incentive-compatible mechanism the

probabilities of trade must be weakly increasing in the agent�s type11.

In our multidimensional setting, this last implication is no longer the case. Incentive com-

patibility alone does not guarantee that the probabilities are increasing, that is �jm+1 � �jm and

�jm+1 � �jm12. Thus, local IC constraints do not ensure IC. We therefore employ the following proof

strategy. We construct the optimal mechanism under the local IC constraint. We then observe that

the optimal mechanism (under the local IC) is, in fact, monotone (�jm+1 � �jm and �
j
m+1 � �jm for

9The symmetry of the mechanism directly imply that the ��s and ��s are well de�ned.

10 In continuous settings, such as Myerson and Satterthwaite�s, the inductive construction is replaced by integration
of a derivative.

11Provided that utilities are quasi-linear, as in our model.

12 Incentive compatibility does imply that �jm+1 � �jm (which is the same kind of monotonicity as in the unidimen-
sional case), but this does not help us.
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all m). The monotonicity implies full incentive compatibility. This implies that the mechanisms

that we construct, which are optimal in the larger set of local IC mechanisms, belong also to the

smaller set of IC mechanisms. Thus, they are indeed optimal.

4.2.1 Local Incentive Compatibility

We now de�ne the set of SLIC mechanisms � symmetric and locally incentive compatible � in

which we will search for optimal ones. We also de�ne monotonicity and show that a monotone

SLIC mechanism satis�es full IC.

De�nition 2 A symmetric mechanism is SLIC if, for any m 2 f0; :::; N � 1g and any wj;m 2 Gjm
and wj;m+1 2 Gjm+1

1. �j�jm+1 � ��
�
wj;m+1

�
� ��

�
wj;m

�
2. �j�jm � ��

�
wj;m+1

�
� ��

�
wj;m

�
3. �jm � �jm

The three conditions is are direct applications of Equation 4 (the IC condition). The �rst states

that cheating upwards (reporting that one of the bad valuations is good) is not bene�cial. The

second states that pretending to have one less good valuation is not bene�cial. The third states

that within a given class Gjm the expected probability of trade of bad objects is less than that

of good objects, which directly implies that an agent prefers to report his true type rather than

pretending to be a di¤erent type in Gjm (i.e., cheat horizontally).

De�nition 3 A symmetric mechanism is monotone if, for any m 2 f1; :::; N � 1g:

1. �jm � �
j
m�1

2. �jm+1 � �jm

Proposition 3 A monotone and SLIC mechanism is incentive compatible.

Naive utilities and revenue

When we then look at SLIC mechanisms, utility and revenue calculations are misleading. A

SLIC mechanism is not necessarily incentive compatible and truth-telling is, therefore, not neces-

sarily an equilibrium. Thus, the equilibrium utilities of the agents may di¤er from their ���s and the
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equilibrium revenue to the mechanism might not be R. We can however refer to the ���s and R as

"naive" utilities and revenue: those that a naive mechanism designer, who trusts that the agents

will report true valuations even in the absence of incentive compatibility, expects. We proceed

by identifying the optimal mechanism from a naive designer point of view. Since, eventually, the

naive-optimal mechanism turns out to satisfy IC, the ���s and R will turn to be the true utilities

and revenue.

4.2.2 Tight Rents

Since in a SLIC mechanism we only need to prevent an agent from pretending to be of neighboring

types, the minimal rents are obtained when each type in Gjm is paid to make him exactly indi¤erent

between reporting the truth and pretending to be a type in Gjm�1. This amounts to setting the

di¤erence between the payments ��
�
wj;m+1

�
� ��

�
wj;m

�
to be exactly �j�jm. Note that setting the

��s this way guaranties that the upward local IC condition, �j�jm+1 � ��
�
wj;m+1

�
� ��

�
wj;m

�
, is

also satis�ed, since �jm+1 � �jm in a SLIC mechanism.

De�nition 4 A SLIC mechanism � is tightly SLIC if, for any m 2 f1; :::; N � 1g and any wj;m 2

Gjm and wj;m+1 2 Gjm+1,

��
�
wj;m+1

�
� ��

�
wj;m

�
= �j�jm (8)

The following proposition states that we can pursue the optimal mechanisms within the set of

tightly SLIC ones:

Proposition 4 For every SLIC mechanism � =
�
p; � s; � b

�
, there exists a tightly SLIC mechanism

�̂ =
�
p; �̂ s; �̂ b

�
that provides the same naive ex-ante utilities for the agents and same naive revenue

for the mechanism.

By proposition 2, in an optimal mechanism the probability of trade in objects for which both

agents have bad valuation is 0. Thus, the expected probability that agent j trades when he has

a bad valuation, �jm, comes only from trade when opponent has a good valuation, an event with

probability q�j . Let then

�jm =
�jm
q�j

denote the expected probabilities that j trades his bad objects (given that he hasm good valuations)

conditional on �j having a good valuation.
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Proposition 4 lets us relate the payments that agents receive to their expected trade probabil-

ities. We �x the payment to wj;0, the worst-o¤ type of agent j, at cj . That is, independently of

the rival�s type w�j , �
�
wj;0; w�j

�
= cj . By (8), in an optimal mechanism, the expected payment

to j�s other types are uniquely determined. For any m = 0:::N � 1; j 2 fb; sg,

��
�
wj;m

�
= cj + q�j�j

Xm�1

k=0
�jm. (9)

We can now compute the ex ante naive utilities of the agents and the ex ante naive revenue

of the mechanism. Recall that j�s valuations are i.i.d. across objects. Thus, the probability that

j is of type wj;m 2 Gjm is the corresponding density of the binomial distribution, fBD(k;N; qj) =�
N
m

� �
qj
�m
(1� qj)N�m. The ex-ante naive utility of j is, therefore:

NU j
�
cj ; �j0:::�

j
N�1

�
= Ewj

�XN

m=0
fBD(m;N; q

j)��
�
wj;m

��
(10)

= cj + q�j�j
XN

m=0

h
fBD(m;N; q

j)
Xm�1

k=0
�jm

i
De�ne the naive income, NI, of the mechanism as the total surplus from trade. (The naive

revenue is the naive income minus the payments NU s and NU b to the agents.) The surplus comes

from good-good encounters (where trade occurs with probability 1), and from good-bad encounters

(where the expected probability of trade is the appropriate �jm). The ex ante naive income is then:

NI
�
cs; �s0:::�

s
N�1; c

b; �b0:::�
b
N�1

�
= Nqsqb(vbh � vsl ) (11)

+qs(vbl � vsl )
XN�1

m=0

h
(N �m) fBD(m;N; qb)�bm

i
+qb(vbh � vsh)

XN�1

m=0
[(N �m) fBD(m;N; qs)�sm]

Note that, by (10), the individual rationality constraint now reduces to requiring that cj � 0.

Ex ante budget balance requires that NI � NU s +NU b.

4.2.3 Optimal Surplus to Rents Trade-o¤

In a tightly SLIC mechanism, the expected payments to agents and the revenue to the mechanism

are uniquely determined by the �xed payments to agents,
�
cj
	
, and the set of relevant expected

trade probabilities
n
�jm
o
. To devise the optimal limitations on trade, we need to compare the cost-

to-bene�t rations of the di¤erent variables. The cost, or shadow price, is the e¤ect of increasing the
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variable on the budget-balance condition. The bene�t is its e¤ect on the agent�s utility, weighted

by the agent�s �j . While the cj enter both the cost and the bene�t side directly, the e¤ect of

the increasing the probabilities of trade �jm is more subtle. They determine the agents rent, and

thus enter both the bene�t and the cost. But they also determine the surplus from trade, which is

collected by the mechanism. This surplus relaxed the budget-balance condition. We will see that

the cost-to-bene�t ratio of �jm decreases in m. In fact, it may even negative when m is su¢ ciently

large, as then the required rent can be lower than the surplus generated by the trade. For such m,

there is no reason to restrict trade.

To prove our main result, we thus proceed to writing the linear maximization program that

identi�es the best way of restricting trade. Let Z be the set of decision variables, that includes the

constants cj and probabilities �jm:

Z =
n
cs; �s0:::�

s
N�1; c

b; �b0:::�
b
N�1

o
Within the set of tightly SLIC mechanisms, we are looking, given weights

�
�s; �b

�
, for the one that

maximizes the �-weighted sum of naive utilities:

MAXZ �sNU s + �bNU b (12)

subject to

NU s +NU b �NI � 0 (Budget Balance)

cs; cb � 0 (Individual Rationality)

1 � �jm � 0 8m 2 f0; :::; N � 1g ; j 2 fs; bg

For any decision variable z in Z, let r (z) be its cost-to-bene�t ratio.13 That is, r (z) is the ratio

of the derivative of the budget balance condition with respect to z to the derivative of the objective

function:14

r (z) =
@
�
NI �NU s �NU b

�
=@z

@ (�sNU s + �bNU b) =@z
.

The following lemma states that the cost-to-bene�t ratio of each agent�s variables is monotone:

13We slightly abuse notation here, as z in r(z) refes to the name of the variable rather than to its value.

14Because our problem is linear, the cost-to-surplus ratio for each variable is a constant, i.e., r (z) is a real number.
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Lemma 1 For each agent j, the cost-to-bene�t ratio of the trade probabilities �jm is decreasing in

m. Moreover, the cost-to-bene�t ratio of cj, the payment to j�s worst-o¤ type wj;0, is greater than

that of all of his �jm.

Remark 1 The key to the proof of this lemma is that for the binomial distribution (with p.d.f.

fBD and c.d.f. FBD), the function
(N�m)fBD(m;N;q)
1�FBD(m;N;q) is increasing in m. This function captures

the three factors that a¤ect the surplus-to-cost ratio of letting types with m good valuations trade

their bad objects. The numerator is the proportion of types who enjoy the increased probability of

trade of bad objects, times the number bad objects per type. The denominator is the proportion of

types higher than m that must be paid higher rents when the m-types are allowed to trade their bad

objects. While the denominator decreases with m as needed, fBD increases �rst, but then decreases,

and (N �m) decreases all along. When these decrease, the numerator decreases � the opposite to

the direction we need. Nonetheless, the lemma proves that the combination of the three factors is

still increasing.15

By standard linear programming arguments,16 for any two decision variables z1, z2 with r (z2) <

r (z1), optimality requires that either z2 attains its upper bound, or z1 = 0. The optimal solution

thus constitutes of ordering all the decision variables in Z by their cost-to-bene�t ratios, from the

lowest to the to highest, and sequentially setting each to its maximal value, until the budget-balance

condition is exhausted. The last variable that equates the mechanism�s budget to 0 can either be

one of the ��s, in which case this trade probability is set to some � 2 (0; 1) so as to exactly balance

the budget; alternatively the process can terminate with one of the c�s, in which case that c is set

to positive amount that exhausts the budget (recall that the c�s are not bounded from above).17

Finally, all the remaining variables are set to 0.18

Remark 2 This process, of gradually allowing trades in good-bad encounters, starts with a strictly

positive revenue to the mechanism, which is the surplus from good-good encounters. Then, if there

15While the lemma proves the monotonicity for our case of i.i.d. valuations, it is easy to see in the proof that
there is some slack, as the monotonicity is strict. Thus, the monotonicity would still hold also for non independent
valuations, as long as the correlation is not too high.

16See, e.g., the continuous knapsack problem in Dantzig (1963).

17For a �nite number of values of
�
�s; �b

�
, there are two variables with the same r (z), such that setting both to

their maximal value would exceed the remaining budget. In these cases, any way of dividing the budget between the
two variables (which must belong each to a di¤erent agent) is optimal.

18Unless the �rst-best outcome is attainable, the process ends before all the ��s are 1.
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are ��s with a negative cost-to-bene�t ratio, they are set to 1 and relax even more the budget-balance

constraint (such ��s exist if for one or both agents, for high enough m, the surplus generated from

trading their bad objects exceeds the required rent to the types with more that m good objects �see

the exact condition in Proposition 5 below). As we continue to set more and more variables to their

upper bound, the net income starts decreasing, until it is exhausted.

As the cost-to-bene�t ratios of the �jm�s and cj decrease with �j (see the proof of Lemma 1),

then as �j increases, the �jm�s all decrease and the rival�s �
�j
m �s all increase. As a result, the order

of the variables in Z can only change in one direction �some of the �jm�s may now outrank some

of �j�s variables. Consequently, more of the �jm�s may "make it" before the budget is exhausted,

implying that the threshold m above which j can trade his bad objects decreases.

To conclude the proof of our main result, note that any SLIC mechanism constructed by the

inductive process above is monotone (the monotonicity of the ��s implies that �jm � �jm�1 and

�jm+1 � �jm for all m). We thus apply Proposition 3 and conclude that it is, after all, incentive

compatible. Thus, the naive utilities and naive income are, in fact, true utilities and income. We

thus have:

Theorem 1 For any �b+ �s = 1, there exists an �-optimal mechanism, characterized by constants

M s;M b 2 f0; :::; N � 1g and �s; �b 2 [0; 1), in which, for any pair of announcements ws, wb, the

probability of trade of object i is:

0 �if both agents valuate i as "bad"

1 �if both agents valuate i as "good"

�jm � if agent j valuates i as "bad" and agent �j valuates i as "good", where m denotes the

number of good valuations in j�s bid, and

�jm =

8>>><>>>:
0 if m < M j

�j m =M j

1 m > M j

Moreover, each M j weakly increases in �j.

Calculation of the transfers to agents:

Recall that, by (9), the trade probabilities uniquely determine the interim transfers to agents.

Substituting for the optimal trade probabilities above, and �xing an agent�s ex post payment
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independently of his rival�s type, we obtain the following simple transfer scheme:

� j
�
wj ; w�j

�
= �� j

�
wj
�
=Max

�
0; (m�Mj � 1 + �j)�jq�j

	
.

Intuitively, an agent�s is paid information rent for the number of good valuations in his announce-

ment that exceeds his threshold Mj (at the threshold itself the rent is �j�jq�j , rather than �jq�j

above the threshold, as its trade probability is only �j).

Note that we constructed the optimal mechanism under an ex ante budget balance constraint.

To obtain ex post budget balanced, we can simply rede�ne the payments to be:

�̂ j
�
wj ; w�j

�
= � j

�
wj ; w�j

�
+
1

2

�
R
�
wj ; w�j

�
� Ew�j

�
R
�
wj ; w�j

��
+ Ewj

�
R
�
wj ; w�j

���
,

where R
�
wj ; w�j

�
is the revenue of the mechanism, as de�ned in Equation 5.

Construction of the Pareto frontier

The set of utility pairs that can be achieved by IR, IC and BB mechanisms is convex.19 To

construct the Pareto Frontier of the trade problem recall that in the construction of the optimal

trade probabilities, for all but a �nite number of values of �, exactly one variable exhausts the

budget (it is one of the �jm�s or one of the cj�s). This variable is the same for a range of ��s, and

corresponds to a vertex of the Pareto frontier.

For a �nite number of ��s, two variables exhausts the budget together, having exactly the same

cost-to-bene�t ratio. Such two variables must belong each to a di¤erent agent. By splitting the

remaining budget between the two, the �-weighted utility sum is unchanged, and we can pass utility

between the agents in �xed ratio. In this way we obtain edges of the Pareto frontier. (One can

easily check that any way of splitting the remaining budget between the agents is identical to a

lottery between the mechanisms that yield the vertices of the corresponding edge.)

Monopoly and consumer surplus:

When �s = 1 and �b = 0, we can view the seller as a monopolist who sets the mechanism in his

best interest. Sometimes the monopolist �nds that selling each object at vbh is optimal. In this case,

there is no trade when the buyer has a bad valuation, and therefore he receives no rents. In other

cases, the monopolist �nds it optimal to sell some objects to buyers with low valuation, provided it

19This can be easily seen by noting that a simple lottery between any two such mechanisms also satis�es all the
constraint, and yields each agent a weighted average of his utilities under the two mechanisms

20



has low cost for the object (the monopolist may be willing to sell all the objects to a low-valuation

buyer, or prefer mixed bundling, by to selling some objects at the buyers low valuation only if

su¢ ciently many objects are bought at the buyer�s high valuation). In these cases, the buyer ends

up with a positive (expected) consumer surplus.20

The following corollary states the necessary and su¢ cient condition for agent j with �j = 0

to have a positive probability to trade his bad objects, or, equivalently, obtain a positive utility

form �j�s preferred mechanism. The condition amount to verifying whether j�s types who are most

likely to trade their bad objects, i.e. the type in GN�1, have a negative cost-to-bene�t ratio.

Proposition 5 In every second best mechanism, agent j expects to receive a strictly positive ex

ante utility i¤:

N � qj

1� qj �
�j

vbh � vsl ��j

5 Numerical Simulations

In this section we present numerical simulations that provide some insights for the properties of

a-second best mechanisms. The following �gure shows a Pareto-frontier of a trading problem with

eight objects:

Figure 1Observe that the seller�s utility is maximal at �s = 1 and decreases along the curve, as the

designer leans more towards the the buyer. Observe also that when the utility of one agent is

maximal (that is �j = 1), the utility of its rival is non-zero. This is a direct implication of

Proposition 5. It demonstrates that when there are su¢ ciently many objects, some types of each

20Note that our problem is di¤erent than the standard monopolistic bundling model, as the monopoly�s type is not
common knowledge. Instead, it devises its optimal mechanism at the ex ante stage, and then both the buyer and the
monopoIy submit their reports to the mechanism. In other words, the monopoly here is an "informed principal" (see
Myerson 1983 and Maskin and Tirole 1990).
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agent are allowed to trade their bad objects whatever the designer�s bias is; the agents thus obtain

a positive ex ante utility.

Figure (2) shows how the per-object utilities change as the number of objects increases:

Figure 2The thin curve is the Pareto frontier in the case of one object. It is also the one achieved

with many objects if the mechanism is just a replication of the one-object optimal mechanism and

does not exploit the possibility to link the trade problems. With �fteen objects, our mechanism

increases both agents�utilities considerably if �b and �s are close to 1=2. But as the ��s become

far apart, the gain from linking the trade problems is reduced. In the extreme (the monopoly or

monopsonist cases of �s = 1 or �b = 1), the two curves meet, implying that linking the trading

problems does not help. This conclusion holds here because, given the problem�s parameters, the

number of objects is not large enough and the monopolist sell only to good types, leaving no rent

for the adversary (see Proposition 5). Note, however, that for su¢ ciently many objects, an agent�s

utility when his � is 0 is no longer 0 (as in the �rst �gure). In such cases the two Pareto frontiers

do not meet at the extremes, implying that linking the trade problems is helpful.

Figure 3 show how the trade limitations for the two agents change together as � change. It

shows the di¤erent combinations of thresholds, such that each agent is allowed to trade his bad

objects only when the number of good valuations in his announcement is above his threshold. In

this example with eight objects, if agents are treated equally, both thresholds are 1. But if the

mechanism leans su¢ ciently towards one of them, his threshold becomes 0, while the threshold of

the less favored agent increases gradually as his � decreases (but never reaches 8).
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Figure 3Finally, Figures 4 and 5 show the Pareto frontier and trade limitations when the valuations are

such that the �rst-best surplus is attainable. Figure 4 shows that at �s = �b there is no gain in

linking the trade problems (as the one-object mechanism is already optimal). As we move away

from equal treatment of the agents, the Pareto frontier is expanded when the optimal multiple-

object mechanism is employed. Figure 5 shows that, as we shift away from equal treatment (were

no trade limitations are imposed on any player), only the agent with lesser weight is restricted from

trading (and the saving in his information rent, minus the forgone surplus, goes to the opponent

and is added to his �xes payment c).

Figure 4 Figure 5
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Appendix: Proofs

Proposition 121

Assume that � �


p; � s; � b

�
is an incentive compatible mechanism. Let �� �



p�; �

s
�; �

b
�

�
denote

a new mechanism that is de�ned for every wj 2W b, j 2 fb; sg and � 2 � as follows:

� j�

�
ws; wb

�
= � j

�
M�w

s;M�w
b
�

p�

�
i;ws; wb

�
= p

�
� (i) ;M�w

s;M�w
b
�

Lemma 2 For every j 2 fb; sg and every arbitrary function h :W j ! R:

Ewj
�
h
�
wj
��
= Ewj

�
h
�
M�w

j
��

Proof. The expected value of h
�
wj
�
is given by:

Ewj
�
h
�
wj
��

=
X

wj

�
prob(wj) � h

�
wj
��

=
X

wj

�
prob(M�w

j) � h
�
M�w

j
��
.

The elements of W j are i.i.d. random variables, hence pr(wj) = pr(M�w
j). This therefore equals:

X
wj

�
prob(wj) � h

�
M�w

j
��
= Ewj

�
h
�
M�w

j
��

Lemma 3 if � is incentive-compatible then �� is incentive-compatible

Proof. Consider an agent j 2 fb; sg of an arbitrary type wj 2W j . Since � is incentive-compatible,

then truth-telling is always at least as pro�table to j as any other announcement ŵj . That is,

Ew�j

"
NX
i=1

p
�
i; ŵj ; w�j

� �
wji � ŵ

j
i

�
+ � j

�
ŵj ; w�j

�#
� Ew�j

�
� j
�
wj ; w�j

��
for every wj ; ŵj 2W j . In particular, this holds for

�
M�w

j
�
2W j and

�
M�ŵ

j
�
2W j :

Ew�j

"
NX
i=1

p
�
i;M�ŵ

j ; w�j
� ��

M�w
j
�
i
�
�
M�ŵ

j
�
i

�
+ � j

�
M�ŵ

j ; w�j
�#
� Ew�j

�
� j
�
M�w

j ; w�j
��

21The proof of this proposition is inspired by Norman and Fang (2006).
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By lemma (2), this implies:

Ew�j

"
NX
i=1

p
�
i;M�ŵ

j ;M�w
�j� ��M�w

j
�
i
�
�
M�ŵ

j
�
i

�
+ � j

�
M�ŵ

j ;M�w
�j�#

� Ew�j
�
� j
�
M�w

j ;M�w
�j��

Note that by de�nition
�
M�w

j
�
i
= wj

��1(i) and
�
M�ŵ

j
�
i
= ŵj

��1(i). Thus,

Ew�j

"
NX
i=1

p
�
i;M�ŵ

j ;M�w
�j� �wj

��1(i) � ŵ
j
��1(i)

�
+ � j

�
M�ŵ

j ;M�w
�j�#

� Ew�j
�
� j
�
M�w

j ;M�w
�j��

or equivalently, by changing the order of summation:

Ew�j

"
NX
i=1

p
�
� (i) ;M�ŵ

j ;M�w
�j� �wji � ŵji�+ � j �M�ŵ

j ;M�w
�j�#

� Ew�j
�
� j
�
M�w

j ;M�w
�j��

using the de�nitions of p� and � b�, this is:

Ew�j

"
NX
i=1

p�
�
i; ŵj ; w�j

� �
wji � ŵ

j
i

�
+ � j�

�
ŵj ; w�j

�#
� Ew�j

�
� j�
�
wj ; w�j

��
Which implies that �� is Incentive Compatible.

Lemma 4 If � =


p; � s; � b

�
and �� =



p�; �

s
�; �

b
�

�
are incentive compatible, then both yield the

same ex-ante utility for the agents.

Proof. The ex ante utility of agent j from bidding truthfully under � is:

EwjEw�j
�
� j
�
wj ; w�j

��
.

using lemma (2) twice, this equals:

EwjEw�j
�
� j
�
M�w

j ;M�w
�j��
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and using the de�nition of � j�, this is:

EwjEw�j
�
� j�
�
wj ; w�j

��
,

which is the ex-ante utility of j under ��.

Lemma 5 If � =


p; � s; � b

�
and �� =



p�; �

s
�; �

b
�

�
are incentive compatible, then both yield the

same revenue to the mechanism.

Proof. Let ER and ER� denote the expected revenue of the mechanism under � and ��, respec-

tively. Then:

ER = EwjEw�j

24 PN
i=1

�
p
�
i; ws; wb

�
�
�
wbi � wsi

��
�

� b
�
ws; wb

�
� � s

�
ws; wb

�
35 .

Using lemma (2) twice, this equals:

EwjEw�j

24 PN
i=1 p

�
i;M�w

s;M�w
b
� ��

M�w
b
�
i
� (M�w

s)i
�
�

� b
�
M�w

s;M�w
b
�
� � s

�
M�w

s;M�w
b
�

35
By de�nition

�
M�w

j
�
i
= wj

��1(i), that is:

EwjEw�j

24 PN
i=1 p

�
i;M�w

s;M�w
b
� �
wb��1(i) � w

s
��1(i)

�
�

� b
�
M�w

s;M�w
b
�
� � s

�
M�w

s;M�w
b
�

35 ,
or equivalently, by changing the order of summation:

EwjEw�j

24 PN
i=1 p

�
� (i) ;M�w

s;M�w
b
� �
wbi � wsi

�
�

� b
�
M�w

s;M�w
b
�
� � s

�
M�w

s;M�w
b
�

35
and by de�nition of p�; � b� and �

s
�, this is

EwjEw�j

24 PN
i=1 �

�
�
i; ws; wb

� �
wbi � wsi

�
�

� b�
�
ws; wb

�
� � s�

�
ws; wb

�
35 = ER�

We use these lemmas to specify the symmetric mechanism. Given � =


p; � s; � b

�
, let us de�ne a

new mechanism denoted by �̂. In �̂ the agents are �rst asked to submit their vectors of valuations:
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wb 2 W b; ws 2 W b. Then, the mechanism randomly selects a permutation � from �, and imple-

ments the trade probabilities and transfers implied by ��. �̂ is symmetric since for every object

i 2 I, the probability for trade depends only upon the agent�s valuation of i and the distribution

of valuations of all objects other than i.

According to lemma (3), both agents would reveal their true types in �� for every possible

� 2 �. They would therefore also reveal their true types under �̂, i.e. before they know the result

of the randomization. This implies that �̂ is incentive compatible. Furthermore, lemma (4) and

lemma (5) imply that the agents have the same ex-ante utilities under �̂ and �, and the bank has

the same budget balance.

Proposition 2

We show that if any of the properties does not hold for an incentive compatible mechanism

� =


p; � s; � b

�
then there exists another incentive compatible mechanism ~� for which the ex-ante

utility of (at least) one of the agents is higher, and the ex-ante budget balance does not change.

Good-Good trades: Suppose that � =


p; � s; � b

�
is an incentive compatible mechanism in

which objects that are valuated as "good" by both agents are not always traded with probability

1. That is, there exist two vectors ~wj 2 W j (j 2 fb; sg) and an object k 2 I for which ~wjk = v
j
good

with p
�
k; ~ws; ~wb

�
< 1.

Let us consider an alternative mechanism ~� =


~p; � s; � b

�
with ~p = p except ~p

�
k; ~ws; ~wb

�
= 1.

Since this change a¤ects only agents that announce "good" in the kth object, it does not violate

incentive compatibility (bad types only lose more by pretending to be "good"). It does, however,

increase the expected surplus of the mechanism by

h
1� p(k; ŵs; ŵb)

i
� prob( ~wb) � prob( ~ws) �

�
vbgood � vsgood

�
.

This quantity is strictly positive and can be transferred as a lump sum to the agents in order to

increase their ex-ante utility. Doing so keeps the mechanism budget balanced, while not a¤ecting

the incentives of the agents.

Bad-Bad trades: Suppose that � =


p; � s; � b

�
is an incentive compatible mechanism in which

objects that are valuated as "bad" by both agents have a positive probability of being traded. That

is, there exist two vectors ~wj 2 W j (j 2 fb; sg) and an object k 2 I for which ~wjk = vjbad with

p
�
k; ~ws; ~wb

�
> 0.
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Consider an alternative mechanism ~� =


~p; � s; � b

�
with ~p = p, except that ~p

�
k; ~ws; ~wb

�
= 0.

Again, this change does not violate incentive-compatibility of the agents under ~�, as good types

lose now more if they pretend to be bad. However, by decreasing the probability that objects that

are valuated as "bad" by both agents are traded, the expected surplus is increased by:

p
�
k; ~ws; ~wb

�
� pr( ~wb)� pr( ~ws)�

�
vsbad � vbbad

�
which is strictly positive, and can be transferred to the agents as a lump sum in order to increase

their ex-ante utility.

Proposition 3

Suppose that � is a monotone and SLIC mechanism. By de�nition (2) we know that for any

m 2 f1; :::; N � 1g and any ŵj;m+1 2 Gjm+1 and wj;m 2 G
j
m the following inequalities hold:

�j�jm � ��
�
ŵj;m+1

�
� ��

�
wj;m

�
�j�jm+1 � ��

�
ŵj;m+1

�
� ��

�
wj;m

�
Using the inequalities recursively it is straightforward to show that for any two vectors ŵj;m+k 2

Gjm+k and w
j;m 2 Gjm where 1 � k � (N �m):

�j
Xk�1

l=0
�jm+l � ��

�
ŵj;m+k

�
� ��

�
wj;m

�
�j
Xk�1

l=0
�jm+l+1 � ��

�
ŵj;m+k

�
� ��

�
wj;m

�
and by monotonicity:

�j � k � �jm � ��
�
ŵj;m+k

�
� ��

�
wj;m

�
, (13)

�j � k � �jm+k � ��
�
ŵj;m+k

�
� ��

�
wj;m

�
. (14)

Let the distance between wj;m and ŵj;m+k,
wj;m; ŵj;m+k, to be the number of elements by

which the two vectors di¤er. Observe that:

wj;m; ŵj;m+k � k. (15)

Note also that there are exactly 1
2

�wj;m; ŵj;m+k+ k� elements that ŵj;m+k valuates as good and
wj;m valuates as bad. Similarly, there are exactly 1

2

�wj;m; ŵj;m+k� k� elements that ŵj;m+k
29



valuates as bad and wj;m valuates as good. Using the properties of SLIC and equation (15) we

know that:

1

2

�wj;m; ŵj;m+k� k� ��jm � �jm��j � 0,

1

2

�wj;m; ŵj;m+k� k���jm+k � �jm+k��j � 0.

Add both sides of the upper equations to (13) and both sides of the lower to (14) to get:

1

2

�wj;m; ŵj;m+k� k� ��jm � �jm��j +�j � k � �jm � ��
�
ŵj;m+k

�
� ��

�
wj;m

�
,

1

2

�wj;m; ŵj;m+k� k���jm+k � �jm+k��j +�j � k � �jm+k � ��
�
ŵj;m+k

�
� ��

�
wj;m

�
or equivalently:

��
�
ŵj;m+k

�
� ��

�
wj;m

�
+
1

2

�wj;m; ŵj;m+k+ k��j�jm � 12 �wj;m; ŵj;m+k� k��j�jm (16)

��
�
wj;m

�
� ��

�
ŵj;m+k

�
� 1
2

�wj;m; ŵj;m+k+ k��j�jm+k+ 12 �wj;m; ŵj;m+k� k��j�jm+k (17)
For every non-negative k, equation (16) implies that ŵj;m+k does not gain from pretending to

be wj;m, and equation (17) implies that wj;m does not gain from pretending to be ŵj;m+k. This

means that the mechanism is incentive compatible.

Proposition 4

Let wj;m 2 Gjm and wj;m+1 2 Gjm+1 denote two types of agent j 2 fb; sg and let w�j 2 W�j

denote an arbitrary type of agent �j. SLIC implies that:

�j�jm � �� j
�
wj;m+1

�
� �� j

�
wj;m

�
� �j�jm+1 for m 2 f0; :::; N � 1g (18)

Note that (18) consists of N equations with two inequalities each. If � is tightly SLIC then we

are done. Otherwise, let k denote the index of the �rst equation for which the left inequality is

strict. That is:

�j�jm = ��
j
�
wj;m+1

�
� �� j

�
wj;m

�
� �j�jm+1 for m 2 f0; :::; k � 1g

�j�jm < ��
j
�
wj;m+1

�
� �� j

�
wj;m

�
� �j�jm+1 for m = k

�j�jm � �� j
�
wj;m+1

�
� �� j

�
wj;m

�
� �j�jm+1 for m 2 fk + 1; :::; N � 1g

(19)
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Let �̂ =
�
p; �̂ s; �̂ b

�
denote a mechanism with the same trade probabilities as � but with transfers:

�̂ j
�
wj;m; w�j

�
=

8<: �
�
wj;m; w�j

�
+ d

�
1� FBD

�
k;N; qj

��
for m 2 f0; :::; kg

�
�
wj;m; w�j

�
+ d

�
1� FBD

�
k;N; qj

��
� d for m 2 fk + 1; :::; N � 1g

(20)

where d is the following constant:

d � Ew�j
h
�
�
wj;k+1; w�j

�
� �

�
wj;k; w�j

�i
��j�jk

Thus, as compared to �, under �̂ all types of agent j receive a constant addition of size d
�
1� FBD

�
k;N; qj

��
to their utility. However, types with more than k "good" valuations also lose a constant of

size d. Since in ex-ante terms the probability to have more than k "good" valuations is exactly�
1� FBD

�
k;N; qj

��
, then the ex-ante utility is the same under � and �̂, and the revenue of the

mechanism is the same under � and �̂.

Observe also that under �̂ the di¤erence between the transfers to wj;m+1 and wj;m is given by

Ew�j
�
�̂ j
�
wj;m+1; w�j

�
� �̂ j

�
wj;m; w�j

��
=

8<: Ew�j
�
� j
�
wj;m+1; w�j

�
� � j

�
wj;m; w�j

��
m 6= k

�j�jk m = k

and thus:

�j�jm = ��
j
�
wj;m+1

�
� �� j

�
wj;m

�
� �j�jm+1 for m 2 f0; :::; kg

�j�jm � �� j
�
wj;m+1

�
� �� j

�
wj;m

�
� �j�jm+1 for m 2 fk + 1; :::; N � 1g

Therefore, �̂ preserves local incentive compatibility and has exactly one more binding constraint

compared to �. If �̂ is tightly SLIC - we are done, otherwise - repeat the process of eliminating a

non-binding constraint until the mechanism is tightly SLIC.

Lemma 1

Let ajm denote the (marginal) e¤ect of increasing �
j
m on the objective function:

ajm � @
�
�sNU s + �bNU b

�
=@�jm = �j � q�j ��j �

XN

k=m+1

��
N

k

��
qj
�k �

1� qj
�k�

= �j � q�j ��j �
�
1� FBD

�
m;N; qj

��
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and let bjm denote the (marginal) e¤ect of increasing �
j
m on the budget constraint:

bbm =
@
�
NU b (�) +NU s (�)�NI(�)

�
@�bm

=

�
abm
�b

�
� qs(vbl � vsl )� (N �m)� fBD(m;N; qb)

bsm =
@
�
NU b (�) +NU s (�)�NI(�)

�
@�sm

=

�
asm
�s

�
� qb(vbh � vsh)� (N �m)� fBD(m;N; qs)

Thus, the cost-to-bene�t rate of �sm and �
b
m is explicitly given by:

bbm
abm

=
1

�b

"
1� (vbl � vsl )�

vbh � vbl
� � (N �m)� fBD(m;N; qb)

1� FBD(m;N; qb)

#
bsm
asm

=
1

�s

"
1� (vbh � vsh)�

vsh � vsl
� � (N �m)� fBD(m;N; qs)

1� FBD(m;N; qs)

#

Note that for cj the cost-to-bene�t rate is 1
�j
, which is greater than bjm

ajm
for allm 2 f0; :::; N � 1g.

To show that the ratios bjm
ajm

decrease in m, it is su¢ cient to prove the following claim:

Claim 1 (N �m) [fBD(m;N;q)]
[1�FBD(m;N;q)] is strictly increasing in m for every q 2 [0; 1]

Proof. Let pm = fBD(m;N; q) =
�
N
m

�
qm (1� q)N�m. Following Chechile (2003)[4], de�ne W �

pk+jpk̂
pk̂+jpk

for every and k̂; k; j 2 f0; :::; Ng and observe that:

W �
pk+jpk̂
pk̂+jpk

=
(k̂ + j):::(k̂ + 1) (n� k) ::: (n� k � j + 1)
(k + j) ::: (k + 1) (n� k̂):::(n� k̂ � j + 1)

.

Multiply both sides by (
n�k̂)
(n�k) to get:

pk+jpk̂
pk̂+jpk

(n� k̂)
(n� k) =

(k̂ + j):::(k̂ + 1) (n� k � 1) ::: (n� k � j + 1)
(k + j) ::: (k + 1) (n� k̂ � 1):::(n� k̂ � j + 1)

. (21)

Clearly, if k̂ > k then each of the terms in the numerator of the RHS of (21) is larger than the

corresponding term in the denominator; thus
pk+jpk̂
pk̂+jpk

(n�k̂)
(n�k) > 1 or, equivalently,

1

(n� k)
pk+j
pk

>
pk̂+j
pk̂

1�
n� k̂

� .
Thus,

1

(n� k)

Pi=N�(k̂�k)
i=k+1 pi

pk
>

Pi=N
i=k̂+1

pi

pk̂

1�
n� k̂

� 8k̂ > k,
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and therefore also:

1

(n� k)

Pi=N
i=k+1 pi

pk
>

Pi=N
i=k̂+1

pi

pk̂

1�
n� k̂

� 8k̂ > k,

and since
Pi=N
i=0 pi = 1 then

1

(n� k)
1�

Pi=k
i=0 pi
pk

>

Pi=k̂
i=0 pi
pk̂

1�
n� k̂

� .
Recall that FBD(k;N; q) = 1�

Pi=k
i=0 pi, and therefore:

(n� k) fBD(k;N; q)
1� FBD(k;N;q)

<
�
n� k̂

� fBD(k̂; N; q)

1� FBD(k;N;q)
8k̂ > k,

which implies that (n�m) fBD(m;N;q)
1�FBD(m;N;q) is increasing in m.

Proposition 5

By Equation (9) and the speci�cation of the second best mechanism we know that agent j

receives a positive ex ante utility if, and only if, �jN�1 > 0. There are two cases: 1. The cost-

to-bene�t ratio of �jN�1 is positive; in this case, as �
j decrease, its cost-to-bene�t ratio grows

to in�nity and in the optimal solution �jN�1 is set to 0. 2. The cost-to-bene�t ratio of �
j
N�1 is

negative; in this case optimality ensures that �jN�1 = 1, regardless of �
j .

Using the notations de�ned in the proof of theorem (1) the cost to surplus of �jN�1 is given

by bjN�1=a
j
N�1. Since a

j
N�1 is always positive, the sign of this ratio depends only upon the sign of

bjN�1, which is explicitly given by:

bjN�1 = q
�j�j

�
1� FBD(N � 1; N; qj)

�
� q�j(vbh � vsl ��j) � (N � (N � 1)) � fBD(N � 1; N; qj).

Thus, the ratio is negative if, and only if,

�j�
vbh � vsl

�
��j

� fBD(N � 1; N; qj)
1� FBD(N � 1; N; qj) ,

or equivalently:

N � qb

1� qb �
�j

vbh � vsl ��j
.
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