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PRINCIPAL COMPONENTS

by

Teun Kloek

A brief survey, prepared for The New Palgrave:
a dictionary of economic theory and doctrine

Abstract

The theory and practice of principal components are considered both from
the point of view of statistical theory and from that of descriptive
statistics. Some well known applications are briefly discussed.



PRINCIPAL COMPONENTS

The principal components of a set of m variables are m artificially

constructed variables with the following properties. The first component

'explains' as much as possible of the total variance of the original

variables. The second has the same property under the additional condition

that it is uncorrelated with the first, and so on. It often happens that a few

principal components account for a large part of the total variance of the

original variables. In such a case one may omit the remaining components. The

effect is a substantial reduction of the dimension of the problem. The method

is used to explore the relations present in a set of data or to combat the

problems created by multicollinearity.

As in linear regression, several approaches are possible. One may view

the principal components as the solution to a simple mathematical plane

fitting problem, or one may assume a statistical model with an unknown

covariance matrix, which is to be estimated. A normality assumption may (but

need not) be added, with the consequence that the method of maximum likelihood

is available.

If we have a statistical model with an m-vector of random variables E

with covariance matrix E, the k-th principal component can be defined as

rk = Cak where ak is the eigenvector (characteristic vector) of E that

corresponds to the k-th eigenvalue (characteristic root, latent root), the

eigenvalues Xk being arranged in descending order

(1) > A > > A.
1 — 2 — —m

If E is estimated by S the same operations of taking eigenvectors and

eigenvalues are carried out with respect to S. The mathematics of this

approach is explained in almost every book on multivariate statistical

analysis. A classic in this field is Anderson (1958). In the econometrics

literature a detailed account is given in Dhrymes (1970).

A descriptive approach starts with an nxm matrix X consisting of n

observations on each of m variables. Then the principal components P are the

columns of P = XA where A is the matrix of eigenvectors of X'X. As in (1) the



eigenvectors are always arranged according to the descending order of the

eigenvalues. The first principal component pl may also be obtained as the

result of minimizing the sum of the squares of the residuals E defined as

(2) E = X -

where p is an n-vector and a an m-vector. This approach to the subject is

described in detail by Theil (1971, 1983).

Since both p and a are unknown we need an additional constraint in order

to obtain unique results. Most authors choose a'a = 1, some p'p = 1. The

choice is arbitrary and a matter of convenience. Here, it is henceforth

assumed that a'a = 1, and more generally that A'A = I. Another consequence of

the fact that both p and a are unknown is that our problem does not have the

simple linear structure of least squares regression. Hence the resulting A and

P depend (in a non-trivial way) on the origin and scale of the original

variables. In the statistical approach the variables are usually measured from

their means, in the descriptive approach this is not always the case. If all

variables are measured in the same units, there is a natural solution of the

problem of the units of measurement. If this is not the case one often chooses

the solution to take correlations rather than covariances. (This holds for E

and S in the statistical approach but it may also be applied to X'X in the

descriptive approach.)

Geometrically, the principal components transformation is equivalent to

rotating the scatter (in the descriptive approach) or the density (in the

statistical approach). Consider the case m=2 and suppose that the scatter has

the form of an ellipse. Then the principal components transformation is

equivalent to rotating the ellipse in such a way that the principal axes of

the ellipse coincide with the axes of the coordinate system. Equivalently, one

might rotate the coordinate axes in such a way that they coincide with the

principal axes of the ellipse. More details on the geometry of principal

components are given by Fomby, Hill and Johnson (1984, pp. 287-293).

The main purpose of applying principal components is reduction of the 

dimension of a data set. The idea originated with Hotelling (1936) and in the

present author's opinion it can be interpreted as a mathematician's reaction

on Thurstone's (1931) paper on factor analysis. Indeed, Hotelling applies his

approach to psychological test scores. Precisely for this type of data the
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psychologists developed factor analysis. The main difference between factor

analysis and principal components can be given as follows. In factor analysis

it is assumed that E can be decomposed as:

E = CC' + D

where C is an mxh matrix and D a diagonal matrix of order mxm. If

h < if2m + 1 - A8m+1)]

this assumption implies restrictions on the elements of E, while the principal

components approach does not impose any restrictions on E.

A well-known economic example of dimension reduction was given by Stone

(1947), who took 17 time-series from the US national accounts in the period

1922-1938. They describe several income and expenditure aggregates relating to

consumers, producers and the government. It appeared that in this period the

first three principal components accounted for more than 97 per cent of the

total variance of these 17 series (the first 80.8 per cent, the second 10.6

per cent, the third 6.1 per cent). The first principal component appears to be

highly correlated with total income, the second with the annual change in

income, the third with time. It should be emphasized that usually such simple

interpretations are not available. More details are given by Stone (1947),

also by Theil (1971).

Dimension reduction may also be desirable in the so-called undersized 

sample problem. Consider a (linear) simultaneous equation model. Suppose one

wants to estimate the parameters of a simple structural equation by means of

two-stage least-squares or a similar method. Then the first step requires the

regressions of the current endogenous variables at the right hand side of the

equation on the total set of predetermined variables. This is impossible if n

< in (the number of predetermined variables), but it may also have undesirable

properties if n < 2.5 in, say. In large models, but even in models of medium

size, these rules may be violated. Kloek and Mennes (1960) proposed to tackle

this problem by replacing the in predetermined variables by a limited number of

principal components. For a further discussion and modifications, see Amemiya

(1966). The limitations of this approach were discussed by Fisher (1965).

Dimension reduction may also be desirable in more general regressions
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with multicollinear explanatory variables. The principal components of these

variables can play a very useful role in clarifying the consequences of multi—

collinearity for the estimates of the regression parameters and their

estimated covariance matrix. The case where one eigenvalue (Am) is relatively

very small is particularly simple. Consider the linear regression model

y = Xf3+ c

where y is an n—vector containing the observations on the variable to be

explained, X an nxm matrix, as before, containing n observations on each of m

explanatory variables, 6 a vector of unknown parameters to be estimated and c

a vector of disturbances, with zero means and covariance matrix c21. Let A

denote the matrix of eigenvectors of X'X and A the diagonal matrix containing

the corresponding eigenvalues, then we have X'X = AAA' with A'A = I. Then the

inverse satisfies X'X = AA-1A' and vii, the i—th diagonal element of the

covariance matrix V = a (X'X)-1, can be written as

v
i

= Z 13 j

where aij is the typical element of A. So vii is small if the a
2 

that
ij

correspond to small values of A are small and large in the opposite case.

This knowledge is helpful in understanding the problem of multicollinearity.

Fomby, Hill and Johnson (1984) give a more extensive treatment and more

references.

The next question is whether the relationship between principal

components and multicollinearity and principal components can be exploited in

order to solve the problems created by multicollinearity. It has been

suggested that one might delete a number of principal components. Since the

possibility exists that some of the principal components with small variances

have a strong influence on the variable to be explained, it cannot be

guaranteed that deleting these is a good choice. This may be decided by means

of a preliminary test.

When applying the principal components method we transform a set of

variables into linear combinations that are uncorrelated. Theil (1976) extends

this approach in the context of the Rotterdam model of consumer demand. He

constructs linear combinations of commodities that are preference independent 

and, hence, have a diagonal matrix of price coefficients in his demand system.



In an example (p.287) he transforms beef, pork and chicken into artificial

preference independent commodities called inexpensive meat, beef/pork contrast

and antichicken. He also gives an example containing clothing, footwear and

other goods. His discussion on p. 311 and 312 is illustrative for the

interpretation problems that may arise.

In general one may say that principal components have elegant

mathematical properties, but that their interpretation in applications is

often far from simple.

T. Kloek
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