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Abstract 

Wheat is the second most important field crop grown in South Africa in terms of gross value. Most of the wheat produced is consu!11ed in 
the form of bread which is one of the main staple foods in South Africa. Wheat is currently marketed under a one channel fixed pnce sys­
tem. However in recent years there has been a trend to a more free market approach to the marketing of agricultural produce. Therefore 
the consequences of alternative marketing policies for wheat warrant investigation. For this purpose a regional mathematical program­
ming model was developed with the objective of simulating the wheat industry. The model includes negative-sloping demand functions for 
various crops, substitut ion in demand between wheat and maize and risk in terms of variance-covariance matrices. It was found that 
average yield data could be misrepresentative when used in risk analysis. Therefore, .where possible, a poole~ data _se~ was used. The 
results show that the model successfully simulates production in the main wheat growmg regions of South Africa. This ts shown by the 
estimated shadow price of land being similar to actual rents and by percentage absolute deviations of 12,2 per cent an_d 6,3 per cent be­
tween actual and predicted land use and production respectively. It is concluded that the model would be useful for pohcy research. 

Same,·atting 

In terme van bruto waarde is koring die tweede belangrikstc akkerbougcwas wat in Suid-Afrika verbou word. Die meestc koring word 
verbruik in die vorm van brood wat een van die belangrikstc stapelvocdscls in Suid-Afrika is. Koring word tans onder 'n eenkanaal­
vasteprysskema bemark. Die afgelope paar jaar was daar egtcr 'n neiging na 'n meer vryemarkbenadcring vir landbouprodukte. Dus is 'n 
ondersoek na die gevolge van alternatiewe bemarkingsbeleidsrigtings vir koring geregverdig. Vir hierdic doel is 'n wisku?dige- p~gran!­
meringsmodel op streeksbasis ontwikkel om die koringbedryf te simuleer. Die model behels vraagfunk~1es met n~gauewe helhngs vtr 
verskeie gewasse, substitusie in die vraag tussen koring en mielies en risiko in terme van variansi~-kova~ans1e-matnkse. Omda_t gem1d­
delde opbrengstes individuele risiko uitkanseleer is daar gebruik gemaak van indivi_duelc data-~as1sse. Die resultate to~n dat dte model 
produksie in die belangrikste koringproduserende streke in Suid-Afrika suksesvol sm~uleer. Ott wor~ aan¥etoon deur die skaduprys van 
grond wat soortgelyk is aan die werklike huur en deur die persentasie absolute afwykmgs va_n respektlewehk _12,2 per cent ,en 6,3 per ce~t 
tussen werklike en voorspelde grondgebruik en produksie. Daar word tot die gevolgtrckkmg gekom dat dte model nutug sou wees vu 
beleidsnavorsing. 

1. Introduction 

The economic importance of wheat production to South Africa 
can be summarised as follows : 1) Wheat contributes sig­
nificantly to the total gross value of agricultural production; 2) 
wheat in the form of bread is one of the major staple foods in 
South Africa; 3) the domestic production of wheat results in 
the reduction of wheat imports which leads to savings on for­
eign exchange; 4) the wheat industry and its related secondary 
industries provide considerable employment. 

Given the economic importance of wheat the future production 
and marketing of wheat need to be researched. At present 
wheat is marketed under a one-channel fixed-price system. To 
evaluate the consequences on domestic production of different 
marketing alternatives a linear programming (LP) model of 
wheat production at the regional level was developed. The 
model includes negative-sloping demand functions for crops, 
substitution in demand between wheat and maize, and 
variance-covariance matrices to account for income risk. 

In the first part of the paper the development of the LP model 
is discussed, with the objective of simulating production in the 
South African wheat industry. Special consideration is given to 
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risk with regards to the use of pooled data compared to 
average data in the variance-covariance matrix. This is followed 
by a discussion of the results of the simulation. 

2. Development of the model 

2.1 Demarcation of Homogeneous Areas 

The main wheat producing regions of the country were divided 
into three regions, namely the Orange Free State/Transvaal 
(OFS/fvl) , Swartland and Ruens. These production regions 
were divided into reasonably homogeneous farming areas 
( RHFAs) 

Scheepers et al (1984) divided the Highveld region into 
RHFAs. Use was made of the "Landbou-Ontwikkelings­
program" of the Winter Rainfall Region (1985? which ~ivides 
the Swartland and Ruens into RHFAs. No mforniallon on 
RHFAs for central Orange Free State was available and so 
magisterial district data were used for aggregation. 

2.2 Alternative Crops 

Crops that compete with wheat for land an~ other r~sources !n 
the different production regions were identified and included m 
the model as production alternatives. In this way substitution 
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in supply was included in the model. The area under the supply 
function of a crop also comprises the opportunity cost of 
producing that product (Nieuwoudt,1981). 

In the OFS/fvl region there are three main crops that compete 
with wheat for land, namely maize, sorghum and sunflowers. In 
the Swartland the competing crops are oats and pastures (for 
sheep and dairy herds). In the R0ens oats, barley and pastures 
for sheep are the main competing enterprises. 

2.3 Cost Data 

For cash crops, use was made of the General Farm Manage­
ment Results, a publication by the Directorate of Agricultural 
Production Economics. These cost estimates relate to an entire 
production region. Owing to the lack of more detailed data, it 
was assumed that costs were constant over each production 
region. This assumption was partially relaxed in RHFAs 
where rainfall was considerably lower than the relevant produc­
tion region. In these areas obsc,ved production costs were 
reduced as fertilizer was applied at significantly lower rates. 

For the sheep and dairy enterprises, use was made of Combud 
reports compiled by the Directorate of Agricultural Production 
Economics. 

2.4 Yields 

Yields and stocking rates for the various RIIFAs were obtained 
from Scheepers et al (1984) and the Landbou­
Ontwikkelingsprogram (1985). For the magisterial districts in 
central Orange Free State yield data were taken from Agricul­
tural census reports which is a publication by the Department 
of Statistics (1972). 

2.5 Rotation or Crops 

Account was taken of physical restraints on the production of 
crops in each production region. Por example, sunflowers can 
only be grown once every three years (owing largely to disease 
and pest problems). Consequently the (annual) model allows 
only one-third of the land available for sunflowers in an RHFA 
to be planted to sunflowers. Likewise wheat can only be grown 
in five of eight consecutive years in the OFS/fvl region. In the 
Cape, the success of wheat production depends largely on the 
amount of soil moisture present in the soil at planting. For this 
reason if wheat is grown in a monoculture it is grown using a 
wheat fallow rotation. These and other rotation considerations 
were included in the model. 

2.6 Supply of Inputs 

The supply of inputs to production activities was assumed to 
be either perfectly elastic or perfcclly inelastic. The supply of 
land, being a constraint, was considered perfectly inelastic. All 
other inputs were supplied at a fixed price. 

2.7 Risk 

The approach developed by Hazell and Scandizzo (1974) was 
used to include risk in the model. In this study risk was ac­
counted for by the deviations of gross income per hectare from 
the trend line. With the mean absolute deviation method 
developed by Hazell and Scandizzo (1974) risk can be included 
as a cost factor in the objective function. Hazell and Norton 
(1986:89 ) provide an example of an LP matrix which explains 
the inclusion of risk. In this model estimates of the standard 
deviation were used, a procedure followed by Frank (1986), 
Ortmann (1985), Nieuwoudt et al (1976), and Simmons and 
Pomareda (1975). Each .Production region was given its own 
risk aversion coefficient (tf). This permits "fine tuning" to give 
the best simulation of farming production in the different 
regions. There has been criticism for calling 8 a risk aversion 
coefficient. As Hazell (1982) points out, when altering 8 to find 
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the "best fit", the value of 8 may be biased by model and data 
errors. Other factors such as incomplete technical and market 
information, different personal objectives and different subjec­
tive expectations may be captured by 8. However, Sonka 
(1979) states that it may be more important to model the ef­
fects of farmers' objectives as a whole, than to measure risk 
preferences when attempting to estimate future behaviour. 

2.8 Risk Data 

Many past studies have used aggregated data to estimate varia­
tions in the gross incomes over time for different crops. 
Eisgruber and Schuman (1963) concluded that any computation 
of a combined variance from aggregated data (eg. in evaluating 
income stability as related to differing enterprise combinations) 
may result in a serious distortion of the true situation and lead 
to faulty conclusions. Atwood et al (1986) found that yield 
variability based on average yields was consistently lower than 
individual farm variability. However pooled variability tends to 
be more representative of variability on individual farms. It 
was also found that relationships observed using average data 
were outside the range of levels experienced by individual 
farms and that pooled yield data give correlation coefficients 
that are "average" of those experienced on the individual farms 
for all crops. 

Yield data for wheat, barley and oats for six different farms 
were taken from the Mail-in Record System (Directorate of 
Agricultural Production Economics, 1981 to 1986) for the Rucns 
region. The yields are presented in Table 1. It is clear that con­
siderable variability in yields exist across years for a given farm 
and between farms for a given crop. 

Table 1 Yields of wheat, barley and oats for six farm~ 
in the Ruens, 1981-1986 

Farm Year 
1981 1982 1983 1984 1985 1986 

Wheat-tons/ha: 
Farm 1 1,60 2,05 2,01 1,75 2,02 2,06 
Farm 2 1,10 1,82 1,77 1,78 1,36 1,03 
Farm 3 1,41 2,39 1,42 1,69 2,45 2,09 
Farm 4 1,63 2,09 2,12 1,88 2,21 1,77 
Farms 1,40 1,20 1,34 1,84 2,40 1,31 
Farm 6 1,46 2,18 2,19 2,34 2,50 2,00 
Average 1,43 1,96 1,81 1,88 2,16 1,71 

Barley-tons/ha: 
Farm 1 1,74 2,14 2,47 1,86 2,58 2,48 
Farm 2 1,52 1,36 2,32 1,86 1,61 1,17 
Farm 3 1,89 1,81 2,12 2,59 2,68 2,37 
Farm 4 1,54 2,88 2,50 1,99 3,36 2.36 
Farm 5 1,56 0,92 1,72 1,51 2,74 1.89 
Farm 6 1,96 2,20 2,50 2,38 3,20 2,00 
A\·erage 1,70 I,89 2,27 2,03 2,70 2,05 

Oats-tons/ha: 
Farm l 0,42 0,97 0,43 0,58 0,73 0,22 
Farm 2 0,11 0,60 1,13 0,58 0,80 2.22 
Farm 3 0,86 0,75 1,33 1,85 1.16 1.23 
Farm 4 0,42 0,60 3,26 0,94 3,28 2.91 
Farms 0,22 0,11 0,93 0,90 0,59 1.48 
Farm 6 0,13 0,60 1,00 0,22 1.45 0.63 
Anrage 0,36 0,61 1,35 0,85 1,.l4 1,45 

Table 2 presents standard deviations and correlation coeffi­
cients for each of the six farms for six years, average yields of 
the six farms for six years, plus pooled yields. The structure of 
the pooled data is of a cross sectional-time series nature with 
farms representing cross sections. Thus there are 36 observa­
tions in the pooled data set. 
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Table 2 Yield standard deviations, correlation coefficients, average yields 
and pooled yields of wheat, barley and oats for six fanns in the R0ens. 

Farm Standard Deviation 

Wheat Barley Oats 

1 0,192 0,353 0,264 
2 0,368 0,486 0,724 
3 0,467 0,361 0,389 
4 0,226 0,642 1,380 
5 0,457 0,596 0,508 
6 0,360 0,456 0,493 
Average 
annual 
Yields 0,245 0,346 0,455 

Pooled 
Yields 0,401 0,546 0,816 

Considerable differences exist among farms with respect to 
yield standard deviation. The range of standard deviation for 
wheat is from 0,192 for farm 1 to 0,467 for farm 3. The range 
for barley is from 0,353 for farm 1 to 0,6:12 for farm 4. For oats 
the range is from 0,264 for farm 1 to 1,38 for farm 4. From the 
data farm 1 seems to have a consistently low yield variability 
and farms 4 and 5 a high yield variability. 

As mentioned earlier, yield variability based on average yields 
is expected to be lower than individual farm variability. This is 
highlighted here especially in the case of barley where the 
average variability is lower than for any of the individual farms. 
However, pooled yield variability tends to be representative of 
the "average" variability of individual farms. 

Significant differences in relationships arc observed among 
farms. Correlation coefficients for wheat and barley range from 
-0,34 for farm 3 to 0,88 for farm 4. Wheat and oats yield cor­
relation coefficients ranging from -0,31 for farm 2 to 0,49 for 
farm 4. For barley and oats the range is from -0,23 for farm 2 
to 0,82 for farm 6. It appears that the correlation coefficients 
for average yields are biased upwards when comparing them to 
individual correlation coefficients. For example, the average 
correlation coefficient for wheat/oats is 0,45 yet only one farm 
(farm 4) has a correlation coefficient slightly greater than this. 
It can be seen that the pooled yield data has a correlation coef­
ficient roughly "average" of those experienced on the six farms 
for the three crops. 

In light of these results it was decided to use a pooled data set. 
Gross incomes for each crop for individual farms were taken 
from the Mail-in Record System for the R0cns and Swartland 
production regions (Directorate of Agricultural Production 
Economics 1981 to 1986). Information from six farms for six 
years for each production region was used. 

A dummy variable model was fitted for each crop's gross in­
come with linear and quadratic slope coefficients for time trend 
varying across farms. 

G =b +b T+b T+e 
IT Oi It 21 IT 

= Gross income on the ith farm at time T. 
= The intercept for the ith farm . 
= The linear slope coefficient for the ith farm. 
= The quadratic slope coefficient for the ith farm. 
= Residual error for the ith farm at time T. 

(1) 

The method used to estimate equation 1 was ordinary least 
squares. Different intercepts for the individual farms were 
taken to represent different management practices, soil types 
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Correlation Coefficients 
Wheat/ Wheat/ Barley/ 
Barley Oats Oats 

0,79 0,45 0,05 
0,58 -0,31 -0,23 

-0,34 -0,30 0,79 
0,88 0,49 0,55 
0,60 0,01 -0,13 
0,56 0,44 0,82 

0,78 0,45 0,75 

0,55 -0,02 0,21 

and other environmental influences on gross incomes which did 
not interact with time. Different slope coefficients were taken 
to indicate differences in technology over time and would also 
adjust for inflation of gross incomes over time. 

A dummy with a coefficient significant at the one percent level 
or less was included in the model with the other dummies being 
dropped from the model. The model was then re-run to check 
that the remaining dummies were still significant. If so, the 
residuals of this model were used as risk data. If no dummy in­
tercept or slope coefficient was significant, then deviations were 
taken from the common time trend line. Thus, the gross in­
comes for that particular crop for all farms were assumed to be 
generated by a process common to all farms. If the common 
linear and quadratic time effects were not significant then 
deviations from the arithmetic mean of the gross incomes were 
taken. 

As individual farm data were not available for the OFS/fvl 
region, aggregated data for nine years from the Department of 
Statistics (1975/84), were used. 

2.9 Demand 

Price elasticity of demand estimates were obtained for each 
crop. Table 3 gives various elasticity estimates and the coeffi­
cients used in the model. 

Table 3: Estimates of price elasticities of demand. 

Crop Elasticity 

Wheat 

Maize 
(human) 

-0,522 (bread) 

Maize 
(animal) 

-0,65· 
-0,513 
-0,33 
-0,1 to 0,15 
-0,885 
-1,12 
-3,0 
-1,29 to -1,59 

Maize -0,725° 
(weighted average of 
human and animal) 
Maize/Wheat 
(Cross-elasticity) 
Sorghum 

Sunflower 
Oats 

0,2· 

-0,9· 

-7,04°(Food oil) 
-0,007 
-o.s· 

• Estimates used in LP model 

Source 

Darroch (1983:12) 
Richardson(l976:38) 
Frank (1986:39) 
Cadiz (1984:10) 
Van Zyl (1985:14) 
Frank (1986:39) 
Cadiz (1984:21) 
Nieuwoudt (1973:38) 
Van Zyl (1985:13) 
Estimate 

Van Zyl (1985) 

Nieuwoudt al 
(1976:486) 
Sheppard (1968:62) 
Sheppard (1968:62) 
Estimate 
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in supply was included in the model. The area under the supply 
function of a crop also comprises the opportunity cost of 
producing that product (Nieuwoudt,1981). 

In the OFS/fvl region there are three main crops that compete 
with wheat for land, namely maize, sorghum and sunflowers. In 
the Swartland the competing crops are oats and pastures (for 
sheep and dairy herds). In the R0ens oats, barley and pastures 
for sheep are the main competing enterprises. 

2.3 Cost Data 

For cash crops, use was made of the General Farm Manage­
ment Results, a publication by the Directorate of Agricultural 
Production Economics. These cost estimates relate to an entire 
production region. Owing to the lack of more detailed data, it 
was assumed that costs were constant over each production 
region. This assumption was partially relaxed in RHFAs 
where rainfall was considerably lower than the relevant produc­
tion region. In these areas obsc,ved production costs were 
reduced as fertilizer was applied at significantly lower rates. 

For the sheep and dairy enterprises, use was made of Combud 
reports compiled by the Directorate of Agricultural Production 
Economics. 

2.4 Yields 

Yields and stocking rates for the various RIIFAs were obtained 
from Scheepers et al (1984) and the Landbou­
Ontwikkelingsprogram (1985). For the magisterial districts in 
central Orange Free State yield data were taken from Agricul­
tural census reports which is a publication by the Department 
of Statistics (1972). 

2.5 Rotation or Crops 

Account was taken of physical restraints on the production of 
crops in each production region. Por example, sunflowers can 
only be grown once every three years (owing largely to disease 
and pest problems). Consequently the (annual) model allows 
only one-third of the land available for sunflowers in an RHFA 
to be planted to sunflowers. Likewise wheat can only be grown 
in five of eight consecutive years in the OFS/fvl region. In the 
Cape, the success of wheat production depends largely on the 
amount of soil moisture present in the soil at planting. For this 
reason if wheat is grown in a monoculture it is grown using a 
wheat fallow rotation. These and other rotation considerations 
were included in the model. 

2.6 Supply of Inputs 

The supply of inputs to production activities was assumed to 
be either perfectly elastic or perfcclly inelastic. The supply of 
land, being a constraint, was considered perfectly inelastic. All 
other inputs were supplied at a fixed price. 

2.7 Risk 

The approach developed by Hazell and Scandizzo (1974) was 
used to include risk in the model. In this study risk was ac­
counted for by the deviations of gross income per hectare from 
the trend line. With the mean absolute deviation method 
developed by Hazell and Scandizzo (1974) risk can be included 
as a cost factor in the objective function. Hazell and Norton 
(1986:89 ) provide an example of an LP matrix which explains 
the inclusion of risk. In this model estimates of the standard 
deviation were used, a procedure followed by Frank (1986), 
Ortmann (1985), Nieuwoudt et al (1976), and Simmons and 
Pomareda (1975). Each .Production region was given its own 
risk aversion coefficient (tf). This permits "fine tuning" to give 
the best simulation of farming production in the different 
regions. There has been criticism for calling 8 a risk aversion 
coefficient. As Hazell (1982) points out, when altering 8 to find 
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the "best fit", the value of 8 may be biased by model and data 
errors. Other factors such as incomplete technical and market 
information, different personal objectives and different subjec­
tive expectations may be captured by 8. However, Sonka 
(1979) states that it may be more important to model the ef­
fects of farmers' objectives as a whole, than to measure risk 
preferences when attempting to estimate future behaviour. 

2.8 Risk Data 

Many past studies have used aggregated data to estimate varia­
tions in the gross incomes over time for different crops. 
Eisgruber and Schuman (1963) concluded that any computation 
of a combined variance from aggregated data (eg. in evaluating 
income stability as related to differing enterprise combinations) 
may result in a serious distortion of the true situation and lead 
to faulty conclusions. Atwood et al (1986) found that yield 
variability based on average yields was consistently lower than 
individual farm variability. However pooled variability tends to 
be more representative of variability on individual farms. It 
was also found that relationships observed using average data 
were outside the range of levels experienced by individual 
farms and that pooled yield data give correlation coefficients 
that are "average" of those experienced on the individual farms 
for all crops. 

Yield data for wheat, barley and oats for six different farms 
were taken from the Mail-in Record System (Directorate of 
Agricultural Production Economics, 1981 to 1986) for the Rucns 
region. The yields are presented in Table 1. It is clear that con­
siderable variability in yields exist across years for a given farm 
and between farms for a given crop. 

Table 1 Yields of wheat, barley and oats for six farm~ 
in the Ruens, 1981-1986 

Farm Year 
1981 1982 1983 1984 1985 1986 

Wheat-tons/ha: 
Farm 1 1,60 2,05 2,01 1,75 2,02 2,06 
Farm 2 1,10 1,82 1,77 1,78 1,36 1,03 
Farm 3 1,41 2,39 1,42 1,69 2,45 2,09 
Farm 4 1,63 2,09 2,12 1,88 2,21 1,77 
Farms 1,40 1,20 1,34 1,84 2,40 1,31 
Farm 6 1,46 2,18 2,19 2,34 2,50 2,00 
Average 1,43 1,96 1,81 1,88 2,16 1,71 

Barley-tons/ha: 
Farm 1 1,74 2,14 2,47 1,86 2,58 2,48 
Farm 2 1,52 1,36 2,32 1,86 1,61 1,17 
Farm 3 1,89 1,81 2,12 2,59 2,68 2,37 
Farm 4 1,54 2,88 2,50 1,99 3,36 2.36 
Farm 5 1,56 0,92 1,72 1,51 2,74 1.89 
Farm 6 1,96 2,20 2,50 2,38 3,20 2,00 
A\·erage 1,70 I,89 2,27 2,03 2,70 2,05 

Oats-tons/ha: 
Farm l 0,42 0,97 0,43 0,58 0,73 0,22 
Farm 2 0,11 0,60 1,13 0,58 0,80 2.22 
Farm 3 0,86 0,75 1,33 1,85 1.16 1.23 
Farm 4 0,42 0,60 3,26 0,94 3,28 2.91 
Farms 0,22 0,11 0,93 0,90 0,59 1.48 
Farm 6 0,13 0,60 1,00 0,22 1.45 0.63 
Anrage 0,36 0,61 1,35 0,85 1,.l4 1,45 

Table 2 presents standard deviations and correlation coeffi­
cients for each of the six farms for six years, average yields of 
the six farms for six years, plus pooled yields. The structure of 
the pooled data is of a cross sectional-time series nature with 
farms representing cross sections. Thus there are 36 observa­
tions in the pooled data set. 
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Table 2 Yield standard deviations, correlation coefficients, average yields 
and pooled yields of wheat, barley and oats for six fanns in the R0ens. 

Farm Standard Deviation 

Wheat Barley Oats 

1 0,192 0,353 0,264 
2 0,368 0,486 0,724 
3 0,467 0,361 0,389 
4 0,226 0,642 1,380 
5 0,457 0,596 0,508 
6 0,360 0,456 0,493 
Average 
annual 
Yields 0,245 0,346 0,455 

Pooled 
Yields 0,401 0,546 0,816 

Considerable differences exist among farms with respect to 
yield standard deviation. The range of standard deviation for 
wheat is from 0,192 for farm 1 to 0,467 for farm 3. The range 
for barley is from 0,353 for farm 1 to 0,6:12 for farm 4. For oats 
the range is from 0,264 for farm 1 to 1,38 for farm 4. From the 
data farm 1 seems to have a consistently low yield variability 
and farms 4 and 5 a high yield variability. 

As mentioned earlier, yield variability based on average yields 
is expected to be lower than individual farm variability. This is 
highlighted here especially in the case of barley where the 
average variability is lower than for any of the individual farms. 
However, pooled yield variability tends to be representative of 
the "average" variability of individual farms. 

Significant differences in relationships arc observed among 
farms. Correlation coefficients for wheat and barley range from 
-0,34 for farm 3 to 0,88 for farm 4. Wheat and oats yield cor­
relation coefficients ranging from -0,31 for farm 2 to 0,49 for 
farm 4. For barley and oats the range is from -0,23 for farm 2 
to 0,82 for farm 6. It appears that the correlation coefficients 
for average yields are biased upwards when comparing them to 
individual correlation coefficients. For example, the average 
correlation coefficient for wheat/oats is 0,45 yet only one farm 
(farm 4) has a correlation coefficient slightly greater than this. 
It can be seen that the pooled yield data has a correlation coef­
ficient roughly "average" of those experienced on the six farms 
for the three crops. 

In light of these results it was decided to use a pooled data set. 
Gross incomes for each crop for individual farms were taken 
from the Mail-in Record System for the R0cns and Swartland 
production regions (Directorate of Agricultural Production 
Economics 1981 to 1986). Information from six farms for six 
years for each production region was used. 

A dummy variable model was fitted for each crop's gross in­
come with linear and quadratic slope coefficients for time trend 
varying across farms. 

G =b +b T+b T+e 
IT Oi It 21 IT 

= Gross income on the ith farm at time T. 
= The intercept for the ith farm . 
= The linear slope coefficient for the ith farm. 
= The quadratic slope coefficient for the ith farm. 
= Residual error for the ith farm at time T. 

(1) 

The method used to estimate equation 1 was ordinary least 
squares. Different intercepts for the individual farms were 
taken to represent different management practices, soil types 
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Correlation Coefficients 
Wheat/ Wheat/ Barley/ 
Barley Oats Oats 

0,79 0,45 0,05 
0,58 -0,31 -0,23 

-0,34 -0,30 0,79 
0,88 0,49 0,55 
0,60 0,01 -0,13 
0,56 0,44 0,82 

0,78 0,45 0,75 

0,55 -0,02 0,21 

and other environmental influences on gross incomes which did 
not interact with time. Different slope coefficients were taken 
to indicate differences in technology over time and would also 
adjust for inflation of gross incomes over time. 

A dummy with a coefficient significant at the one percent level 
or less was included in the model with the other dummies being 
dropped from the model. The model was then re-run to check 
that the remaining dummies were still significant. If so, the 
residuals of this model were used as risk data. If no dummy in­
tercept or slope coefficient was significant, then deviations were 
taken from the common time trend line. Thus, the gross in­
comes for that particular crop for all farms were assumed to be 
generated by a process common to all farms. If the common 
linear and quadratic time effects were not significant then 
deviations from the arithmetic mean of the gross incomes were 
taken. 

As individual farm data were not available for the OFS/fvl 
region, aggregated data for nine years from the Department of 
Statistics (1975/84), were used. 

2.9 Demand 

Price elasticity of demand estimates were obtained for each 
crop. Table 3 gives various elasticity estimates and the coeffi­
cients used in the model. 

Table 3: Estimates of price elasticities of demand. 

Crop Elasticity 

Wheat 

Maize 
(human) 

-0,522 (bread) 

Maize 
(animal) 

-0,65· 
-0,513 
-0,33 
-0,1 to 0,15 
-0,885 
-1,12 
-3,0 
-1,29 to -1,59 

Maize -0,725° 
(weighted average of 
human and animal) 
Maize/Wheat 
(Cross-elasticity) 
Sorghum 

Sunflower 
Oats 

0,2· 

-0,9· 

-7,04°(Food oil) 
-0,007 
-o.s· 

• Estimates used in LP model 

Source 

Darroch (1983:12) 
Richardson(l976:38) 
Frank (1986:39) 
Cadiz (1984:10) 
Van Zyl (1985:14) 
Frank (1986:39) 
Cadiz (1984:21) 
Nieuwoudt (1973:38) 
Van Zyl (1985:13) 
Estimate 

Van Zyl (1985) 

Nieuwoudt al 
(1976:486) 
Sheppard (1968:62) 
Sheppard (1968:62) 
Estimate 
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These estimates were transformed into demand functions. The 
area beneath the demand function (P = a - bQ) is given by the 
integral of the function as follows : 

W = Q(a - 05bQ) 

Where : P = product price. 
a = constant. 
b = slope of the function. 
Q = aggregate quantity demanded 
W = area beneath the demand function (total welfare) 

(2) 

This function is not linear so it cannot be entered directly into 
a linear program. However, it can be linearized by using the 
Duloy and Norton (1973) technique : the demand function is 
divided into segments and the area beneath the demand func­
tion up to each consecutive segment is calculated. The welfare 
values for different quantities are then calculated. These wel­
fare values were used in the objective row of the LP matrix to 
enable total consumer surplus to be maximised. Each segment 
is then entered into the LP matrix as a separate activity, but a 
constraint ensures that only one of these activities enters the 
solution at any one time. 

Regional demand functions were estimated for those crops 
where only a percentage of the total crop is grown in the 
wheat-growing regions. This was done by utilising the method 
proposed by Kutcher (1972) and used by Ortmann (1985) and 
Frank (1986). 

The welfare values calculated hold if there is no substitution in 
demand. However, there appears to be a significant cross­
elasticity between the demand for maize and wheat. Van Zyl 
(1985) estimated this cross-price elasticity to be 0,2. The quan­
tities and welfares of the consumption of maize and wheat 
were calculated at different prices for the two crops. Total wel­
fare was calculated by adding the individual welfares derived 
from maize and wheat consumption at different prices. The to­
tal welfare vector was entered into the objective function of the 
matrix. 

Export demands were assumed to be perfectly elastic due to 
South Africa's small share of world markets. Shifts in demand 
due to changes in income were ignored. 

2.10 The model 

The objective function of the model can now be expressed as 
follows: 

N 

Max Z = [ X'M (A-0.SBMX)] - 4 {(C'X] + (8 (X{2X)
05

]} (3) 
1• l I I t 

The first term of equation 3 measures total welfare, which is 
the integral of the linear product demand function P = A -
BMX, where M is a nxn diagonal matrix of average yields per 
hectare and X is a nxl vector of aggregate hectares generated 
endogenously within the model. Production costs are deducted 
in the second term (C'X] where C is a vector of production 
costs per hectare. Costs associated With risk are deducted in the 
last term, where IJ is a variance-covariance matrix of gross in­
comes per hectare, 8. is an aggregate "risk aversion" coefficient 
for all farms in regibn i and N the number of major regions 
(three in this study). 

3. Simulation 

Before the model can be used to evaluate alternative wheat 
policies, results must be compared with present cropping pat­
terns. This also provides a check on cost data. To do this, cur­
rent policies relevant to the different crops were imposed on 
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the model. Wheat, maize, barley and oats were (during 1981 
to 1986) all marketed through a one-channel fixed price 
scheme. Sorghum and sunflowers were marketed under a 
floor-price and pool-price scheme respectively. However, rela­
tively small quantities of sorghum and sunflowers are produced 
in the wheat regions. Therefore, for the purpose of simulation, 
demand curves for these crops were assumed to be perfectly 
elastic. The average producer prices from 1981 to 1986, inflated 
by the consumer price index to 1986 rand, were used for all 
crops. 

Three tests for simulation were used, namely, land areas, 
regional production and land rents. Sensitivity of the optimal 
solution was determined by using different values of 8. Table 
4 gives production hectares with different risk aversion coeffi­
cients. Correlation coefficients and percentage absolute devia­
tions (PAD) are given for the individual production regions 
and the three regions combined, for different values of 8. Ac­
cording to Hazell and Norton (1986: 271 ) an overall PAD of 
less than 15 per cent is acceptable. For the OFS/fvl region a 8 
value of 0,30 results in the "best fit" giving a correlation coeffi­
cient of 0,998 and a PAD of 4,1 per cent . An increase in 8 
results in a decrease in the area planted to maize with diver­
sification into the planting of competing crops. 

Table 4: Areas planted under different risk aversion coeffi­
cients 

Actual ha Simulated Ha(lO00's) at 
Region {lOOO's) 

OFS/fvl 

Wheat 
Maize 
Sorghum 
Sunflower 
Oats 

8=0,10 8=0,30 8=0.SO 

908,9 
1172,8 
45,3 
90,7 

18,5 

Corr, Coefficient 
PAD 

Swartland 

Wheat 356,4 
Oats 44,6 
Pastures 9,6 
Fallow 253,4 

Corr, Coefficient 
PAD 

R0ens 

Wheat 
Barley 
Oats 
Pastures 
Fallow 

218,0 
92,0 
15,0 

185,0 
117,0 

Corr, Coefficient 
PAD 

570,0 
1528,7 

0,0 
50,2 
15,0 

0,934 
35,1% 

8=0,25 

390,6 
98,0 
0,0 

227,6 

0,975 
18.5% 

8=o,5o 

239,7 
77,7 
13,7 
83,0 
213.6 

0,685 
37,6% 

Overall Corr, Coef, 0,937 
Overall PAD 32,4% 

832,8 
1179,1 
48,9 
88,1 
15,0 

0,998 
4,1% 

8=0,35 

390,6 
77,0 
21,0 

227,6 

0,985 
15,6% 

8=0,60 

194,6 
87,5 
13,7 

208,3 
123.5 

0,976 
9,4% 

0,997 
12,2% 

PAD - Percentage Absolute Deviation 

865,9 
930,6 
61,2 
161,6 
15,0 

0,990 
16,8% 

8=0.50 

279,0 
109,9 
174,1 
153,2 

0,723 
61,4% 

8=1,00 

179,8 
88,6 
0,0 

238,0 
121.3 

0,926 
18,2% 

0,976 
28,9% 

For the Swartland a 8 value of 0,35 gives a correlation coeffi­
cient and PAD of 0,985 and 15,6 per cent respectively. These 
relatively poor results can be attributed to the lack of viable 
alternative crops other than wheat that can be grown in this 
region. Therefore the model tends to specialise and simulates 
the crops produced on small areas poorly. 
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Table 5: Production under different risk aversion {lOOOt) 

Actual Simulated Production at 
Region Production 

OFS(I'vl 8=0,10 8=0,30 8=0,50 

Wheat 813,9 558,3 806,0 835,1 
Maize 1955,8 2572,6 2021,9 1672,0 
Sorghum 26,8 0,0 73,3 94,6 
Sunflower 72,7 58,4 97,1 167,0 
Oats 20,3 22.S 22,5 22,5 

Corr, Coefficient 0,979 0,999 0,996 
PAD 31,7% 5,1% 16,2% 

Swartland 8=0,25 8=0,35 8=0,50 

Wheat 354,4 359,8 359,8 271,3 
Oats 10,8 104,3 81,2 116,1 

PAD 27,1% 20,7% 51,6% 

R0ens 8=0,50 8=0,60 8=1,00 

Wheat 273,4 348,4 278,2 259,4 
Barley 107,8 91,6 109,5 110,9 
Oats 15,8 15,1 15,1 0,0 

PAD 23,2% 1,8% 8,3% 

Overall Corr, Coef, 0,979 0,999 0,994 
Overall PAD 30,3% 6,3% 18,9% 

PAD - Percentage absolute deviation. 

For the R0ens region a 9 value of 0,60 results in the best cor­
relation coefficient and PAD of 0,976 and 9,4 per cent respec­
tively. An increase in 9 results in a decrease in the area of 
wheat and oats and an increase in the area of barley and pas­
tures. The overall correlation coefficient and PAD are good, 
being 0,997 and 12,2 per cent respectively. 

The results of the second test are shown in Table 5. The 
production of different crops in the OFS/fvl region is simu­
lated closely at the optimum 8 value (0,30) giving a cor­
relation coefficient and PAD of 0,999 and 5,1 per cent respec­
tively. Simulation of production in the Swartland region is 
poor which is mainly due to the poor simulation of oats 
production. One reason for this is that the actual production 
figure recorded does not account for oats produced but fed to 
livestock. If this data were available there would be an im­
provement in the PAD for the Swartland region. The produc­
tion of wheat, barley and oats in the R0ens region is simulated 
closely at the optimum 9 value (0,60). The overall PAD value 
of 6.3 per cent indicates that close simulation was obtained. 

Interesting to note is that the production of wheat in the 
Swartland and R0ens regions decreases with an increase in 8, 
but increases in the OFS/fvl region, highlighting the dif­
ferences in wheat production in the winter rainfall region com­
pared to the summer rainfall region. 

Estimates of actual rent data were acquired from regional ex­
tension officers and economists in the different production 
regions (Coctzee 1987; Laubsher 1987; Purchase 1987). Results 
of the land-rent test are presented in Table 6. 

The fact that the shadow prices of land at the optimum 8 
values are similar to the actual rents, shows that the costs used 
in the model are representative of the real production costs. 
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Table 6: Actual rents and estimated rents per hectare at dif­
ferent risk aversion coefficients (1986) 

Actual Simulated Shadow Price of Land 
Region Rents(R/Ha) (R/Ha) 

8=0,10 8=0,30 8=0,50 
OFS 80-90 104,65 81,95 64,62 

8=0,25 8=0,35 8=0,5 
Swartland 70-80 76,23 70,17 61,87 

8=0,50 8=0,60 8=1,00 

ROens 90-110 118,28 92,32 68,49 

From the overall correlation coefficient and PAD tests the 
simulation exercise was reasonably successful, the optimum 8 
levels being 0,30, 0,35, and 0,60 for the OFS/fvl, Swartland and 
R0ens regions respectively. These 9 values compare with past 

studies. Nieuwoudt et al (1976) reported a value of 2,0 as giving 
the best solution in simulating,.peanut production in the U.SA. 
Ortmann (1985) found that I:! equal to 0,25 gave the best 
results in simulating sugttr-cane production in South Africa. 
Frank (1986) found that I:! equal to 0,55 gave the best solution 
in simulating maize production in South Africa. 

4. Conclusion 

A mathematical programming model of the wheat industry was 
developed, with the objective of comparing different policy op­
tions for wheat marketing in South Africa. Substitution in 
supply was modeled by including alternative crops to wheat in 
each of the production regions. To make the model more 
realistic crop rotations were incorporated in the model. Risk in 
the form of variance-covariance matrices was also considered. 
Pooled data appear to give more representative variances 
within and correlation coefficients between crops than ag­
gregated data in risk analysis. Negative-sloping demand curves 
for the main crops, which incorporated substitution in demand 
between wheat and maize, were also considered. 

The values of the risk aversion coefficients that gave the "best 
fit" for simulation were 0,30, 0,35 and 0,60 for the OFS/fvl, 
Swartland and R0ens regions respectively. These gave an over• 
all correlation coefficient and PAD of 0,997 and 12,2 per cent 
respectively for actual land and predicted land usage. The 
overall correlation coefficient and PAD for actual production 
and predicted production was 0,999 and 6,3 per cent respec­
tively. These correlation coefficients and PADs indicate that 
the wheat industry has been adequately simulated and that the 
model should be reliable in predicting the effects of various 
wheat marketing programmes. Results of these predictions arc 
presented in Howcroft (1990). 
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These estimates were transformed into demand functions. The 
area beneath the demand function (P = a - bQ) is given by the 
integral of the function as follows : 

W = Q(a - 05bQ) 

Where : P = product price. 
a = constant. 
b = slope of the function. 
Q = aggregate quantity demanded 
W = area beneath the demand function (total welfare) 

(2) 

This function is not linear so it cannot be entered directly into 
a linear program. However, it can be linearized by using the 
Duloy and Norton (1973) technique : the demand function is 
divided into segments and the area beneath the demand func­
tion up to each consecutive segment is calculated. The welfare 
values for different quantities are then calculated. These wel­
fare values were used in the objective row of the LP matrix to 
enable total consumer surplus to be maximised. Each segment 
is then entered into the LP matrix as a separate activity, but a 
constraint ensures that only one of these activities enters the 
solution at any one time. 

Regional demand functions were estimated for those crops 
where only a percentage of the total crop is grown in the 
wheat-growing regions. This was done by utilising the method 
proposed by Kutcher (1972) and used by Ortmann (1985) and 
Frank (1986). 

The welfare values calculated hold if there is no substitution in 
demand. However, there appears to be a significant cross­
elasticity between the demand for maize and wheat. Van Zyl 
(1985) estimated this cross-price elasticity to be 0,2. The quan­
tities and welfares of the consumption of maize and wheat 
were calculated at different prices for the two crops. Total wel­
fare was calculated by adding the individual welfares derived 
from maize and wheat consumption at different prices. The to­
tal welfare vector was entered into the objective function of the 
matrix. 

Export demands were assumed to be perfectly elastic due to 
South Africa's small share of world markets. Shifts in demand 
due to changes in income were ignored. 

2.10 The model 

The objective function of the model can now be expressed as 
follows: 

N 

Max Z = [ X'M (A-0.SBMX)] - 4 {(C'X] + (8 (X{2X)
05

]} (3) 
1• l I I t 

The first term of equation 3 measures total welfare, which is 
the integral of the linear product demand function P = A -
BMX, where M is a nxn diagonal matrix of average yields per 
hectare and X is a nxl vector of aggregate hectares generated 
endogenously within the model. Production costs are deducted 
in the second term (C'X] where C is a vector of production 
costs per hectare. Costs associated With risk are deducted in the 
last term, where IJ is a variance-covariance matrix of gross in­
comes per hectare, 8. is an aggregate "risk aversion" coefficient 
for all farms in regibn i and N the number of major regions 
(three in this study). 

3. Simulation 

Before the model can be used to evaluate alternative wheat 
policies, results must be compared with present cropping pat­
terns. This also provides a check on cost data. To do this, cur­
rent policies relevant to the different crops were imposed on 
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the model. Wheat, maize, barley and oats were (during 1981 
to 1986) all marketed through a one-channel fixed price 
scheme. Sorghum and sunflowers were marketed under a 
floor-price and pool-price scheme respectively. However, rela­
tively small quantities of sorghum and sunflowers are produced 
in the wheat regions. Therefore, for the purpose of simulation, 
demand curves for these crops were assumed to be perfectly 
elastic. The average producer prices from 1981 to 1986, inflated 
by the consumer price index to 1986 rand, were used for all 
crops. 

Three tests for simulation were used, namely, land areas, 
regional production and land rents. Sensitivity of the optimal 
solution was determined by using different values of 8. Table 
4 gives production hectares with different risk aversion coeffi­
cients. Correlation coefficients and percentage absolute devia­
tions (PAD) are given for the individual production regions 
and the three regions combined, for different values of 8. Ac­
cording to Hazell and Norton (1986: 271 ) an overall PAD of 
less than 15 per cent is acceptable. For the OFS/fvl region a 8 
value of 0,30 results in the "best fit" giving a correlation coeffi­
cient of 0,998 and a PAD of 4,1 per cent . An increase in 8 
results in a decrease in the area planted to maize with diver­
sification into the planting of competing crops. 

Table 4: Areas planted under different risk aversion coeffi­
cients 

Actual ha Simulated Ha(lO00's) at 
Region {lOOO's) 

OFS/fvl 

Wheat 
Maize 
Sorghum 
Sunflower 
Oats 

8=0,10 8=0,30 8=0.SO 

908,9 
1172,8 
45,3 
90,7 

18,5 

Corr, Coefficient 
PAD 

Swartland 

Wheat 356,4 
Oats 44,6 
Pastures 9,6 
Fallow 253,4 

Corr, Coefficient 
PAD 

R0ens 

Wheat 
Barley 
Oats 
Pastures 
Fallow 

218,0 
92,0 
15,0 

185,0 
117,0 

Corr, Coefficient 
PAD 

570,0 
1528,7 

0,0 
50,2 
15,0 

0,934 
35,1% 

8=0,25 

390,6 
98,0 
0,0 

227,6 

0,975 
18.5% 

8=o,5o 

239,7 
77,7 
13,7 
83,0 
213.6 

0,685 
37,6% 

Overall Corr, Coef, 0,937 
Overall PAD 32,4% 

832,8 
1179,1 
48,9 
88,1 
15,0 

0,998 
4,1% 

8=0,35 

390,6 
77,0 
21,0 

227,6 

0,985 
15,6% 

8=0,60 

194,6 
87,5 
13,7 

208,3 
123.5 

0,976 
9,4% 

0,997 
12,2% 

PAD - Percentage Absolute Deviation 

865,9 
930,6 
61,2 
161,6 
15,0 

0,990 
16,8% 

8=0.50 

279,0 
109,9 
174,1 
153,2 

0,723 
61,4% 

8=1,00 

179,8 
88,6 
0,0 

238,0 
121.3 

0,926 
18,2% 

0,976 
28,9% 

For the Swartland a 8 value of 0,35 gives a correlation coeffi­
cient and PAD of 0,985 and 15,6 per cent respectively. These 
relatively poor results can be attributed to the lack of viable 
alternative crops other than wheat that can be grown in this 
region. Therefore the model tends to specialise and simulates 
the crops produced on small areas poorly. 
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Table 5: Production under different risk aversion {lOOOt) 

Actual Simulated Production at 
Region Production 

OFS(I'vl 8=0,10 8=0,30 8=0,50 

Wheat 813,9 558,3 806,0 835,1 
Maize 1955,8 2572,6 2021,9 1672,0 
Sorghum 26,8 0,0 73,3 94,6 
Sunflower 72,7 58,4 97,1 167,0 
Oats 20,3 22.S 22,5 22,5 

Corr, Coefficient 0,979 0,999 0,996 
PAD 31,7% 5,1% 16,2% 

Swartland 8=0,25 8=0,35 8=0,50 

Wheat 354,4 359,8 359,8 271,3 
Oats 10,8 104,3 81,2 116,1 

PAD 27,1% 20,7% 51,6% 

R0ens 8=0,50 8=0,60 8=1,00 

Wheat 273,4 348,4 278,2 259,4 
Barley 107,8 91,6 109,5 110,9 
Oats 15,8 15,1 15,1 0,0 

PAD 23,2% 1,8% 8,3% 

Overall Corr, Coef, 0,979 0,999 0,994 
Overall PAD 30,3% 6,3% 18,9% 

PAD - Percentage absolute deviation. 

For the R0ens region a 9 value of 0,60 results in the best cor­
relation coefficient and PAD of 0,976 and 9,4 per cent respec­
tively. An increase in 9 results in a decrease in the area of 
wheat and oats and an increase in the area of barley and pas­
tures. The overall correlation coefficient and PAD are good, 
being 0,997 and 12,2 per cent respectively. 

The results of the second test are shown in Table 5. The 
production of different crops in the OFS/fvl region is simu­
lated closely at the optimum 8 value (0,30) giving a cor­
relation coefficient and PAD of 0,999 and 5,1 per cent respec­
tively. Simulation of production in the Swartland region is 
poor which is mainly due to the poor simulation of oats 
production. One reason for this is that the actual production 
figure recorded does not account for oats produced but fed to 
livestock. If this data were available there would be an im­
provement in the PAD for the Swartland region. The produc­
tion of wheat, barley and oats in the R0ens region is simulated 
closely at the optimum 9 value (0,60). The overall PAD value 
of 6.3 per cent indicates that close simulation was obtained. 

Interesting to note is that the production of wheat in the 
Swartland and R0ens regions decreases with an increase in 8, 
but increases in the OFS/fvl region, highlighting the dif­
ferences in wheat production in the winter rainfall region com­
pared to the summer rainfall region. 

Estimates of actual rent data were acquired from regional ex­
tension officers and economists in the different production 
regions (Coctzee 1987; Laubsher 1987; Purchase 1987). Results 
of the land-rent test are presented in Table 6. 

The fact that the shadow prices of land at the optimum 8 
values are similar to the actual rents, shows that the costs used 
in the model are representative of the real production costs. 
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Table 6: Actual rents and estimated rents per hectare at dif­
ferent risk aversion coefficients (1986) 

Actual Simulated Shadow Price of Land 
Region Rents(R/Ha) (R/Ha) 

8=0,10 8=0,30 8=0,50 
OFS 80-90 104,65 81,95 64,62 

8=0,25 8=0,35 8=0,5 
Swartland 70-80 76,23 70,17 61,87 

8=0,50 8=0,60 8=1,00 

ROens 90-110 118,28 92,32 68,49 

From the overall correlation coefficient and PAD tests the 
simulation exercise was reasonably successful, the optimum 8 
levels being 0,30, 0,35, and 0,60 for the OFS/fvl, Swartland and 
R0ens regions respectively. These 9 values compare with past 

studies. Nieuwoudt et al (1976) reported a value of 2,0 as giving 
the best solution in simulating,.peanut production in the U.SA. 
Ortmann (1985) found that I:! equal to 0,25 gave the best 
results in simulating sugttr-cane production in South Africa. 
Frank (1986) found that I:! equal to 0,55 gave the best solution 
in simulating maize production in South Africa. 

4. Conclusion 

A mathematical programming model of the wheat industry was 
developed, with the objective of comparing different policy op­
tions for wheat marketing in South Africa. Substitution in 
supply was modeled by including alternative crops to wheat in 
each of the production regions. To make the model more 
realistic crop rotations were incorporated in the model. Risk in 
the form of variance-covariance matrices was also considered. 
Pooled data appear to give more representative variances 
within and correlation coefficients between crops than ag­
gregated data in risk analysis. Negative-sloping demand curves 
for the main crops, which incorporated substitution in demand 
between wheat and maize, were also considered. 

The values of the risk aversion coefficients that gave the "best 
fit" for simulation were 0,30, 0,35 and 0,60 for the OFS/fvl, 
Swartland and R0ens regions respectively. These gave an over• 
all correlation coefficient and PAD of 0,997 and 12,2 per cent 
respectively for actual land and predicted land usage. The 
overall correlation coefficient and PAD for actual production 
and predicted production was 0,999 and 6,3 per cent respec­
tively. These correlation coefficients and PADs indicate that 
the wheat industry has been adequately simulated and that the 
model should be reliable in predicting the effects of various 
wheat marketing programmes. Results of these predictions arc 
presented in Howcroft (1990). 
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SIKLIESE VARIASIE IN DIE RSA BEES- EN SKAAPVLEISBEDRYF1 
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Depanement Landbo11-eko110111ie, UOVS, Bloc111fo111ei11 en Uit\'Oerende Hoojbcswurder, Agrimed, Bloemfo111ei11. 

Abstract 

The decreasing trend in farm prizes for beef and mutton, originating 1989, continued in 1990. These decreases represent the normal in­
teraction between an increase in supply and a disproportionate increase in demand. Farn1ers' decisions three years ago to produce more 
beef and mutton because of increasing prices and improved fanning conditions, caused in itial high prices because less animals were 
slaughtered. Producers increased herd sizes by decreasing the number of animals slaughtered, especially the number of female cattle. At 
present the industry is eA-pericncing a typical post-herd building phase with significant cyclical lows in pnces. Decreasinb producer prices 
are stimulated by an inability of consumers to effectively react on decreasing prices because of harsh economic conditions, putting their 
spending ability under pressure. At the same time mutton producer prices are declining and more momentum is to the decrease in 
producer prices by the decrease in wool prices. Given the normal cyclical behaviour of the beef and mutton industries it can be expected 
that the current cyclical low in prices arc to continue for at least a couple of years. 

Uittreksel 

Die dating in die produsenteprysc van bees- en skaapvlcis wat in 1989 begin het , is voortgcsit in 1990. As sodamg vertcenwoordig hierdie 
dalings in die pryse die norn1ale interaksie tussen 'n toename in aanbod met 'n minder as propors1onelc toename in die vraag na die 
produk. Produsente van bees- en skaapvleis sc bc~luite drie jaar gelede om na aanleiding van stygende pryse en gocie landbouvooruit­
sigte meer te produscer, het aanvanl..lik to t geweld1ge prysstygings gelci omdat minder dicre geslag is. Produsentc het veral minder 
vroulike diere laat slag ten einde hullc kuddes tc vergroot. Tans bevind die bedryf horn in 'n tipiese na-kuddeboufase waar minder 
vroutike diere teruggehou word en mecr die re geslag word. Al is hicrd1e besluite van die produscntc rasionecl civaar die bcdryf boonop 
in 1990 'n betekenisvolle siklicse afswaai in produscnteprys. Dalende produsentcpryse in 1990 kry momentum omdat die vcrhruiker nie in 
staat is om posit ief te reagecr op dalcnde produsente- en verbruikerspryse nie. Daaivoor is sy besteebare JOkomstc as gcvotg van die 
huidige ekonomiese insinking le vccl ondcr druk. Fakto rc wat verdere momentum verlecn aan die dalendc tendens in die 
skaapvteispryse. is die daling in die wotprysc, as gevolg waaivan boere nou meer skape laat slag. Gcgewe dte normale sikhcsc patroon van 
die bees- en skaapvleisbedrywe, kan vcrwag word da t die huidige sikliese laag in pryse, nog vir 'n aantal jare kan voorlduur. 

1. Inleiding 

In hierdie referaat word die vcrloop van die vcilingspryse, 
slagtings in die bees- en skaapvleisbedrywe en andcr verwante 
faktore ontleed. Die ontleding hel ten docl om 'n oorsig te 
verskaf ten opsigte van die historiesc ve rloop van die betrokke 
tydreekse in terme van die tipiese variasies. Met bchulp van 
die gefndentifiseerde bronne van variasie l..an sekere aneidings 
gemaak word ten opsigte van die verwagte verloop van die 
betrokke veranderlikes. Die doel hiern1ec is nic om vcrwagtc 
prysvlakke eksakt te voorspel nie, maar eerder om die vcrwagte 
rigting van verandering te identifiseer en die impl ikasies daar­
van te ontlecd. Daardeur kan bestuitncmers hewus gemaak 
word van dit wat redelikerwys verwag kan word in die twee 
betrokke bedrywe. 

2. Prosedure 

Vir doeleindes van hierdie ontleding is die volgende vcrwer­
kings gedocn. Eerstens is vir die maandehksc tyd reekse bcide 
die tendens en seisoenaliteit gefsoleer. Dit 1s interessant dat die 
tipicsc seisoenaliteit van veral die veilingspryse vir bees- en 
skaapvlcis betekenisvot met verloop van tyd verander het. 
Hierdie veranderings in die seisoenalitcit is waarncembaar deur 
middel van die berekening van seisoensindekse2

. Tweedens is 
die betrokke tydreekse gesuiwer van die tendens en 
seisoenaliteit soos voorgeskryf deur Valier er al (1978). Die 
verloop van die verwerkti tydreekse as voorstellings van die 
sikliese en ander variasies . word waar nodig hierin later grafies 
voorgestel en bespreek. 

Vetvolgens 'n beknopte oorhoofse besp,cking van die ver­
naamste bevindings soos afgelei uit die ontlcdings van die ver­
naamste bronne van variasie en gekoppel aan dit wat redeliker­
wys verwag kan word vir die toekoms. 
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2.1 Die Beesvleisbedryf 

2.1,1 Die impak ,·an die si.kliese ,·erand~rings 

Die beesvlcisbedryf bevind horn tans JO 'n tipiese na kudde-bou 
fase, waarin daar 'n toename in die aantal beesslagtings waar­
neembaar is. So byvoorbeeld ,vas die maandelikse beesslagt­
ings in beidc die behcerde en die nie-bcheerde gebiede in April 
1990 nagenoeg 18 persent h~r as in die ooreenstemmende 
maand in 1989. As algemene prysbarometers is die gemiddelde 
veilingspryse vir alle grade beesvleis en die van Super beesvleis 
vir al nege die beheerde markte ontleed. Hierdie ontledings 
loon dat alhoewcl daar oor die tydperk April 1990 tot April 
1991 'n gcringe styging van minder as vier perscnt verwag kan 
word, retie pryse as gcvotg van die vcrwagtc hol: inflasiekoers, 
skerp kan daal. Die verwagte sydelingse beweging van pryse sat 
dan betcken dat da'" r nie JO 1990 'n oplewing in die lente ver­
wag kan word nie . Die tcndens stem grootliks oorcen met die 
van 1989. 'n Gennge verhoging (rclatief tot tipiese lae middel 
van die jaar pryse) is moonthk vir Descmber 1990. Laas­
genoemde pryse sal na verwagting matig laer wees as die 
Desember 1989 pryse. Votgens ons ontledings van die 
veilingspryse van Superbccs, behoort die pryse met die uitson­
denng van die tradisioncle Kersfces-mark oplewing. nouliks die 
1989-vlakke te oorskrei. Die verloop van die werklike pryse en 
die verwagte pryse word opgesom in Tabel 1 en grafies voor­
gestel in Figure 1 en 2. H1erd1e skattings van die verwagte ver­
loop van die pryse en die slagtings, moet saamgelees word met 
ander bclangrikc verandcringe wat verdcraan bespreek sal 
word. Daar is vroe~r meldmg gemaak van die feit dat die 
beesvleisbedryf horn tans in 'n sogenaamdc hl..'Wldasie fase 
bevind. 


