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Abstract: By means of Monte—Carlo experiments the loss of efficiency of the main error

components' models estimators is analysed if from a panel data base those individuals are

dropped for which the observations are not complete. An empirical risk function has been

estimated. This can help to measure the risk of the use of complete sub—panels instead of

the original but incomplete ones.
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I. Introduction

Over the last two decades the use of panel data has attracted a lot of attention in
econometrics (e.g., Balestra-Nerlove [1966], Wallace-Hussain [1969], Hsiao [1986]). In
practice panel data bases may be incomplete. This means that either the individuals

present in the data base are not observed during the same period (unbalanced panels)
or there may be "holes" in the observation panel. When we want to estimate an

econometric model with these kinds of incomplete panels we have two possibilities.
We can use appropriate (unbalanced) estimation methods ( Wansbeek-Kapteyn [1989],
Baltagi [1984 Biorn [1981]), but these are in general quite complex. Another

possibility is is to drop from the panel those individuals for which the observations
are not complete and carry out the estimation on a balanced and complete sub-panel
of the original one. (Obviously panels like rotating ones cannot be treated in this
way.)

It has been shown (Verbeek-Nijman [1990]) that if we have unbalanced or
incomplete panels and we use the usual estimators of panel models based on a
balanced and complete sub-panel, these are (asymptotically) unbiased and consistent
(except the OLS) under quite general and reasonable conditions in the case when
the observations are missing at random (so there is no selectivity bias present). But
an important practical problem has been ignored in the literature. Which is better:
to use the (more complex) unbalanced methods or to use the traditional balanced
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methods based on a balanced sub—panel of the original data base? Or, in a more
general form: What should we do when we have "holes" in the panel and we can
suppose that these missing observations are missing at random? Do we apply more
complex tools (estimators) or we can just drop from the panel those individuals for
which there are missing observation(s)?

Because the consistency of the main usual estimators is guaranteed whether we
use unbalanced panels or balanced sub—panels, the problem to analyse is the increase
of risk (or the loss of efficiency) of the estimation caused by the use of balanced
sub—panels. If this loss is not important it is not worth it to use the more complex
unbalanced methods. We can just drop those individuals for which the observations
are not complete. On the contrary, if the loss of efficiency is important (so the risk of
the estimation increases) the more complex methods developed for unbalanced panels
should be used.

In this paper we analyse the behaviour of the error components model through
a Monte—Carlo experiment—because it is the most commonly used—and we focus
our attention on the risk of two estimators: the within and the feasible GLS (FGLS)
(Iisiao [1986]).

II. The design of the Experiment

The basic framework of our experiments is defined as follows:

• The analysed model has an error components specification with both individual
and time effects:

y=X[3-1-u,

or

Yit X:03 uit

where uit can be decomposed as uit = pi + At + vit (or with matrix notations
u = t 0 1T + ./A v), i is the random variable of individual effects, it is the
random vector of individual effects (N x 1), At is the random variable of time
effects, A is the random vector of time effects (T x1). vit is the usual error term,
and v is the vector of the error terms, N is the number of observed individuals
and T is the length of the observed time series.

• The risk of the estimators is represented by the expected value of a quadratic
loss function (63 — — 0)).
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• For a given model (for example, the model with two exogenous variables: y =

a1 x1 + a2x2 u), given parameter values, and given sample size, we generated

one hundred samples, and for the given sample we performed both within and

the FGLS estimations.

• We analysed linear models up to five exogenous variables with 8 parameter values

0.5, 1, 2, 5, and 10, and with variance components Var(pi), Var(At) and Var(vit)
values 0.5, 1, 2, and 5. (Several scenarios are possible from the combination of

these parameters.)

• In the data generation process the exogenous variables were generated by a

stationary autoregresive process.

In the experiment, first we chose a model with a given parameter structure, then

we generated the samples and performed the estimations for the entire sample NT.

In the second round we supposed that the missing observations are affecting only

the one individual which was dropped from the sample. The specific individual was

chosen randomly from a uniform distribution. So in this case the sample size was

(N — 1)T. Then we performed again one hundred Monte—Carlo experiments. Next

we supposed that more and more individuals have to be dropped from the sample

(each time one more than previously) up to 75% of the original sample size. For each

sample size one hundred Monte—Carlo experiments were performed. In the next step

we modified the (complete) sample size NT (in the entire experiment 10 < N < 50

and 5 < T < 20) and then we came back to the first step. We performed these steps

for all the possible scenarios defined by the above mentioned parameters. We wanted

to answer the following questions:

• Does the model specification affect the risk of the estimation?

• In which form does the risk of the estimation depend on the size of the balanced

sub—sample and on the proportion of the original (unbalanced) sample and the

balanced sub—sample size?

• Is it possible to define a unique empirical function which defines the risk of the

estimation as function of the size of the balanced sub—panel and eventualy more

factors?

Our analysis was quite difficult. The degree of freedom of the problem is very
important so many more samples had to be generated and many more regressions had
to be estimated than is usual for a simple Monte—Carlo study. In total we performed

about 500,000 regressions which would be impossible without the new very fast PCs.

This is a possible explanation of why nobody tried to answer these simple but relevant

questions up to now.
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III. Monte—Carlo Results

The results of the Monte—Carlo experiments were very satisfactory.

• We found that the risk of the estimation does not depend essentially on the
parameters # of the model. Although there were some differences depending on
these parameters, this variability always remained within a well defined interval.

• It seems that from the point of view of the experiment there is no important
difference between the within and the FGLS estimators. For large samples (NT >
300) the within had a bit lower risk while for smaller samples the FGLS performed
a bit better. This is easy to understand, because the loss of information due to
orthogonal projection of the within estimator is very significant when the sample
size is not large enough.

• Our initial supposition was that the risk of an estimator depends on the actual
sample size, the relative sample size (the proportion of the actual sample size
where the individuals with missing observations were dropped and the original
sample size) and the variance Var(vit) of the real error term. It was surprising
that the relative sample size practically never had a significative effect on the
risk of the estimation.

• We found that the values of N and T separately did not effect the risk while
N > 20 and T> 5. Then only the whole NT actual sample size had importance.

• For very short time series or few observed individuals the risk of both estimators
increased explosively even if NT remained large enough.

Based on the Monte—Carlo experiment it is possible to define an empirical risk
function which gives us information about the risk of an estimator in function of the
actual sample size and the Var(vit) error variance. This empirical risk function is:

RF =
a + bass + cvar(vit)

1

where RF is the risk of the estimation represented by the quadratic loss, a, b and c
are parameters (estimated from the Monte—Carlo experiments) and ass is the actual
sample size. We found that the value of the parameter a is within the interval [3, 7]
and the value of b is within the interval [0.025, 0.04]. The result of the estimation of
the overall risk function (based on more than 200,000 different samples and the above
listed different scenarios) is summed up in the following tables.



Risk function, within estimator

variable coefficient t—statistic R2
const. (a) 7.790 46.45
ass (b) 0.033 66.90
Var(vii) (c) -3.580 -32.06

0.93

Risk function, FGLS estimator

variable coefficient t—statistic R2
const. (a)

,
6.91 40.07

ass (b) 0.031 60.45
Var(vit) (c) -3.08 -26.84

0.91

Using the above empirical risk function we are able to tell for a given case what is

the loss of efficiency if we use a balanced sub—panel while ommiting those individuals

for which there are missing observations. The necessary variance of the vit error term

can be estimated from the within residual. (The graphs of the overall risk function

can be found in the appendix.)
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IV. Conclusions

We have seen that the risk of the usual estimators of the error components
models increases in function of the actual sample size and the residual variance when
we drop from the panel those individuals for which observations are missing. Using
the results of the empirical risk function we can decide in a specific analysis whether
it is worth it to use the more complex unbalanced methods for the estimation of an
error components model, or the use of an balanced sub—panel may be satisfactory.
However in general we can say that if the remaining actual sample is large enough
(NT > 250), the estimations based on a complete sub—panel are nearly as good as
if the estimations were based on the entire panel (that is the loss of efficiency is
negligible).
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