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femlogit—Implementation of the multinomial

logit model with fixed effects

Klaus Pforr
GESIS—Leibniz–Institute for the Social Sciences

Mannheim, Germany
klaus.pforr@gesis.org

Abstract. Fixed-effects models have become increasingly popular in social-science
research. The possibility to control for unobserved heterogeneity makes these
models a prime tool for causal analysis. Fixed-effects models have been derived and
implemented for many statistical software packages for continuous, dichotomous,
and count-data dependent variables. Chamberlain (1980, Review of Economic

Studies 47: 225–238) derived the multinomial logistic regression with fixed effects.
However, this model has not yet been implemented in any statistical software
package. Possible applications would be analyses of effects on employment status,
with special consideration of part-time or irregular employment, and analyses of
effects on voting behavior that implicitly control for long-time party identification
rather than measuring it directly. This article introduces an implementation of
this model with the new command femlogit. I show its application with British
election panel data.

Keywords: st0362, femlogit, multinomial logit, fixed effects, panel data, multilevel
data, unobserved heterogeneity, discrete choice, random effects, conditional logit

1 Introduction

Fixed-effects models have become increasingly popular in sociology. The possibility to
control for unobserved heterogeneity makes these models a prime tool for causal analysis
(Gangl 2010; Brüderl and Ludwig 2015). Fixed-effects models for continuous, dichoto-
mous, and count dependent variables are widely used and available in Stata and many
other software packages. However, a fixed-effects estimator for polytomous discrete de-
pendent variables is not yet available for any statistical software package (Allison 2009,
44). The available alternatives for such dependent variables are the pooled multino-
mial logistic or probit regression (Wooldridge 2010, 609; Rabe-Hesketh and Skrondal
2012, 653–658) and the multinomial logistic or probit regression with random effects
(Wooldridge 2010, 619ff.; Rabe-Hesketh and Skrondal 2012, 659ff.). For both models,
we must assume that any unobserved heterogeneity is independent of the observed co-
variates.

In this article, I present an implementation of the multinomial logistic regression with
fixed effects (femlogit) in Stata. The femlogit command implements an estimator
by Chamberlain (1980). The implementation draws on the native Stata multinomial
logit and conditional logit model implementations. The actual ml evaluator uses Mata
functions to implement the conditional likelihood function.

c© 2014 StataCorp LP st0362



848 femlogit

Possible applications of the fixed-effects estimator include analyses of effects on em-
ployment status, with special consideration of part-time or irregular employment, and
analyses of the effects on voting behavior that implicitly control for stable individual
differences in party preference rather than measuring it directly.

After explaining the mathematical background and the implementation of the model,
I will discuss the syntax of femlogit. Then I will show the application of the ado-file
and the interpretation of its results with a model of voting behavior with British election
panel data.

2 Statistical model

The statistical model was first proposed by Chamberlain (1980, 231). More extensive
expositions are found in Lee (2002, 143ff.) and Pforr (2013). Here I assume a sample
of individuals i “ 1, . . . , N with observations across time t “ 1, . . . , Ti.

1 The outcome
variable, oj with j “ 1, . . . , J , is a polytomous categorical variable with J identical
levels for all individuals and observation times. The values of the outcome levels are
unrestricted: @j : oj P R. For each individual i and each observation time t, the chosen
outcome, yit, is measured as the dependent variable and a vector of M independent
variables xit “ pxit1, . . . , xitM q. Next to the realized choices, I define y˚

itj as the latent
propensity for each individual i at time t to choose outcome j. With this notation,
I assume the following relation between the propensities, y˚

itj , and the independent
variables, xitj :

@j P p1, . . . , Jq : y˚
itj “ αij ` xitβj ` ǫitj (1)

In this equation, βj is the coefficient vector, which must be estimated. αij is a random
variable. The error term, ǫitj , is a type I (Gumbel-type) extreme-value random variable,
independent and identically distributed across all outcomes j. The link to the chosen
outcome is defined by

@j P p1, . . . , Jq : Pr pyit “ oj |αi,β,xitq “ Pr

ˆ
max

kPp1,...,Jq
y˚
itk “ y˚

itj

ˇ̌
ˇ̌αi,β,xit

˙

With these assumptions, I can derive the probabilities of each outcome. To guarantee
identifiability, I define an arbitrarily chosen outcome B P p1, . . . , Jq as the base outcome,
and I restrict the respective coefficients to 0: αiB “ 0, βB “ 0. From this, I obtain

Pr pyit “ oj |αi,β,xitq “

$
’’’’&
’’’’%

exp
`
αij ` xitβj

˘

1 `
ř

k‰B

exp pαik ` xitβkq j ‰ B

1

1 `
ř

k‰B

exp pαik ` xitβkq j “ B

(2)

1. The subscript i at Ti means that the model allows for analyzing unbalanced panel data. However,
attrition must be at least at random; that is, attrition is completely at random when conditioning
for the independent variables (Wooldridge 2010, 828).
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So far, I have set up the assumptions for the pooled multinomial logistic regression,
which can be consistently estimated if there is no unobserved heterogeneity: @j : αij “
αj .

The advantage of the multinomial logit model with fixed effects is that it allows for
individual unobserved heterogeneity with respect to the intercepts. The heterogeneity
terms, αij , are random variables with no restrictions on the joint distribution with the
independent variables, xit. Directly estimating the individual αij creates an incidental
parameter problem, which leads to inconsistent estimators with asymptotics solely based
on N Ñ 8. However, with additional assumptions, it is possible to consistently estimate
the coefficient vector β. First, we assume that the observed covariates are strictly
exogenous conditional on the unobserved heterogeneity.

@t P p1, . . . , Tiq , j P p1, . . . , Jq : fyit|αij ,xi
” fyit|αij ,xi1,...,xiTi

“ fyit|αij ,xit

Second, we assume that the error terms are independent across time. That is, autocor-
relation is ruled out.

@s, t P p1, . . . , Tiq , j P p1, . . . , Jq : ǫisjKǫitj (3)

Chamberlain (1980) states that under these additional assumptions, the term θij ”řTi

t“1 δyitoj , where δ denotes the Kronecker delta function with respect to yit and oj ,
is a sufficient statistic for the unobserved heterogeneity, αij . This relation means that
the sum of occurrences of an outcome j for an individual i across time is a sufficient
statistic for inclination toward that outcome.

Because there is a sufficient statistic for the unobserved heterogeneity, one can refor-
mulate the likelihood function so that the estimands, αij , disappear. The probability
mass function for the sequence of chosen outcomes across time for individual i condi-
tional on the sufficient statistic is

fyi|αi,β,xi,θi
“

Tiś
t“1

Jś
j“1

Pr pyit “ oj |αi,β,xi,θiqδyitoj

ř
υiPΥi

«
Tiś
t“1

Jś
j“1

Pr pυit “ oj |αi,β,xi,θiqδυitoj

ff (4)

The summation in the denominator is taken over all “potential” sequences of chosen
outcomes υi ” pυi1, . . . , υiTi

q that fulfill the condition of the sufficient statistic θi. The
set Υi contains all sequences υi for which the sum of occurrences of each outcome j is
the same as it is for the realized sequence yi. Formally, this means

Υi ”
#

pυi1, . . . , υiTi
q
ˇ̌
ˇ̌
ˇ@j P p1, . . . , Jq :

Tiÿ

t“1

δυitoj “
Tiÿ

t“1

δyitoj “ θij

+
(5)
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Technically, Υi is the set of all permutations of the realized sequence of chosen outcomes
yi. Taking into account the assumptions and definitions above, we can write (4) as

fyi|αi,β,xi,θi
“

exp

˜
Tiř
t“1

Jř
j“1,j‰B

δyitojxitβj

¸

ř
υiPΥi

exp

˜
Tiř
t“1

Jř
j“1,j‰B

δυitojxitβj

¸ (6)

Having derived the probability mass function, we see that the simplified expression of
the log-likelihood function of the multinomial logit model with fixed effects follows its
definition. The contribution to the log likelihood of individual i is

ln ℓi pβ|yi,xiq “ ln fyi|αi,β,xi,θi

“
Tiÿ

t“1

Jÿ

j“1,j‰B

δyitojxitβj ´ ln
ÿ

υiPΥi

exp

˜
Tiÿ

t“1

Jÿ

j“1,j‰B

δυitojxitβj

¸

Therefore, the overall log-likelihood function for the sample—given a simple random
sample of panel groups—is

lnL pβ|y,xq “
Nÿ

i“1

ln ℓi pβ|yi,xiq (7)

The maximum likelihood (ML) estimator of (7) is a consistent asymptotically normal
estimator of the coefficient vector β (Wooldridge 2010, 473–481).

2.1 Special case: Binary logit with fixed effects

The binary logit with fixed effects is a special case of the multinomial logit model with
fixed effects with J “ 2. Usually, the outcome variable oj is coded as o1 “ 0 and o2 “ 1.
Also the base outcome is commonly defined as B “ 1. This simplifies (2) to

Pr pyit “ 1|αi,β,xitq “ exp pαi ` xitβq
1 ` exp pαi ` xitβq

Pr pyit “ 0|αi,β,xitq “ 1

1 ` exp pαi ` xitβq
Note that the heterogeneity term, αi, is now a scalar because it reflects only the contrast
between outcome o2 “ 1 and o1 “ 0. Similarly, the remaining coefficient vector β also
reflects only this contrast. Furthermore, (6), which is the basis of the log-likelihood
function, is simplified to

fyi|αi,β,xi,θi
“

exp

ˆ
Tiř
t“1

yitxitβ

˙

ř
υiPΥi

exp

ˆ
Tiř
t“1

υitxitβ

˙

Note that the simplification of δyitoj to yit rests on the specific dummy coding of yit.
For more details on this model and its implementation in Stata, see [R] clogit.
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2.2 Interpretation

Usually, the estimates of binary and multinomial response models are interpreted as
odds-ratio or logit effects or as effects on the predicted probabilities and related con-
structs (for example, average marginal effects).

Regarding the first class, odds-ratio and logit effects are criticized as unintuitive.
Moreover, with this interpretation approach based on arbitrary restriction assumption
of the variance of the error term ǫ in (1), effects across nested models or across differ-
ent groups cannot be easily compared (Allison 1999; Kohler, Karlson, and Holm 2011;
Best and Wolf 2015; Breen, Karlson, and Holm 2013).

Therefore, for nonlinear cross-sectional models, the second class of interpretation
constructs is recommended (Long and Freese 2006, 157ff.). This option is not given
for the fixed-effects model. The probability expression in (2) cannot be evaluated,
because the unobserved heterogeneity vector α is not estimated. Even if plausible
values for α are inserted in the equation, to conduct significance tests, one has to
find plausible values for their variances and covariances with the other independent
variables. Cameron and Trivedi (2005, 797) suggest using the binary logistic regression
with fixed effects to interpret predicted probabilities of the estimation (6), which can be
generalized to the multinomial case. However, although this circumvents the problem
of finding a plausible conditional distribution for the unobserved heterogeneity fα|x,
the object of interpretation here is more unintuitive than with the odds-ratio and logit
effects. With this approach, one interprets the effects of a unit or marginal change in the
independent variables at a specific time xt on the probability that a specific time series
of outcomes y1, . . . , yT is realized conditional on the probability of all permutations of
the time series. For realistic applications, any choice of the time series of outcomes
is arbitrary. Furthermore, the interpretation of the conditional probability remains
imprecise, because the permutation can be understood only as an analogue for the
tendency to choose each outcome. The odds-ratio effects interpretation as shown above
is the only viable option for the binary and multinomial fixed-effects logistic regression.

2.3 Robust standard errors

For other models, specifically those with panel data, it is common to report Huber–
White or sandwich-estimator standard errors. These standard errors are robust to spe-
cific violations of model assumptions. For linear panel-data models, sandwich-estimator
standard errors are robust to heteroskedasticity and serial correlation (see Cameron
and Trivedi [2005, 705ff.]). For multilevel models with continuous dependent variables,
sandwich-estimator standard errors can be robust to heteroskedasticity and correlation
within higher-level units across lower-level units.
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However, for a nonlinear model with fixed effects as described here, the robustness
of the sandwich estimator is restricted to violation of homoskedasticity on the level of
the panel groups (Wooldridge 2010, 608–625). The assumption of error independence
across time, (3), must be maintained; that is, the sandwich estimator is not robust to
violation of this assumption. However, the sandwich estimator is robust to violation
of independence across panel groups i, (1). This is equivalent to heteroskedasticity
robustness. Note that this implies robustness to varying error variances within and
between clusters of panel groups.

If the assumption of independence across time is violated, the ML estimator of (7) is
inconsistent and can be interpreted only as a quasi-ML estimator, where the sandwich-
estimator standard errors can be used to “test hypotheses about the best approximation
to the true density” (Wooldridge 2010, 503). Note that xtlogit, fe also precludes
robust standard errors.

3 Implementation

To implement femlogit, I use the moptimize( ) Mata suite because it allows me to im-
plement the evaluator as a gf2 type. This increases precision and computational speed
(Gould, Pitblado, and Poi 2010, 20–24). Moreover, the gf2-type evaluator enables a
straightforward consideration of the panel-data structure and an easier integration into
the svy command suite.2 The evaluator is implemented as a Mata function. Besides be-
ing the natural choice with moptimize( ), this allows a straightforward integration of the
Mata function cvpermute( ), which is used to loop over the set Υi in (5). The gf2-type

evaluator expects arguments to be the dependent variable column vector y :
řN

i“1 Tiˆ1,

the independent variable matrix x :
řN

i“1 Ti ˆ M , and an initial coefficient row vector
β : 1 ˆ pJ ´ 1qM . The evaluator returns the column vector tln ℓi pβqu : N ˆ 1 of the
individual contributions for all panel groups, the gradient matrix g : N ˆpJ ´ 1qM , and
the Hessian matrix H : pJ ´ 1qM ˆ pJ ´ 1qM . For the latter two function outcomes,
the first and second partial derivatives, with respect to all coefficients βjm, are derived
analytically and inserted in the Mata evaluator.

The moptimize( ) call is embedded in an ado-wrapper, following the structure of the
implementations of mlogit and clogit. Worth mentioning here are the definition of
the estimation sample and the initial values of the coefficient vector β. For the estima-
tion sample, first, observations with missing values on the dependent, independent, or
panel-group indicator variables are deleted. Second, collinear independent variables are
excluded. Finally, panel groups without variance across time in the dependent variables,
as well as independent variables without variance across time in all panel groups, are
dropped. The initial values for the coefficient vector are the estimated coefficients of a
pooled multinomial logit model. This follows the implementation of clogit, where the
initial values are taken from the pooled binary logit model. The implemented command
identifies panel groups by using the panel-group indicators set by xtset.

2. Note that there is no support for weights and the svy command suite in the current version of the
implementation.



K. Pforr 853

3.1 Data structure

The implementation expects the data to be organized in long format—that is, from the
panel-data perspective, each observation represents a time point of one person. The
following is a modified version of the example data used in [R] clogit:3

. use femlogitid

. list in 1/11

id y x1 x2

1. 1014 3 0 4
2. 1014 0 1 4
3. 1014 2 1 6
4. 1014 1 1 8
5. 1017 0 0 1

6. 1017 2 0 7
7. 1017 1 1 10
8. 1019 0 0 1
9. 1019 2 1 7
10. 1019 1 1 7

11. 1019 1 1 9

The first four observations belong to the person with the id “ 1014. The indepen-
dent variables are x1 and x2, and y is the categorical dependent variable with four levels
p0, 1, 2, 3q. Note that the different levels of the categorical dependent variable are stored
in one variable and one case, similarly to mlogit. In contrast, the implementation of
clogit expects the outcomes of the dependent variable for each time point to be stored
in long format.

3.2 Computational problems

The current implementation enumerates the sum over all permutations of the individual
sequences yi in the denominator of (6). This means that computation time increases with
the number of permutations in the dependent variable. In practice, this will rise with
Ti. The computation time can be very high, even if Ti is large for only a small subset of
individuals i “ 1, . . . , N . If computation becomes unwieldy, a random subset of available
measurements of all observation units should be analyzed. This selection should not
depend on the number of available measurements for each observation. Increasing N

should not increase the computation time severely.

3. The data femlogitid.dta and syntax femlogit example1.do can be found in the online appendix.
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4 The femlogit command

4.1 Syntax

The command femlogit is called with the following syntax:

femlogit depvar
“
indepvars

‰ “
if
‰ “

in
‰ “

, group(varlist) baseoutcome(#)

constraints(clist) difficult or robust
‰

depvar and indepvars may not contain factor variables or time-series operators. No
prefix commands are allowed. Weights and vce( ) are not allowed at this point.

4.2 Options

group(varlist) specifies one or more identifier variables (numeric or string) for the
matched groups. It overrides the default group indicator that is specified with xtset.

baseoutcome(#) specifies the value of depvar to use as the base outcome. The default
is to choose the mode outcome.

constraints(clist) specifies the linear constraints to be applied during estimation. The
default is to perform unconstrained estimation. clist has the form #

“
-#

‰ “
, #“

-#
‰
...

‰
.

difficult specifies that the “hybrid” method be used in nonconcave regions of the
likelihood function instead of the default “modified Marquardt” method (Gould,
Pitblado, and Poi 2010, 15–17).

or reports the estimated coefficients transformed to odds ratios, that is, exppbq rather
than b. Confidence intervals are similarly transformed. This option affects how
results are displayed, not how they are estimated.

robust uses the robust or sandwich estimator of variance. This is valid only for quasi-ML

interpretation (Wooldridge 2010, 502ff.). It can be interpreted only as heteroskedas-
ticity robustness, not as panel robustness.
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4.3 Stored results

femlogit stores the following in e():

Scalars
e(N) number of observations e(r2 p) pseudo-R-squared
e(N drop) number of observations e(ll) log likelihood

dropped because of e(ll 0) log likelihood, constant-only
invariant dependent model
variable e(chi2) χ2

e(N group drop) number of groups dropped e(p) significance
because of invariant e(rank) rank of e(V)
dependent variable e(ic) number of iterations

e(k) number of parameters e(rc) return code
e(k eq) number of equations in e(b) e(converged) 1 if converged, 0 otherwise
e(k eq model) number of equations in e(baseout) value of depvar to be treated

overall model test as the base outcome
e(k dv) number of dependent variables e(ibaseout) index of the base outcome
e(df m) model degrees of freedom e(k out) number of outcomes

Macros
e(cmd) femlogit e(user) femlogit eval gf2( )
e(cmdline) command as typed e(technique) nr
e(depvar) name of dependent variable e(crittype) log likelihood or
e(title) title in estimation output log pseudolikelihood

e(chi2type) Wald or LR; type of model χ2 e(properties) b V
test e(predict) predict

e(vce) oim or robust e(marginsok) xb
e(vcetype) Robust e(marginsnotok) stdp stddp
e(opt) moptimize e(eqnames) names of equations
e(which) max e(group) name of group() variable
e(ml method) gf2

Matrices
e(b) coefficient vector e(V) variance–covariance matrix
e(Cns) constraints matrix of the estimator
e(ilog) iteration log (up to 20 e(V modelbased) model-based variance

iterations) e(out) outcome values
e(gradient) gradient vector

Functions
e(sample) marks estimation sample

5 Application: Effect of ideological distance on voting
behavior with British election panel data

In this section, I demonstrate the femlogit command and explain how to interpret
the results. My example follows the one that Skrondal and Rabe-Hesketh (2003) use to
illustrate the application of multilevel random-effects models for polytomous and ordinal
dependent variables. They analyze data from the 1987–1992 panel of British Election
Study (Heath et al. 1992) to fit a model of the recalled vote choice for the Conservative,
Labour, or Liberal party and a model of the rank order of the parties. Here I concentrate
on the recalled vote choice and use the femlogit command to estimate the effect of the
distance on the left–right policy dimension between the voter and the party on the vote
choice. I control for the time-varying rating of perceived inflation and implicitly for all
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time-variant factors at the voter level. The analysis syntax for this example is found in
femlogit example2.do, which is provided in the online appendix.

The raw data are taken from Rabe-Hesketh and Skrondal (2012, 680ff.). Cleaning
and preparation leads to the following analysis data:

. describe

Contains data
obs: 2,458
vars: 9
size: 46,702

storage display value
variable name type format label variable label

serialno int %8.0g Respondent number
rldist2 float %9.0g Dist(Labour)-Dist(Conservative)
rldist3 float %9.0g Dist(Liberal)-Dist(Conservative)
male byte %8.0g Male
manual byte %8.0g Manual worker
inflation byte %8.0g Perceived inflation
age float %9.0g Age in 10 yr units
yr92 byte %8.0g 1992 election indicator
choice byte %12.0g choice Recalled vote for party

Sorted by: serialno
Note: dataset has changed since last saved

The dependent variable choice is a discrete variable with three alternatives—
“Conservative”, “Labour”, and “Liberal”. In the multinomial logit model with fixed
effects, the following four independent variables are used: the difference of the distance
between the voter and the Labour party and the distance between the voter and the
Conservative party (rldist2); the difference of the distance between the voter and the
Liberal party and the distance between the voter and the Conservative party (rldist3);
a rating of the perceived inflation (inflation); and a wave dummy (yr92).

The data are in long format. As the summary command for panel data, xtdescribe,
shows, the dataset contains information on 1,344 persons across both elections. For 1,114
persons, the time series across both waves is complete. For the remaining 230 persons,
information is missing for at least one wave.
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. xtset serialno yr92
panel variable: serialno (unbalanced)
time variable: yr92, 0 to 1

delta: 1 unit

. xtdescribe

serialno: 2, 11, ..., 5997 n = 1344
yr92: 0, 1, ..., 1 T = 2

Delta(yr92) = 1 unit
Span(yr92) = 2 periods
(serialno*yr92 uniquely identifies each observation)

Distribution of T_i: min 5% 25% 50% 75% 95% max
1 1 2 2 2 2 2

Freq. Percent Cum. Pattern

1114 82.89 82.89 11
121 9.00 91.89 1.
109 8.11 100.00 .1

1344 100.00 XX

The differences in the policy distances vary not only across voters and waves but
also across alternatives. This allows us to specify the model as a mixed-logit model
(Cameron and Trivedi 2005, 495).4 That is, I estimate one coefficient for the alternative-
varying policy distances and alternative-specific coefficients for the alternative-invariant
voters’ rating of inflation and the wave dummy. To do this, I define the following
constraints for the effects of the policy distances:

. constraint 1 [Labour]rldist3=0

. constraint 2 [Liberal]rldist2=0

. constraint 3 [Labour]rldist2=[Liberal]rldist3

With these constraints, the effect of the relative policy distance between the voter
and the Liberal party plays no role in the propensity to vote for labor in comparison
with the Conservative party and vice versa. The relative policy distance between the
voter and the Labour party is irrelevant in the propensity to vote for the Liberal party
instead of the Conservative party. The third constraint guarantees that the relative
policy distances have the same effect on both propensities.

4. This specification should not be confused with logistic regression with random slopes or random
covariate effects, which is implemented as mixlogit by Hole (2007).
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The estimation output of femlogit for this model is as follows:

. femlogit choice rldist2 rldist3 inflation yr92, group(serialno) const(1/3)
> b(1)
note: 1097 groups (1964 obs) dropped because of all positive or

all negative outcomes.

Iteration 0: log likelihood = -156.16844
Iteration 1: log likelihood = -139.49392
Iteration 2: log likelihood = -138.19403
Iteration 3: log likelihood = -138.19006
Iteration 4: log likelihood = -138.19006

Fixed-effects multinomial logistic regression Number of obs = 494
Wald chi2(5) = 45.69

Log likelihood = -138.19006 Prob > chi2 = 0.0000
( 1) [Labour]rldist3 = 0
( 2) [Liberal]rldist2 = 0
( 3) [Labour]rldist2 - [Liberal]rldist3 = 0

choice Coef. Std. Err. z P>|z| [95% Conf. Interval]

Conservative (base outcome)

Labour
rldist2 -.0590691 .0145332 -4.06 0.000 -.0875536 -.0305846
rldist3 (omitted)

inflation .8354586 .3692285 2.26 0.024 .111784 1.559133
yr92 .6791261 .2734095 2.48 0.013 .1432534 1.214999

Liberal
rldist2 (omitted)
rldist3 -.0590691 .0145332 -4.06 0.000 -.0875536 -.0305846

inflation .5786913 .305657 1.89 0.058 -.0203854 1.177768
yr92 -.2315669 .2188483 -1.06 0.290 -.6605018 .1973679

The output header shows that 1,097 voters and 1,964 observations are dropped,
because there is no variance in the dependent variable across waves for these voters.
That is, the model is fit with 247 voters and 494 observations. The iteration log shows
that the ML algorithm converged after four steps. The log likelihood for the first step
is derived from the initial coefficient vector, which is the result of pooled multinomial
logit with the same variable structure. The header also shows the Wald test statistic
of 45.69. The five degrees of freedom reflect the reduced number of a free number of
parameters. Note that the command returns a Wald test instead of a likelihood-ratio
test because constraints were specified.

The coefficient table shows the logarithm of the relative-risk ratios for a one-unit
change in the corresponding variables. That is, with an increase in the relative distance
between a voter and the Labour party by one unit ceteris paribus, the logarithm of the
probability to vote for labor divided by the probability to vote for the Conservative
party decreases by 0.059. Equivalently, ceteris paribus, this relative distance increases
by one unit, and the odds to vote for labor versus voting conservative increase by a
factor of expp0.059q “ 0.943; that is, they decrease by 6.7%. Similarly, with each unit
increase in the inflation rating ceteris paribus, the odds to vote for labor versus voting
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conservative increase by 130.6%, and the odds to vote liberal versus voting conservative
increase by 78.4%. One can interpret the odds effects for other contrasts by looking
at the respective coefficient or variable differences. For example, if the inflation rating
increases by one unit ceteris paribus, the odds to vote labor versus voting liberal increase
by a factor of expp0.835 ´ 0.579q “ 1.293 or 29.3%.

As mentioned previously, the multinomial logit model with fixed effects allows for
possibly confounding unobserved heterogeneity at the level of the voter with respect to
the preferences for a specific party. Alternative models have to rule this out or have
to measure the heterogeneity. In table 1, I show the respective effects for the pooled
multinomial logistic regression and the multinomial logistic regression with random ef-
fects. For the first model, panel–robust standard errors are used to account for possible
correlation across waves. The latter model is fit with gsem, as described in [SEM] ex-
ample 41g. In the alternative models, heterogeneity is captured in the time-invariant
variables male, age, and manual.
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Table 1. Pooled, random-effects, and fixed-effects models for voting example

POMLOGIT REMLOGIT FEMLOGIT

exppβq/se exppβq/se exppβq/se

Labour

Relat. policy dist. 0.896*** 0.818*** 0.943***
(0.005) (0.011) (0.014)

Inflation 2.134*** 3.812*** 2.306*
(0.236) (0.815) (0.851)

1992 election 1.153 1.564* 1.972*
(0.112) (0.346) (0.539)

Male 0.452*** 0.261***
(0.068) (0.082)

Age 0.702*** 0.499***
(0.037) (0.056)

Manual worker 1.952*** 5.188***
(0.302) (1.767)

Constant 0.059*** 0.007***
(0.029) (0.007)

Liberal

Relat. policy dist. 0.896*** 0.818*** 0.943***
(0.005) (0.011) (0.014)

Inflation 1.735*** 2.938*** 1.784
(0.185) (0.584) (0.545)

1992 election 0.808* 0.771 0.793
(0.080) (0.159) (0.174)

Male 0.493*** 0.304***
(0.073) (0.092)

Age 0.810*** 0.632***
(0.039) (0.066)

Manual worker 0.900 1.235
(0.132) (0.393)

Constant 0.102*** 0.013***
(0.048) (0.012)

VarpαLab.q 14.672***
(2.988)

VarpαLib.q 13.915***
(2.325)

CovpαLab., αLib.q 11.441***
(2.377)

log likelihood ´1946.269 ´1764.331 ´138.190
N obs. 2458 2458 494
N groups 1344 1344 247

Notes: * p ă .05, ** p ă .01, *** p ă .001; base outcome: Conservative party;

reference categories: 1987 election, female, not manual worker;

FEMLOGIT: multinomial logit model with fixed effects;

POMLOGIT: pooled multinomial logistic regression;

REMLOGIT: multinomial logistic regression with random effects.
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6 Conclusion

In this article, I introduce an implementation of multinomial logistic regression with
fixed effects as derived by Chamberlain (1980). With this model, it is possible to
consistently estimate effects of time-varying regressors on the log-odds of multinomial
outcomes when time-invariant unobserved heterogeneity is present. In particular, time-
invariant unobserved heterogeneity may be correlated with predictor variables. The
implemented ado femlogit is applied to real data. In an example with British election
panel data, I estimate the effect of perceived distance in the left–right political dimension
between a candidate and a voter on voting behavior. The specific advantage of the
multinomial logit model with fixed effects in this example is that the effect of policy
distance on vote intention is estimated net of all time-invariant voter characteristics
that may affect vote intention, perceived policy distance, or both.
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