
 
 

Give to AgEcon Search 

 
 

 

The World’s Largest Open Access Agricultural & Applied Economics Digital Library 
 

 
 

This document is discoverable and free to researchers across the 
globe due to the work of AgEcon Search. 

 
 
 

Help ensure our sustainability. 
 

 
 
 
 
 
 
 

AgEcon Search 
http://ageconsearch.umn.edu 

aesearch@umn.edu 
 
 
 

 
 
 
 
 
 
Papers downloaded from AgEcon Search may be used for non-commercial purposes and personal study only. 
No other use, including posting to another Internet site, is permitted without permission from the copyright 
owner (not AgEcon Search), or as allowed under the provisions of Fair Use, U.S. Copyright Act, Title 17 U.S.C. 

https://makingagift.umn.edu/give/yourgift.html?&cart=2313
https://makingagift.umn.edu/give/yourgift.html?&cart=2313
https://makingagift.umn.edu/give/yourgift.html?&cart=2313
http://ageconsearch.umn.edu/
mailto:aesearch@umn.edu


The Stata Journal

Editors

H. Joseph Newton

Department of Statistics

Texas A&M University

College Station, Texas

editors@stata-journal.com

Nicholas J. Cox

Department of Geography

Durham University

Durham, UK

editors@stata-journal.com

Associate Editors

Christopher F. Baum, Boston College

Nathaniel Beck, New York University

Rino Bellocco, Karolinska Institutet, Sweden, and

University of Milano-Bicocca, Italy

Maarten L. Buis, WZB, Germany

A. Colin Cameron, University of California–Davis

Mario A. Cleves, University of Arkansas for

Medical Sciences

William D. Dupont, Vanderbilt University

Philip Ender, University of California–Los Angeles

David Epstein, Columbia University

Allan Gregory, Queen’s University

James Hardin, University of South Carolina

Ben Jann, University of Bern, Switzerland

Stephen Jenkins, London School of Economics and

Political Science

Ulrich Kohler, University of Potsdam, Germany

Frauke Kreuter, Univ. of Maryland–College Park

Peter A. Lachenbruch, Oregon State University

Jens Lauritsen, Odense University Hospital

Stanley Lemeshow, Ohio State University

J. Scott Long, Indiana University

Roger Newson, Imperial College, London

Austin Nichols, Urban Institute, Washington DC

Marcello Pagano, Harvard School of Public Health

Sophia Rabe-Hesketh, Univ. of California–Berkeley

J. Patrick Royston, MRC Clinical Trials Unit,

London

Philip Ryan, University of Adelaide

Mark E. Schaffer, Heriot-Watt Univ., Edinburgh

Jeroen Weesie, Utrecht University

Ian White, MRC Biostatistics Unit, Cambridge

Nicholas J. G. Winter, University of Virginia

Jeffrey Wooldridge, Michigan State University

Stata Press Editorial Manager

Lisa Gilmore

Stata Press Copy Editors

David Culwell, Shelbi Seiner, and Deirdre Skaggs

The Stata Journal publishes reviewed papers together with shorter notes or comments, regular columns, book

reviews, and other material of interest to Stata users. Examples of the types of papers include 1) expository

papers that link the use of Stata commands or programs to associated principles, such as those that will serve

as tutorials for users first encountering a new field of statistics or a major new technique; 2) papers that go

“beyond the Stata manual” in explaining key features or uses of Stata that are of interest to intermediate

or advanced users of Stata; 3) papers that discuss new commands or Stata programs of interest either to

a wide spectrum of users (e.g., in data management or graphics) or to some large segment of Stata users

(e.g., in survey statistics, survival analysis, panel analysis, or limited dependent variable modeling); 4) papers

analyzing the statistical properties of new or existing estimators and tests in Stata; 5) papers that could

be of interest or usefulness to researchers, especially in fields that are of practical importance but are not

often included in texts or other journals, such as the use of Stata in managing datasets, especially large

datasets, with advice from hard-won experience; and 6) papers of interest to those who teach, including Stata

with topics such as extended examples of techniques and interpretation of results, simulations of statistical

concepts, and overviews of subject areas.

The Stata Journal is indexed and abstracted by CompuMath Citation Index, Current Contents/Social and Behav-

ioral Sciences, RePEc: Research Papers in Economics, Science Citation Index Expanded (also known as SciSearch),

Scopus, and Social Sciences Citation Index.

For more information on the Stata Journal, including information for authors, see the webpage

http://www.stata-journal.com

http://www.stata-journal.com


Subscriptions are available from StataCorp, 4905 Lakeway Drive, College Station, Texas 77845, telephone

979-696-4600 or 800-STATA-PC, fax 979-696-4601, or online at

http://www.stata.com/bookstore/sj.html

Subscription rates listed below include both a printed and an electronic copy unless otherwise mentioned.

U.S. and Canada Elsewhere

Printed & electronic Printed & electronic

1-year subscription $ 98 1-year subscription $138

2-year subscription $165 2-year subscription $245

3-year subscription $225 3-year subscription $345

1-year student subscription $ 75 1-year student subscription $ 99

1-year institutional subscription $245 1-year institutional subscription $285

2-year institutional subscription $445 2-year institutional subscription $525

3-year institutional subscription $645 3-year institutional subscription $765

Electronic only Electronic only

1-year subscription $ 75 1-year subscription $ 75

2-year subscription $125 2-year subscription $125

3-year subscription $165 3-year subscription $165

1-year student subscription $ 45 1-year student subscription $ 45

Back issues of the Stata Journal may be ordered online at

http://www.stata.com/bookstore/sjj.html

Individual articles three or more years old may be accessed online without charge. More recent articles may

be ordered online.

http://www.stata-journal.com/archives.html

The Stata Journal is published quarterly by the Stata Press, College Station, Texas, USA.

Address changes should be sent to the Stata Journal, StataCorp, 4905 Lakeway Drive, College Station, TX

77845, USA, or emailed to sj@stata.com.

®

Copyright c© 2014 by StataCorp LP

Copyright Statement: The Stata Journal and the contents of the supporting files (programs, datasets, and

help files) are copyright c© by StataCorp LP. The contents of the supporting files (programs, datasets, and

help files) may be copied or reproduced by any means whatsoever, in whole or in part, as long as any copy

or reproduction includes attribution to both (1) the author and (2) the Stata Journal.

The articles appearing in the Stata Journal may be copied or reproduced as printed copies, in whole or in part,

as long as any copy or reproduction includes attribution to both (1) the author and (2) the Stata Journal.

Written permission must be obtained from StataCorp if you wish to make electronic copies of the insertions.

This precludes placing electronic copies of the Stata Journal, in whole or in part, on publicly accessible websites,

fileservers, or other locations where the copy may be accessed by anyone other than the subscriber.

Users of any of the software, ideas, data, or other materials published in the Stata Journal or the supporting

files understand that such use is made without warranty of any kind, by either the Stata Journal, the author,

or StataCorp. In particular, there is no warranty of fitness of purpose or merchantability, nor for special,

incidental, or consequential damages such as loss of profits. The purpose of the Stata Journal is to promote

free communication among Stata users.

The Stata Journal (ISSN 1536-867X) is a publication of Stata Press. Stata, , Stata Press, Mata, ,

and NetCourse are registered trademarks of StataCorp LP.

http://www.stata.com/bookstore/sj.html
http://www.stata.com/bookstore/sjj.html
http://www.stata-journal.com/archives.html


The Stata Journal (2014)
14, Number 3, pp. 684–692

Panel cointegration analysis with xtpedroni
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Abstract. In this article, I introduce the new command xtpedroni, which
implements the Pedroni (1999, Oxford Bulletin of Economics and Statistics 61:
653–670; 2004, Econometric Theory 20: 597–625) panel cointegration test and
the Pedroni (2001, Review of Economics and Statistics 83: 727–731) group-mean
panel-dynamic ordinary least-squares estimator. For nonstationary heterogeneous
panels that are long (large T ) and wide (large N), xtpedroni tests for cointegra-
tion among one or more regressors by using seven test statistics under the null of
no cointegration, and it also estimates the cointegrating equation for each individ-
ual as well as the group mean of the panel. The test can include common time
dummies and unbalanced panels.

Keywords: st0356, xtpedroni, panel cointegration, panel-dynamic ordinary least
squares, PDOLS, cointegration test, panel time series, nonstationary panels

1 Introduction

In recent years, it has become increasingly popular to use panel time-series datasets for
econometric analysis. These panel datasets are reasonably large in both cross-sectional
(N) and time (T ) dimensions, as compared with the more conventional panels with very
large N yet small T. Theoretical research into the asymptotics of panel time series has
revealed two crucial differences from the typical panel: the need for slope coefficients
to be heterogeneous (for example, see Phillips and Moon [2000] and Im, Pesaran, and
Shin [2003]) and the concern of nonstationarity. Both differences suggest that the usual
fixed-effects or random-effects estimators are not appropriate for this application.

The long time dimension in panel time series allows one to use regular time-series
analytical tools, such as unit root and cointegration testing, to determine the order of
integration and the long-run relationship between variables. Researchers have proposed
a variety of tests and estimators that (in varying ways) extend time-series tools for panels
while importantly allowing for heterogeneity in the cross-sectional units (as opposed to
simply pooling the data). Users have already implemented several of these tests and
estimators into Stata (for example, see Blackburne and Frank [2007] and Eberhardt
[2012]).

This article and the associated program, xtpedroni, introduce two tools that were
developed in Pedroni (1999, 2001, 2004) for use in Stata. The first tool is seven test
statistics for the null of no cointegration in nonstationary heterogeneous panels with
one or more regressors. The second tool is a between-dimension (that is, group-mean)
panel-dynamic ordinary least-squares (PDOLS) estimator. Both tools can include time

c© 2014 StataCorp LP st0356
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dummies (by time demeaning the data) to capture common time effects among members
of the panel. Nevertheless, they cannot account for more sophisticated forms of cross-
sectional dependence.

In this article, I will discuss the theoretical foundations of both tools. I will also
introduce the usage and capabilities of xtpedroni, and apply the program to replicate
the results in Pedroni (2001).

2 Pedroni’s cointegration test

Pedroni (1999, 2004) introduced seven test statistics that test the null hypothesis of no
cointegration in nonstationary panels. The seven test statistics allow heterogeneity in
the panel, both in the short-run dynamics as well as in the long-run slope and intercept
coefficients. Unlike regular time-series analysis, this tool does not consider normalization
or the exact number of cointegrating relationships. Instead, the hypothesis test is simply
the degree of evidence, or lack thereof, for cointegration in the panel among two or more
variables.

The seven test statistics are grouped into two categories: group-mean statistics that
average the results of individual country test statistics and panel statistics that pool
the statistics along the within-dimension. Nonparametric (ρ and t) and parametric
(augmented Dickey–Fuller [ADF] and v) test statistics are within both groups.

The test can include common time dummies to address simple cross-sectional de-
pendency, which is applied by time demeaning the data for each individual and variable
as follows:

yt =
1

N

N∑

i=1

yi,t

All the test statistics are residual-based tests, with residuals collected from the
following regressions:

yi,t = αi + β1ix1i,t + β2ix2i,t + · · ·+ βMixMi,t + ei,t

∆yi,t =
M∑

m=1

βmi∆xmi,t + ηi,t

êi,t = γ̂iêi,t−1 + µ̂i,t

êi,t = γ̂iêi,t−1 +
K∑

k=1

γ̂i,k∆êi,t−k + µ̂∗
i,t

where i = 1, 2, . . . , N is the number of individuals in the panel, t = 1, 2, . . . , T is the
number of time periods,m = 1, 2, . . . ,M is the number of regressors, and k = 1, 2, . . . ,K
is the number of lags in the ADF regression (selected automatically by xtpedroni with
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several available options). A linear time trend δit can be inserted into the regression at
the user’s discretion.

Next, several series and parameters are calculated from the regressions above.

ŝ∗2i =
1

T

T∑

t=1

µ̂∗2
i,t, s̃∗2N,T =

1

N

N∑

n=1

ŝ∗2i

L̂−2
11i =

1

T

T∑

t=1

η̂2i,t +
2

T

ki∑

s=1

(1− s

ki + 1
)

T∑

t=s+1

η̂i,tη̂i,t−s

λ̂i =
1

T

ki∑

s=1

(1− s

ki + 1
)

T∑

t=s+1

µ̂i,tµ̂i,t−s

ŝ2i =
1

T

T∑

t=1

µ̂2
i,t, σ̂2

i = ŝ2i + 2λ̂i, σ̃2
N,T =

1

N

N∑

n=1

L̂−2
11iσ̂

2
i

The seven statistics can then be constructed from the following equations. (See Pedroni
[1999] for a complete discussion on how these statistics are constructed.)

panel v: T 2N
3

2 (
∑N

i=1

∑T
t=1 L̂

−2
11iê

2
i,t−1)

−1

panel ρ: T
√
N(
∑N

i=1

∑T
t=1 L̂

−2
11iê

2
i,t−1)

−1
∑N

i=1

∑T
t=1 L̂

−2
11i(êi,t−1∆êi,t − λ̂i)

panel t: (σ̃2
N,T

∑N
i=1

∑T
t=1 L̂

−2
11iê

2
i,t−1)

− 1

2

∑N
i=1

∑T
t=1 L̂

−2
11i(êi,t−1∆êi,t − λ̂i)

panel ADF: (s̃∗2N,T

∑N
i=1

∑T
t=1 L̂

−2
11iê

∗2
i,t−1)

− 1

2

∑N
i=1

∑T
t=1 L̂

−2
11iê

∗
i,t−1∆ê

∗
i,t

group ρ: T 1√
N

∑N
i=1(

∑T
t=1 L̂

−2
11iê

2
i,t−1)

−1
∑T

t=1(êi,t−1∆êi,t − λ̂i)

group t: 1√
N

∑N
i=1(σ̂

2
i

∑T
t=1 ê

2
i,t−1)

− 1

2

∑T
t=1(êi,t−1∆êi,t − λ̂i)

group ADF: 1√
N

∑N
i=1(

∑T
t=1 ŝ

∗2
i ê

∗2
i,t−1)

− 1

2

∑T
t=1 êi,t−1∆êi,t

The test statistics are then adjusted so that they are distributed as N(0, 1) under the
null. The adjustments performed on the statistics vary depending on the number of
regressors, whether time trends were included, and the type of test statistic.

Because the null of no cointegration is rejected, the panel v statistic goes to positive
infinity while the other test statistics go to negative infinity. Baltagi (2013, 296) provides
a formal interpretation of a rejection of the null: “Rejection of the null hypothesis means
that enough of the individual cross-sections have statistics ‘far away’ from the means
predicted by theory were they to be generated under the null.”

The relative power of each test statistic is not entirely clear, and there may be con-
tradictory results between the statistics. Pedroni (2004) reported that the group and
panel ADF statistics have the best power properties when T < 100, with the panel v
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and group ρ statistics performing comparatively worse. Furthermore, the ADF statis-
tics perform better if the errors follow an autoregressive process (see Harris and Sollis
[2003]).

3 Pedroni’s PDOLS

Consider the following model:

yi,t = αi + βixi,t + µit

The PDOLS estimator is an extension of the individual time-series dynamic ordinary
least squares (DOLS), which is a simple yet efficient single-equation estimate of the
cointegrating vector. It can be applied to data that are nonstationary and exhibit a
cointegrating relationship between the variables. We can extend this to panel time-series
data and conduct a DOLS regression on each individual in the above panel as follows:

yi,t = αi + βixi,t +

P∑

j=−P

γi,j∆xi,t−j + µ∗
it

where i = 1, 2, . . . , N is the number of units in the panel, t = 1, 2, . . . , T is the number
of time periods, p = 1, 2, . . . , P is the number of lags and leads in the DOLS regression,
βi is the slope coefficient, and xi,t is the explanatory variable. The β coefficients and
associated t statistics are then averaged over the entire panel by using Pedroni’s group-
mean method.

β̂∗
GM =


 1

N

N∑

i=1

(
T∑

t=1

zi,tz
′
i,t

)−1{ T∑

t=1

zi,t(yi,t − yi)

}


tβ̂∗

i
= (β̂∗

i − β0)

{
σ̂−2
i

T∑

t=1

(xi,t − xi)
2

} 1

2

tβ̂∗

GM

=
1√
N

N∑

i=1

tβ̂∗

i

Here zi,t is the 2(p+ 1)× 1 vector of regressors (this includes the lags and leads of the
differenced explanatory variable), and σ2

i is the long-run variance of the residuals µ∗
it.

σ2
i is computed in the program through the Newey and West (1987) heteroskedasticity-

and autocorrelation-consistent method with a Bartlett kernel. By default, the maxi-
mum lag for the Bartlett kernel is selected automatically for each cross-section in the
panel according to 4× (T/100)(2/9) (see Newey and West [1994]), but it can also be set
manually by the user.

In comparison, Kao and Chiang (1997) and Mark and Sul (2003) compute the panel
statistics along the within-dimension, with the t statistics designed to test H0 : βi =
β0 against HA : βi = βA 6= β0. Pedroni’s PDOLS estimator is averaged along the
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between-dimension (that is, the group mean). Accordingly, the panel test statistics test
H0 : βi = β0 against HA : βi 6= β0. In the alternative hypothesis, the regressors are
not constrained to be a constant βA. Pedroni (2001) argues that this is an important
advantage for between-dimension panel time-series estimators, particularly when one
expects slope heterogeneity.

4 The xtpedroni command

4.1 Syntax

xtpedroni depvar indepvars
[
if
] [

in
] [

, notdum nopdols notest extraobs

b(#) mlags(#) trend lagselect(string) adflags(#) lags(#) full

average(string)
]

4.2 Options

Options that affect the cointegration test and the PDOLS estimation

notdum suppresses time demeaning of the variables (that is, the common time dummies).
Time demeaning is turned on by default. This option may be appropriate to use
when averaging over the N dimension may destroy the cointegrating relationship or
when there are comparability concerns between panel units in the data.

nopdols suppresses PDOLS estimation (that is, reports only the cointegration test re-
sults).

notest suppresses the cointegration tests (that is, reports only PDOLS estimation).

extraobs includes the available observations from the missing years in the time means
used for time demeaning if there is an unbalanced panel with observations missing for
some of the variables (at the start or end of the sample) for certain individuals. This
was the behavior of Pedroni’s original PDOLS program but not of the cointegration
test program. It is off by default.

b(#) defines the null hypothesis beta as #. The default is b(0).

mlags(#) specifies the number of lags to be used in the Bartlett kernel for the Newey–
West long-run variance. If mlags() is not specified, then the number of lags is
determined automatically for each individual following Newey and West (1994).

Options that affect only the cointegration test

trend adds a linear time trend.

lagselect(string) specifies the criterion used to select lag length in the ADF regressions.
string can be aic (default), bic, or hqic.
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adflags(#) specifies the maximum number of lags to be considered in the lag selection
process for the ADF regressions. If adflags() is not specified, then it is determined
automatically.

Options that affect only the PDOLS estimation

lags(#) specifies the number of lags and leads to be included in the DOLS regression.
The default is lags(2).

full reports the DOLS regression for each individual in the panel.

average(string) determines the methodology used to combine individual coefficient es-
timates into the panel estimate. string can be simple (default), sqrt, or precision.
simple takes a simple average and is the behavior of the original Pedroni program.
sqrt weighs each estimate according to the square root of the precision matrix,
which is the same procedure used for averaging the t statistics. precision weighs
each individual’s coefficient estimates by its precision.

5 Replicating Pedroni results

Pedroni (2001) applied the group-mean PDOLS estimator empirically to test the purchas-
ing power parity (PPP) hypothesis. Specifically, it tested the weak long-run PPP, which
argues that while nominal exchange rates and aggregate price ratios move together,
they may not be directly proportional in the long term. Accordingly, the cointegrating
slope may be close to yet different from 1. Pedroni used monthly data on nominal
exchange rates and Consumer Price Index deflators from the International Monetary
Fund’s International Financial Statistics database for this test.

We will now replicate the group-mean PDOLS results with the same dataset and
xtpedroni.

. use pedronidata

. xtset country time
panel variable: country (strongly balanced)
time variable: time, 1973m6 to 1993m11

delta: 1 month

. xtpedroni logexrate logratio, notest lags(5) mlags(5) b(1) notdum

Pedroni´s PDOLS (Group mean average):
No. of Panel units: 20 Lags and leads: 5
Number of obs: 4700 Avg obs. per unit: 235
Data has not been time-demeaned.

Variables Beta t-stat

logratio 1.202 9.537
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. xtpedroni logexrate logratio, notest lags(5) mlags(5) b(1)

Pedroni´s PDOLS (Group mean average):
No. of Panel units: 20 Lags and leads: 5
Number of obs: 4700 Avg obs. per unit: 235
Data has been time-demeaned.

Variables Beta t-stat

logratio_td 1.141 12.76

We computed the results without time dummies (by specifying the notdum option),
and then with time dummies. We specified the option notest to suppress the results
of the cointegration test, which are not yet relevant. The option b(1) instructed the
program to compute all t statistics against the null hypothesis that the slope coefficient
is equal to 1, which is appropriate for economic interpretation when testing the weak
long-run PPP hypothesis. In accordance with Pedroni’s original use of the group-mean
PDOLS estimator to calculate these results, we set the number of lags and leads in the
DOLS regression to 5 by specifying lags(5), and we set the number of lags used in the
Bartlett kernel for the Newey–West long-run variance of the residuals to 5 by specifying
mlags(5).

We can now replicate the individual DOLS results for each country in the panel as
follows:

. xtpedroni logexrate logratio, full notest lags(4) mlags(4) b(1) notdum
(output omitted )

Individual DOLS results
Country β t statistic Country β t statistic
UK 0.67 −1.91 Japan 1.75 5.03
Belgium 0.23 −1.96 Greece 0.99 −0.37
Denmark 1.90 2.85 Portugal 1.09 2.46
France 2.21 8.09 Spain 1.02 0.18
Germany 0.91 −0.60 Turkey 1.11 5.84
Italy 1.08 1.12 NZ 1.02 0.61
Holland 0.66 −2.06 Chile 1.37 10.95
Sweden 1.16 0.82 Mexico 1.03 3.60
Switzerland 1.36 2.25 India 2.06 7.80
Canada 1.43 1.88 South Korea 0.88 −1.46

The output was compressed into a formatted table for brevity. We specified several
options to obtain the exact results. The option full displays the results of estimation
for each individual panel unit. Emulating Pedroni’s original use of the program for this
empirical application, we set the number of lags and leads in the DOLS regression to 4 by
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specifying lags(4) and the number of lags used in the Bartlett kernel for the Newey–
West long-run variance of the residuals to 4 by specifying mlags(4). No common time
dummies were used for the individual country results (notdum option).

Pedroni (2004) applied the seven panel cointegration test statistics to the PPP hy-
pothesis. We repeat this procedure as follows:

. xtpedroni logexrate logratio, nopdols

Pedroni´s cointegration tests:
No. of Panel units: 20 Regressors: 1
No. of obs.: 4920 Avg obs. per unit: 246
Data has been time-demeaned.

Test Stats. Panel Group

v 4.735 .
rho -2.027 -2.814

t -1.434 -2.185
adf -.9087 -1.737

All test statistics are distributed N(0,1), under a null of no cointegration,
and diverge to negative infinity (save for panel v).

The results will be inconsistent with those found in Pedroni (2004), because those results
relied on a larger sample period than did the Pedroni (2001) dataset we are currently
using. The only option we specified here is nopdols, which suppresses the PDOLS

estimation results.

Overall, the results indicate a cointegrating relationship between the log of the ex-
change rate and the log of the aggregate Consumer Price Index ratio. Statistical in-
ference is straightforward because all the test statistics are distributed N(0,1). All the
tests, except the panel t and ADF statistics, are significant at least at the 10% level.
Furthermore, the PDOLS results support the weak long-run PPP hypothesis. Most of
the coefficients are close to 1, but many are notably higher or lower. For a complete
discussion of the results, see Pedroni (2001).
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