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Abstract

In a recent paper in Decision Sciences, Barton proposes a method for finding
a unique solution for the nucleolus. We argue that Barton's analysis is

flawed because (1) the nucleolus is unique and (2) his proposed solution is
inconsistent and ad hoc. Using Barton's own example, we reveal Barton's
proposal to be a modified proportional method applied to the least core.
Comparing the nucleolus with Barton's solution, we argue that his proposed
method has little to recommend it, either conceptually or computationally.
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1 Introduction

In a recent issue of this Journal, Barton (1992) purports to identify "a
problem in applying the nucleolus for allocating joint costs not envisioned in
previous research" in which the nucleolus solution resulted in multiple joint
costs. He proposes a solution to this problem, which involves minimizing
the total propensity to disrupt (MTPD) over allocations in the least core.
We believe that Barton's analysis is flawed, because

• The problem is non-existent — the nucleolus is always unique.

• His proposed solution is inconsistent and ad hoc.

Cooperative game theory has proved a fruitful vehicle for the explo-
ration of the problem of allocating joint costs when multiple entities share
a common resource (Young, Okada and IIashimoto 1982, Young 1985). The
participating entities are modelled as players in a game in which the payoffs
are the potential cost savings from cooperative action. Total cost savings
are allocated according to the best alternatives open to the entities, either
acting individually or in conjunction with other players (coalitions). The
nucleolus is a game-theoretic solution concept which has many desirable
properties as a cost allocation method.

The problem of cost allocation existed long before the emergence of
game theory, and the engineering literature contains a host of practical but
essentially ad hoc proposals and methods. Prominent amongst these is the
so-called separable costs - remaining benefits (SCRB) method, which is
used for the cost allocation of multipurpose reservoir projects in the United
States and other countries (Young, Okada and IIashimoto 1982:463). The
SCRB method allocates cost savings in proportion to each entity's marginal
contribution to total cost savings.

Compared to the traditional approaches (such as SCRB), the advantages
of a method founded in game theory are two-fold:

• allocations are based on all the strategic (alternative) opportunities
available to the participants.

• game theoretic methods tend to have known properties which are re-
garded as desirable, such as consistency, monotonicity, and stability.

In comparison, allocations under the SCRB method are based solely on
each entity's contribution to the grand coalition, ignoring all other possi-
bilities of cooperation (coalitions). Furthermore, SCRB fails to exhibit any
of the properties widely regarded as desirable in a cost allocation method
(Young, Okada and Hashimoto 1982:472).

Barton's minimal total propensity to disrupt (NITPD) is an ad hoc mod-
ification of the SCRB method, and his proposed cost allocation method is
a strange marriage of the best of the game theoretic literature (the nucleo-
lus) and the most popular of the ad hoc approaches (SCRB) which fails to
inherit the desirable characteristics of either parent.
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2 Barton's model

Barton considers a cost allocation game comprising 4 producers or divisions
(A, B, C, D) which utilize a common resource, which can be obtained at a
total cost of

Total cost = 7.96218Q"

where Q represents the quantity required. The requirements of the entities

are

qA = 100

qB = 300

qc = 500

qB = 700

respectively. Owing to declining marginal cost, the producers can minimize
total costs by acting jointly. For example, the cost of providing sufficient

resource to meet the requirements of A and B together is $527.81 compared

to the aggregate cost of $631.54 if they purchase separately.

The total costs of various combinations (coalitions) of the entities are

listed in Table 1. Clearly, total costs are minimized if all the producers
purchase jointly. This raises the question of how the total cost ($1392.92)

should be shared amongst the producers. One approach to this problem
is to regard the cost savings as payoffs in a game with the producers as
players, and allocate the cost savings from cooperation in accordance with

a suitable solution concept. This is the approach adopted by Barton, who
seeks to apply the nucleolus. To model as a game, we define the characteris-

tic function as the cost savings to each coalition of cooperating rather than

each acting individually. That is

v(s) = E —
iEs

where
ci = Cost(q)

is the cost to entity i of purchasing individually and c(S) is aggregate cost

to coalition S of purchasing jointly, as listed in the third column of the
following table. The cost savings (v(S)) are listed in the last column.
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Table 1: Basic Information for Coalitions
Coalition Quantity Total Average Coalition

Cost Cost Savings
c(S) v(S)

A 100 200.00 2.00
B 300 431.54 1.44
C 500 617.04 1.23
D 700 780.91 1.12
AB 400 527.81 1.32 103.73
AC 600 701.03 1.17 116.01
AD 800 857.42 1.07 123.49
BC 800 857.42 1.07 191.15
BD 1000 1002.38 1.00 210.07
CD 1200 1138.83 .95 259.12
ABC 900 931.11 1.03 317.46
ABD 1100 1071.54 .97 340.91
ACD 1300 1204.46 .93 393.49
BCD 1500 1331.36 .89 498.12
ABCD 1600 1392.89 .87 636.60

A solution to the cost allocation game is an allocation x of the total cost
savings v({A, B, C, D}) = 636.60 to the participants (players) in the game,
that is a vector (SA, 5B, xc,5B) such that 5A ± 5.8 + 5c + 5B = $636.60.
Any allocation x of the cost savings implies a distribution of the total costs
amongst the four participants according to the formula

Cost share of i = ci - xi

Clearly, not every allocation x of the cost savings (or cost shares) will
be equally acceptable to all the participants. In particular, no individual or
subgroup is likely to accept an allocation of the total cost savings which is
less than they could achieve by unilateral action independent of the rest of
the participants. That is, a minimal requirement for a cost allocation would
appear to be that everyone gains from cooperation, that is

E xi > v(s) VS (1)
iES

The set of allocations which satisfy this requirement is called the core of
the game. Any allocation in the core implies that costs borne by any group
are less than they would incur if they purchased independently. Formally,
an allocation is in the core if

Cost share of group < c(S)

Every group has an incentive to participate in a core allocation.
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Figure 1: The core of the cost allocation problem: Two views

Typically, there are. many allocations in the core.' A cost allocation
method is required to select a particular allocation from the core to serve
as the solution of the game. The nucleolus is one such solution; Barton's
method is another. Indeed, a plethora of alternative allocation procedures
have been advocated. One advantage of a game-theoretic approach to the
problem is that it enables the properties of different proposals to be com-
pared.

The nature of the cost allocation problem is illustrated in Figure 1.
The set of all possible allocations in a four player game is a tetrahedron
in 3—space. The shaded area is the core, which is a convex subset of the
tetrahedron. A cost allocation method is required to select a unique point
from this set.

3 The Nucleolus

The nucleolus as a solution concept for cooperative games was introduced
by David Schmeidler (1969) specifically to overcome the multiplicity of out-
comes characteristic of its antecedent concepts, the bargaining set and the
kernel.

The dissatisfaction of a coalition with an allocation x can be measured
by its excess, which is difference between the cost savings it enjoys at the
allocation x and the cost savings it could obtain by acting alone

e(x , S) = v(S) —x(S)

which can be expressed as

e(x , S) = E(ci — xi) — c(S)
i E S

1There may be no such allocations, that is the core may be empty. However cost
allocation games (including Barton's example) are typically convex, which implies that
core allocations always exist. For an introduction to cooperative game theory in general
and cost allocation games in particular, see for example Carter (1993).
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The first term is the total cost share of the coalition S under the proposed
allocation. The second term is the total costs they would bear if they acted
unilaterally. The smaller the excess, the better off is the coalition at the
allocation x. An allocation belongs to the core if and only if e(x , 5) < 0 for
all coalitions S. That is, in the core, joint action is better than unilateral
action for every coalition.

Within the core, the excess provides a measure of the degree to which
the coalition is sharing the benefits of cooperation. An allocation y is more
favorable to coalition S than an allocation x whenever

e(y, S) < e(x ,

Following Osborne and Rubinstein (forthcoming), we say that a coalition S
has an objection to x if there exists another allocation y which is more fa-
vorable to 5, that is e(y, 5) < e(x , 5). Their objection has a counterobjec-
tion if there exists another coalition T who is worse off at y and furthermore
whose dissatisfaction (excess) with y is greater than coalition S's dissatis-
faction with x. That is, T has a counterobjection to y if e(y, ,T) > e(x , T)
and e(y, T) > e(x , S). The nucleolus of the allocation game is the set of
all allocations x with the property that for every objection (y, 5) there is a
counterobjection.

For example, in Barton's game, consider the allocation which shares the
cost-savings in proportion to usage, that is

p _ q  ,v(

EiEN qi
= (39.79, 119.36, 198.94,278.51)

to which the coalition {A, B, C} can object by proposing the more favorable
allocation

since

is less than

y = (69.24, 146.25, 198.83, 222.28)

e(y, {A, B, C}) = —96.8582

e(xP , {A, B, C)) = —40.6231

Furthermore, since no coalition has a bigger excess at y than S has at
x, there is no counter-objection. Therefore, coalition S's objection to the
proportional division can be sustained. On the other hand, from y, every
attempt to make some coalition better off makes some other coalition worse
off. Every objection to the allocation y can be met with a corresponding
counterobjection. Thus, the allocation y belongs to the nucleolus. The
nucleolus is the set of allocations to which no group can validly object.
Somewhat surprisingly, in any cost allocation game, there is always exactly
one allocation to which there is no valid objection. That is, the nucleolus
is non-empty and comprises a single point. Indeed, as Schmeidler (1969:
p1164) himself remarked in his introduction, uniqueness is "one of the most
appealing properties of the nucleolus as a solution concept" .
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Other desirable properties of the nucleolus are consistency with respect
to reduced games and the fact that the nucleolus always belongs to the
core (provided the core is non-empty). This latter property is especially
valuable in cost allocation games, since core allocations provide incentives
for cooperation.

4 Computing the Nucleolus

In the previous section, we claimed that the allocation

y = (69.24, 146.25, 198.83, 222.28)

sustains no valid objection and is the nucleolus of Barton's cost game. How-
ever, it is not at all obvious from the definition how to compute the nucleolus
of this or any other game. It is necessary to provide an overview of the com-
putation of the nucleolus in order to understand Barton's proposal. Typical
algorithms for calculating the nucleolus proceed by solving a sequence of
minimization problems.

Let X be the set of feasible allocations (called imputations).

X = {(xA,xB,xc,x13) E 3r4 I xi > 0 and xA xB xc xi) = v(N)}

Consider the following linear program.

min r
rEX

such that e(x,S) <r VS

The solution to this linear program comprises a minimum value r1 and a
set of allocations x E X at which this minimum value is obtained.2 Let
X' denote the set of optimal solutions to the linear program. XI-, which
is known as the least core, is the set of allocations which minimize the
excess (potential objections) over all coalitions. The greater the excess, the
greater the incentive for a coalition to object. In this sense, the least core
,C1 identifies those allocations which are least objectionable. The following
well-known proposition highlights two standard properties of the least core.

Proposition 1 The least core Xl

I. is a compact convex subset of X defined by the binding constraints to
the linear program,

2. which contains the nucleolus.

Proof. 3 The first property is a standard result of the theory of linear program-
ming. To see the second, let x be any allocation not in X1. We show that there

2J11 general this linear program has multiple optimal solutions.

3Although this proposition is standard, we provide a proof of the second part us-

ing the Osborne and Rubinstein characterization of the nucleolus, since it is crucial to
understanding the algorithm.
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exists a valid objection to x. There exists an allocation in the least core X1 that
can be used to object to x. That is, there exists a coalition S and allocation
E Xl such that

e(y,S) <r' < e(x,S)

since y is a solution of the linear program while x is not. Furthermore, there is no
counterobjection to y. Every coalition that is worse off at y (e(y,T) > e(x,T)) is
however better off at y than S was at x, since

e(y, T) 7.1 < e(x,S)

We have shown that for every x Xl there exists a y E X1 that provides an
unassailable objection to y. The least core Xl is the set of least objectionable
allocations. 0

With respect to the least core, proper coalitions divide into two classes.
The first group A comprises coalitions for which the excess is constant and
equal to rl throughout the least core. For the remaining coalitions B, there
are points in the least core that have an excess less than r1. Formally let

A= IS C N e(x , S) = 7-1 Vx E Xl}

B = {S C N I e(x , S) < r1 for some x E X1}

We make the following observations, which follow easily from the defini-
tions or from the previous proposition.

1. Every coalition belongs to either A or B

2. A 0

3. Coalitions in A cannot object to any point in X1

4. For every coalition in B, there exist points in X1 to which that coalition
can object with another point in X1.

5. No coalition in A can counterobject to any such objection.

6. If B = 0 (there are no objections), then the least core X1 contains a
single point, which is the nucleolus.

Coalitions in A can neither object to any allocation in X1 nor counter-
object to any objection in X1. By restricting attention to allocations in

(the least-objectionable allocations), their bargaining power has been
exhausted and they are effectively neutralized. If all coalitions belong to A
(B = 0), then the least core X1 contains a single point to which there are
no valid objections. We have located the nucleolus.

If not, we simply repeat the preceding minimization with respect to
those coalitions that still have the potential to object (that is B). Formally,
we solve the following linear program

min r
xExi

such that e(x, S) <r VS E B
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where X' is defined as

X1 = E X I such that e(x , S) = rl VS E A,

e(x , S) < r1 VS E B}

This identifies a set X2 of still less objectionable allocations that again
satisfies the properties in Propositions 1. We continue in this fashion until
we exhaust the set of coalitions with valid objections. At each iteration, we
reduce the set of coalitions with the potential to object, leading eventually
to a single point, which is the nucleolus.

This procedure provides a algorithm for the computation of the nucleolus
by solving a sequence of linear programs.' The algorithm also reveals an
alternative characterization of the nucleolus, namely as the lexicographic
center of the core of the game. The nucleolus is that point in the core
which is as far away as is possible from all its bounding hyperplanes. In
this sense, it is the centre of the polyhedron in Figure 1. This is another
justification for its claim to be a "fair" share of the gains from cooperation.

In Barton's game, the least core is given by the following system of
equalities and inequalities

xA = 69.24

103.73 < xB < 173.87

116.01 < xc <226.45

123.49 < xp <249.90

xB xc = 567.36

(2)

which is a plane in the three dimensional simplex,' which is illustrated in
Figure 2.

In the least core, the payoff to player A is fixed at 69.24. In other words,
player A cannot validly lay claim to a larger share of the cost savings. Any
such claim could be met by a justifiable objection from the other players.
By the same token, player A would have a justifiable objection against any
allocation which awarded him a smaller share. Any unobjectional allocation
must award player A exactly 69.24. After satisfying A, there remains some
flexibility in the shares awarded to the other players. While their total
payoff to the other players is constrained to

xB xc xi) = 567.36

their individual shares may vary within the bounds „given by the inequali-
ties in (2). Even within this range, there are allocations to which the some

4The only difficulty at each stage is in identifying all the optimal solutions (the sets
Xl, X2 , .), since most linear programming packages are content with providing a single
optimal solution. A Mat hematica implementation of this algorithm is available in Carter
(1993).

5 Barton lists these inequalities on p.369, omitting the equation

ri3 xc xr) = 567.36

and therefore implying that they are independent inequalities. This is potentially very
misleading.
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A

Figure 2: The least core in Barton's game

of the players may justifiably object. For example, consider the allocation
(69.24, 173.87,192.99,200.50), that allocates the maximum possible of the
remaining gains to player B (173.87) and shares the rest (over and above
their minima) equally between C and D. The coalition {C, D} can justi-
fiably object with the amended allocation (69.24, 146.25, 198.83,222.28) to
which B has no counterobjection.

Attempting to find the least objectional allocations in the least core as
defined by (2), we solve a second linear program

min r
rExi

such that e(x , 5) <r VS E B

where Xl is defined as

Xl = Ix E X I such that e(x, S) = P. VS EA}.

This has a unique solution

xN = (69.24, 146.25,198.83,222.28)

(3)

which therefore is the nucleolus of the game. It the only allocation to which
no coalition can justifiably object. Every objection to XN can be met with
a counterobjection.

The least core is illustrated in Figure 3 which offers a planar view of the
- least core in Figure 2. The outer triangle is the two dimensional simplex
representing all allocations consistent with a fixed share of 69.24 to player
A.6. The shaded area is the least core which is a subset of the this simplex.

6It is a cross-section of the three dimensional simplex (Figure 2) parallel to the A axis
at the level 69.24)
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x[B] >. 103.73

x[C] + x[D] >= 393.49

x[C] >. 116.01

x[B] + x[D] >= 340.91

 x[B] + x[C] >= 317.46

x[D] >. 123.49

Figure 3: A planar view of the least core

The nucleolus (marked N) is the central point of the least core. Barton's
solution, which is labelled B, lies on the boundary of the least core. It is
the allocation (69.24, 173.87, 192.99, 200.50) discussed above, that allocates
the maximum possible share of the gains within the least core to player B.

5 Barton's method

The preceding algorithm lies at the heart of Barton's confusion. He suc-
cessfully computes the least core (X1) which he confuses with the nucle-
olus. Confronted with a multiplicity of acceptable solutions in this first,
round, he abandons the previous objective of minimizing objections, sub-
stituting the alternative objective of minimizing the non-linear function
alxA -FblxB d-clxc d-dIxD, where a, b,c and d are constants related to the
contributions of the coalitions to total savings. In short, Barton substitutes
the non-linear program

min 
E ai

(4)
rExi iEN

for the linear program (3). As a convex function on a convex domain, this
problem is guaranteed to have a unique solution. This is Barton's proposed
solution to the alleged multiplicity of the nucleolus7.

7Barton reports that he "discovered" this problem in an earlier experimental study
(Barton 1988), where he there applied "the somewhat arbitrary choice" (Barton 1992:369)
of selecting the midpoint rather than solving the second stage optimization problem. It
is ironic that in that game, which involved only three players, his somewhat arbitrary
choice correctly selected the nucleolus while his "solution" would have selected a different
and less satisfactory point!
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Leaving aside the fact that Barton's proposal is designed to tackle a
non-existent problem, let us examine it as a solution in its own right. We
raise three fundamental objections to Barton's proposal:

• it is inconsistent to apply one objective (minimizing objections) in the
first round and an entirely different objective in the second round.

• the second objective function is ad hoc yielding a solution without
desirable properties or rationalization.

• it makes only selective use of the available information in the second
round.

In order to understand how Barton arrives at his particular solution and
our objections to it, it is necessary to refer back to some earlier work. Bar-
ton's starting point is a proposal by Gately (1973), who proposed equalizing
the propensities to disrupt as a practical solution for a very real cost allo-
cation problem8. Gately argued that a coalition S would have a propensity
to disrupt an allocation x if its share of the gains from cooperation were
small relative to those of remaining players. Accordingly, he defined the
propensity of a coalition S to disrupt an allocation x as the ratio of the
excesses of the coalition and its opponents at x, that is

d(x , S) = e(x s) 

where SC is the complement of S. For individual players, this can be equiv-
alently expressed as

d(x , i) = —1
x

where

= v(N) — v(N — (5)
= ci — (c(N) — c(N — i))

is player i's (marginal) contribution to total cost savings. Gately suggested
that an allocation at which the individual propensities to disrupt were equal-
ized would be an acceptable solution to the cost-sharing problem. It is easily
shown that such a point exists and is achieved where the maximum propen-
sity to disrupt is minimized. At this point, total cost savings are shared in
proportion to marginal contributions, that is

,PD = 

EiEN

This is precisely the allocation obtained under the separable costs — re-
maining benefit (SCRB) method (Young 1985, p. 12). Although it does

8Gately's problem involved the sharing the costs of joint hydoelectric development
amongst states in southern India. His work was roughly contemporaneous with Sclunei-
dler's introduction of the nucleolus, and it is tempting to speculate that he may have
been unaware of this concept.
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not exhibit the same desirable properties as competing methods, such as
the nucleolus and the Shapley value (Young, Okada and Hashimoto, 1982),
Gately's method does have an impressive practical pedigree, being well es-
tablished in the engineering literature.

Having cited Gately's work with approval, Barton makes a significant
amendment. Instead of selecting an allocation which minimizes the maxi-
mum individual propensity to disrupt (which has an obvious affinity with
nucleolus), Barton chooses to minimize the aggregate propensity to disrupt.
In effect, he solves the nonlinear program

min ErExi xiJEN
A strictly convex function is bound to attain a unique minimum on a com-
pact convex set, so a unique solution is guaranteed. But it is a solution with
little to recommend it.

Applied to the original game, as opposed to the reduced game delin-
eating the least core, both Barton's and Gately's methods belong to the
class of proportional methods9 in which the total cost savings v(N)
are divided amongst the participants in proportion to some set of weights
(al, a2, ,a0). Each players allocation is determined according to

ai
xi =  v(N) (6)

2-diEN ai

In Gately's method, the weights are marginal contributions to total cost
savings (5), that is

ai = (Pi

= ci — (c(N) — c(N — i))

Barton's modification amounts to using different weights', namely

ai = ir,07

( 7 )

(9)

9Most of the other methods referred to in Barton's earlier experimental study (1988)
are also proportional methods.

19The first order condition for minimizing

\-` (Pi
Z—d. S.
'EN

subject to the constraint

is

E xi = v(N)
iEN

(Pi =—A Vi E N
x? 

where A is the Lagrange multiplier. Summing over i gives

\r_pi ) 2

—A =
v(N)

which can be substituted into the first order condition (8) to give (9).

12
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Barton's modification of the weights seems to have little justification.

He offers two reasons for favouring the total propensity to disrupt over the

individual propensity to disrupt, namely because the total propensity to

disrupt

• offers an overall measure of discordance

• can be expressed as a function of xi having a unique minimum value.

When both are identified as proportional methods with different weights,

versus (pi, these two reason for preferring MTPD over PD are revealed
to be vacuous, and his modification seems extremely ad hoc.

Moreover, debating the merits of alternative weights in a proportional
method seems rather trivial compared to the fundamental shortcoming of
all proportional methods. The fundamental deficiency of any proportional
method is that it can only take account of a subset of information available
in the problem. Allocation is entirely determined by a set of n numbers

(al, a2, , an). In the case Of both Barton and Gately, allocation depends
solely on marginal contributions to the grand coalition, ço. The advan-
tage of an allocation method based on a game theoretic solutions (such as
the nucleolus or the Shapley value) is that it incorporates in some fashion
information regarding all the alternatives available to the participants. Al-

location is based on all the 2". numbers which constitute the characteristic
function of the game, rather than just a subset of n numbers as in Barton

or Gately or some other set of n numbers unrelated to individual contri-
butions. The only advantage attributable to proportional methods is their
simplicity, which undoubtedly accounts for the popularity in practice.

Of course, Barton does not apply his method of minimizing aggregate
propensity to the original game, but to its least core, for the reason given
in the preceding paragraph. In his own words

Actually, the nucleolus is a much better stand-alone method than
the MTPD. The MTPD has a very serious deficiency as a stand-
alone method: It looks at the problem from the viewpoint of the
set of last entitities added to coalitions that contain (n-1) mem-
bers. (p. 370)

To illustrate, he shows that total propensity to disrupt is minimized over all

allocations at xMTPD = (120.02, 159.02,175.37,182.19). "This is proba-
bly unsatisfactory", Barton argues, because the share awarded to the three
largest entities is too small relative to that awarded to A. The coalition
comprising B, C and D is liable to object to this allocation, since they re-
ceive only 13% of the gains from A's participation, compared to A's 87%. In
Gately's terms, the coalition comprising the three largest entities {B, C, D}
has a high propensity to disrupt this allocation (6.5), since their excess at

xMTPD of 18.46 is very small relative to A's excess of 120.02.
Barton goes on to claim

Vhile this characteristic is undesirable for a stand-alone method,
it it is not troublesome in an extension to the nucleolus because

13



the nucleolus generates a range of feasible values ... [for the least
core] prior to the extension's being invoked. In other words, the
extension is being applied at the second-order level. (p. 370-371)

As we interpret this passage, Barton is claiming justification for his
method because it constrained to select an allocation from the least core.
Hence, his method is guaranteed to select a core allocation provided one
exists.11 But selecting a particular allocation in the core is precisely the
problem of cost allocation. Barton's particular selection has little if any-
thing to recommend it as a cost allocation method.

This is well illustrated by Barton's own game. In this game, Barton's
method selects the allocation

XB = (69.24, 173.87,192.99, 200.50)

which is point B on the boundary of the least core in Figure 3. As we
showed in the previous section, this allocation seems unduly favourable to
B, awarding B all the maximum possible gains subject to satisfying A.
What possible justification can be offered to players C and D to persuade
them that this allocation is fair or reasonable. A random selection of a point
in the least core would have more to recommend it.

Though we have not investigated this issue formally, it seems to us intu-
itive that boundary solutions are likely to occur in Barton's method, since
the domain of the objective function is the whole two dimensional simplex
in Figure 3 while the feasible region is the shaded area (the least core). To
attain a justifiable proportional method of selecting a point within the
least core, we suggest that the allocation constants in ai (equation 6) and
the total to be allocated (v(N)) should be defined relative to the feasible
region (the least core) rather than the overall game.

Furthermore, as the number of players increases, the dimension of the
least core can grow proportionately. As the dimension of the least core
increases, the number of possible coalitions and strength of possible objec-
tions to extreme allocations within the least core will also increase. Barton's
objections to applying his method to the overall game will apply with in-
creasing strength to his own proposal as the number of players increases.
To underscore the point, we could construct a five player game in which the
least core will be identical to Barton's four player game. In this game, his
comments made in the above quotations apply mutatis mutandis to his own
method!

For this reason, his method seems designed with four player games in
mind. It is unnecessary in three player games, since the midpoint of the
least core yields the nucleolus. Its application to games with more than
four players seems destined, for the reasons just discussed, to incur the very
problems it is designed to overcome.

The reader might reasonably infer from Barton's paper that the first iter-
ation (the least core) always determines the allocation of at least one player,

11 Recall that cost allocation games are typically convex and therefore have a non-empty
core.

14



thereby reducing the dimensionality of the optimization problem.12 This is
not so, as the four player counter-example in Maschler, Peleg and Shapley
(1979, p. 355) demonstrates. While we can see no bar to applying Barton's
method to such a game, it does somewhat undermine the justification.

Does Barton's method offer any computational advantage? We think
not. The computational burden in finding the nucleolus involves identifying
the bounds of the least core. Barton must do this also. In the second stage,
he substitutes a constrained non-linear program (4) for the linear program
(3). In general, this optimization problem could be rather difficult to solve,
and Barton's own demonstration of the solution to his model (p. 373) is
anything but elegant. By comparison, the linear program (3) is straightfor-
ward and easy to solve. On the other hand, Barton's solution terminates at
this point whereas the nucleolus might require further iterations. Compu-
tationally, the trade-off is a more complicated optimization problem at the
second round against possibly fewer iterations. Given the efficiency of lin-
ear programming algorithms, we think it unlikely that Barton's method will
have a computational advantage. For similar reasons, it cannot lay claim to
virtue on grounds of simplicity.

6 Conclusion

In this paper, we have analysed the solution proposed by Barton to the
problem of finding a unique solution for the nucleolus in cost allocation. We
have argued that it is a poor solution to a non-existent problem. The prob-
lem is non-existent because the nucleolus as defined by Schmeidler (1969)
is unique and widely accepted as a cost allocation method (Young, Okada
and Hashimoto 1982, Young 1985). Moreoever, his proposed solution seems
arbitrary and inconsistent, and does not exhibit the properties desirable in
a cost allocation method.

In conclusion, we would like to offer some more reflective comments
on Barton's method as a cost allocation procedure. Young (1985, p. vii)
describes the cost allocation problem as a normative problem: "How should
the common costs of an enterprise be shared 'fairly' among its beneficiaries?"
Underlying any cost allocation method is some notion of fairness.

Barton proposes his solution as an extension of that of Gately. However,
we believe they are founded on quite different notions of fairness. Gately
notes that, in equalizing the propensity to disrupt, his solutions also equal-
izes the ratio of each player's share to their maximum possible share within
the core. This ratio, he suggests, may be viewed as an index of the players
satisfaction with their share. With this interpretation, his solution would
make the players equally satisfied. For Gately, then, fairness means equal-
ity (according to an appropriate index). In contrast, at the MTPD, Barton
is only concerned with the aggregate propensity to disrupt. There is no
explicit concern for equality among the players.13

12I1e talks of seeking "unique values for the remaining szs" (p. 370). In some games,
all the xis will be "non-unique".
"The individual propensities to disrupt in Barton's solution of vary from 0.4 to 1.
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Further, Barton contends that the hITPD is similar in flavour to the
nucleolus. This contention seems difficult to sustain, since the nucleolus is
founded on a very different notion of fairness. Since it aims to minimize the
maximum complaint (excess) of any coalition, the nucleolus has a distinctly
Rawlsian notion of fairness, compared to the utilitarian flavour of Barton's
proposal.

Young (1985) also gives the following empirical test of a fairness prin-
ciple: "is it sufficiently compelling to cause parties with diverse interests to
voluntarily agree to its application?" (p. viii). It seems to us unlikely that
any informed participant would find Barton's fairness principle compelling.
Rather a procedure which applies a single principle in a consistent and clear
manner is more likely to be judged "fair" than a procedure which applies
different methods at different stages in an apparently ad hOc and arbitrary
fashion. In this regard, we note that Barton's MTPD proCedure.achieved
least support in his own empirical test .(Barton 1988, Table 2)!

7 References

Barton, Thomas L., "Intuitive Choice of Cooperative Sharing Mechanisms
for Joint Cost Savings: Some Empirical Results", ABACUS, 1988, 24,
162-169.

Barton, Thomas L., "A Unique Solution for the Nucleolus in Accounting
Allocations", Decision Sciences, 1992, 23, 365-375.

Carter, Michael, "Cooperative Games," in IIal Varian (ed.); Economic and
Financial Modeling With Mathematica , (Santa Clara: Springer-Verlag
(TELOS), 1993).

Gately, Dermot, "Sharing the Gains from Regional Cooperation.: A Game
Theoretic Application to Planning Investment in Electric Power", Inter-
national Economic Review, 1974, 15, 195-208.

Maschler, Michael, Peleg, Bezalel, and Shapley, Lloyd, "Geometric Proper-
ties of the Kernel, Nucleolus, and Related Solution Concepts", Mathe-
matics of Operations Research, 1979, 4, 303-338.

Osborne, Martin, and Rubinstein, Ariel, A Course in Game Thcory, forth-
coming, MIT Press.

Schmeidler, David, "The Nucleolus of a Characteristic Function Game",
SIAM Journal of Applied Mathematics, 1969, 17, 1163-1170.

Young, H. Peyton (ed.), Cost Allocation: Methods, Principles, Applications,
(Amsterdam: North-Holland, 1985).

Young, H. Peyton, Okada, N. and Hashimoto, T., "Cost Allocation in Water
Resources Development", Water Resources Research, 1982, 18, 463-475.

16



No. 8903

No. 8904

No. 8905

No. 8906

No. 8907

No. 8908

No. 8909

No. 9001

No. 9002

No. 9003

No. 9004

No. 9005

No. 9006

No. 9007

No. 9008

No. 9009

No. 9010

No. 9011

No. 9012

No. 9013

No. 9014

No. 9101

No. 9102

No. 9103

No. 9104

No. 9105

No. 9106

No. 9107

No. 9108

No. 9109

No. 9110

LIST OF DISCUSSION PAPERS*

Coefficient Sign Changes When Restricting Regression Models Under Instrumental Variables
Estimation, by David E. A. Giles.

Economies of Scale in the New Zealand Electricity Distribution Industry, by David E. A. Giles
and Nicolas S. Wyatt.

Some Recent Developments in Econometrics: Lessons for Applied Economists, by David E.
A. Giles.

Asymptotic Properties of the Ordinary Least Squares Estimator in Simultaneous Equations
Models, by V. K. Srivastava and D. E. A. Giles.

Unbiased Estimation of the Mean Squared Error of the Feasible Generalised Ridge Regression
Estimator, by V. K. Srivasatva and D. E. A. Giles.

An Unbiased Estimator of the Covariance Matrix of the Mixed Regression Estimator, by D.
E. A. Giles and V. K. Srivastava.

Pre-testing for Linear Restrictions in a Regression Model with Spherically Symmetric
Disturbances, by Judith A. Giles.

The Durbin-Watson Test for Autocorrelation in Nonlinear Models, by Kenneth J. White.

Determinants of Aggregate Demand for Cigarettes in New Zealand, by Robin Harrison and
Jane Chetwyd.

Unemployment Duration and the Measurement of Unemployment, by Manimay Sengupta.

Estimation of the Error Variance After a Preliminary-Test of Homogeneity in a Regression
Model with Spherically Symmetric Disturbances, by Judith A. Giles.

An Expository Note on the Composite Commodity Theorem, by Michael Carter.

The Optimal Size of a Preliminary Test of Linear Restrictions in a Mis-specified Regression
Model, by David E. A. Giles, Offer Lieberman, and Judith A. Giles.

Inflation, Unemployment and Macroeconomic Policy in New Zealand: A Public Choice Analysis,
by David J. Smyth and Alan E. Woodfield.

Inflation — Unemployment Choices in New Zealand and the Median Voter Theorem, by David
J. Smyth and Alan E. Woodfield.

The Power of the Durbin-Watson Test when the Errors are Heteroscedastic, by David E. A.
Giles and John P. Small.

The Exact Distribution of a Least Squares Regression Coefficient Estimator After a Preliminary
t-Test, by David E. A. Giles and Virendra K. Srivastava.

Testing Linear Restrictions on Coefficients in a Linear Regression Model with Proxy variables
and Spherically Symmetric Disturbances, by Kazuhiro Ohtani and Judith A. Giles.

Some Consequences of Applying the Goldfeld-Quandt Test to Mis-Specified Regression
Models, by David E. A. Giles and Guy N. Saxton.

Pre-testing in a Mis-specified Regression Model, by Judith A. Giles.

Two Results in Balanced-Growth Educational Policy, by Alan E. Woodfield.

Bounds on the Effect of Heteroscedasticity on the Chow Test for Structural Change, by David
Giles and Offer Lieberman.

The Optimal Size of a Preliminary Test for Linear Restrictions when Estimating the Regression
Scale Parameter, by Judith A. Giles and Offer Lieberman.

Some Properties of the Durbin-Watson Test After a Preliminary t-Test, by David Giles and
Offer Lieberman.

Preliminary-Test Estimation of the Regression Scale Parameter when the Loss Function is
Asymmetric, by Judith A. Giles and David E. A. Giles.

On an Index of Poverty, by Manimay Sengupta and Prasanta K. Pattanaik.

Cartels May Be Good For You, by Michael Carter and Julian Wright.

Lp-Norm Consistencies of Nonparametric Estimates of Regression, Heteroskedasticity and
Variance of Regression Estimate when Distribution of Regression is Known, by Radhey S.
Singh

Optimal Telecommunications Tariffs and the CCITT, by Michael Carter and Julian Wright.

Price Indices : Systems Estimation and Tests, by David Giles and Ewen McCann.

The Limiting Power of Point Optimal Autocorrelation Tests, by John P. Small.

(Continued on next page)



No. 9111

No. 9112

No. 9113

No. 9114

No. 9115

No. 9116

No. 9201

No. 9202

No. 9203

No. 9204

No. 9205

No 9206

No. 9207

No. 9208

No. 9209

No. 9210

No. 9211

No. 9301

No. 9302

No. 9303

No. 9304

No. 9305

No. 9306

No. 9307

No. 9308

No. 9309

No. 9310

No. 9311

No. 9312

No. 9313

No. 9314

The Exact Power of Some Autocorrelation Tests When the Disturbances are Heteroscedastic,
by John P. Small.

Some Consequences of Using the Chow Test in the Context of Autocorrelated Disturbances,
by David Giles and Murray Scott.

The Exact Distribution of R2 when the Disturbances are Autocorrelated, by Mark L. Carrodus
and David E. A. Giles.

Optimal Critical Values of a Preliminary Test for Linear Restrictions in a Regression Model
with Multivariate Student-t Disturbances, by Jason K. Wong and Judith A. Giles.
Pre-Test Estimation in a Regression Model with a Misspecified Error Covariance Matrix, by
K. V. Albertson.

Estimation of the Scale Parameter After a Pre-test for Homogeneity in a Mis-specified
Regression Model, by Judith A. Giles.

Testing for Arch-Garch Errors in a Mis-specified Regression, by David E. A. Giles, Judith A.
Giles, and Jason K. Wong.

Quasi Rational Consumer Demand — Some Positive and Normative Surprises, by John
Fountain.

Pre-test Estimation and Testing in Econometrics: Recent Developments, by Judith A. Giles
and David E. A. Giles.

Optimal Immigration in a Model of Education and Growth, by K-L. Shea and A. E. Woodfield.
Optimal Capital Requirements for Admission of Business Immigrants in the Long Run, by
K-L. Shea and A. E. Woodfield.

Causality, Unit Roots and Export-Led Growth: The New Zealand Experience, by David E. A.
Giles, Judith A. Giles and Ewen McCann.

The Sampling Performance of Inequality Restricted and Pre-Test Estimators in a Mis-specified
Linear Model, by Alan T. K. Wan.

Testing and Estimation with Seasonal Autoregressive Mis-specification, by John P. Small.
A Bargaining Experiment, by Michael Carter and Mark Sunderland.
Pre-Test Estimation in Regression Under Absolute Error Loss, by David E. A. Giles.
Estimation of the Regression Scale After a Pre-Test for Homoscedasticity Under Linex Loss,
by Judith A. Giles and David E. A. Giles.
Assessing Starmer's Evidence for New Theories of Choice: A Subjectivist's Comment, by John
Fountain.

Preliminary-Test Estimation in a Dynamnic Linear Model, by David E. A. Giles and Matthew
C. Cunneen.

Fans, Frames and Risk Aversion: How Robust is the Common Consequence Effect? by John
Fountain and Michael McCosker.

Pre-test Estimation of the Regression Scale Parameter with Multivariate Student-t Errors and
Independent Sub-Samples, by Juston Z. Anderson and Judith A. Giles
The Exact Powers of Some Autocorrelation Tests When Relevant Regressors are Omitted,
by J. P. Small, D. E. Giles and K. J. White.
The Exact Risks of Some Pre-Test and Stein-Type Regression Estimators Under Balanced
Loss', by J. A. Giles, D. E. A. Giles, and K. Ohtani.
The Risk Behavior of a Pre-Test Estimator in a Linear Regression Model with Possible
Heteroscedasticity under the Linex Loss Function, by K. Ohtani, D. E. A. Giles and J. A. Giles.
Comparing Standard and Robust Serial Correlation Tests in the Presence of Garch Errors,
by John P. Small.

Testing for Serial Independence in Error Components Models: Finite Sample Results, by John
P. Small.

Optimal Balanced-Growth Immigration Policy for Investors and Entrepeneurs, by A. E.
Woodfield and K-L. Shea.

Optimal Long-Run Business Immigration Under Differential Savings Functions, by A. E.
Woodfield and K-L. Shea.

The Welfare Cost of Taxation in New Zealand Following Major Tax Reforms, by P. McKeown
and A. Woodfield.

The Power of the Goldfeld-Quandt Test when the errors are autocorrelated, by J.P. Small
and R.J. Dennis.

The Nucleolus Strikes Back, by M. Carter and P. Walker.
Copies of these Discussion Papers may be obtained for $4 (including postage, price changes occasionally)

each by writing to the Secretary, Department of Economics, University of Canterbury, Christchurch, New
Zealand. A list of the Discussion Papers prior to 1989 is available on request.


