|

7/ “““\\\ A ECO" SEARCH

% // RESEARCH IN AGRICULTURAL & APPLIED ECONOMICS

The World’s Largest Open Access Agricultural & Applied Economics Digital Library

This document is discoverable and free to researchers across the
globe due to the work of AgEcon Search.

Help ensure our sustainability.

Give to AgEcon Search

AgEcon Search
http://ageconsearch.umn.edu
aesearch@umn.edu

Papers downloaded from AgEcon Search may be used for non-commercial purposes and personal study only.
No other use, including posting to another Internet site, is permitted without permission from the copyright
owner (not AgEcon Search), or as allowed under the provisions of Fair Use, U.S. Copyright Act, Title 17 U.S.C.


https://makingagift.umn.edu/give/yourgift.html?&cart=2313
https://makingagift.umn.edu/give/yourgift.html?&cart=2313
https://makingagift.umn.edu/give/yourgift.html?&cart=2313
http://ageconsearch.umn.edu/
mailto:aesearch@umn.edu




Department of Economics, University of Canterbury
Christchurch, New Zealand

Discussion Paper No. 8902

March 1989

PROVISIONAL DATA AND UNBIASED
PREDICTION OF ECONOMIC TIME SERIES*

By Karen Browning and David Giles

* This paper is circulated for discussion and comments. It should not be quoted without the
prior approval of the author.




I. INTRODUCTION®

Provisional economic time-series data are important in
policy-making, and their quality is of considerable interest.
This note views preliminary data as predictors of their final
counterparts, and considers the hypothesis of ‘unbiased pre-
diction. This hypothesis is tested in a simple regression
framework and is illustrated with New Zealand Balance. of
Payments (B.O.P.) data.

This analysis is in the spirit of the recent resurgence
of interest in the quality of preliminary economic data and
the implications for policy-makers (e.g., Maravell and Pierce
(1983), Mork (1987) and Milbourne and Smith (1988)). Related
studies (e.g., Zarnowtiz (1985), Nordhaus (1987)) have analysed
the quality of genuine economic forecasts. The method adopted

here is based on regressions of the form

= ai + Biyit + uit ’ (1)

the "final" value for the t'th observation on y;

the i'th revised value for the t'th observation

i=20,1,2,...; t=112,...,T.




For any sample of preliminary and final data we can test
the hypothesis that a; = 0 and Bi = 1. If this hypothesis is
true then E(yft) = Y and the i'th revision of the data is an
unbiased predictor of the final series for y. This analysis
is common in the futures/financial markets literature (e.qg..,
Leuthold (1974), Giles and Goss (1981)), but appears not to

have been applied explicitly in the present context.

New Zealand B.0.P. data are subject to several quarterly
revisions. We consider separate time-series for the values of
exports (E), imports (I) and balance on merchandise trade (B).
Each series is published quarterly, with a one-quarter delay,
by the New Zealand Department of Statistics. In addition to a
provisional value for the previous quarter, "revised"l values
for the four quarters prior to that are published simultaneously.
So, for example, Table 19 of the December 1986 issue of the

Monthly Abstract of Statistics lists an initial release of B

for 1986Q3, as well as revised values for 1985Q3 - 198602.
Over time, five figures are published for each quarterly
observation on E, I and B. We take the fourth revision to be
the final value for the series. So, for each of E, I and B,
five separate time-series can be constructed. For example,
{Bft} and {Bot} comprise "final" (fourth revision) figures
and initial releases, while {Bit} (i = 1,2,3) comprise data

relating to the i'th intermediate revisions of B over time.

Our data span the period2 1977Q1 - 1986Q3.




III. ESTIMATION AND TESTING

Ordinary least squares (OLS) estimation of (1) yields
consistent estimates of oy and Bi if Yit is uncorrelated with
Yite t
best linear unbiased, and the unbiasedness hypothesis of

If the u,, are serially independent these estimates are
interest can be tested legitimately with separate t-tests or a
joint F-test. Given the naturerof Yit here, its exogeneity is
questionable, so we apply the Hausman (1978) test before pro-
ceeding further. The test is implemented by computing both

OLS and instrumental variables (IV) estimates.3 For the latter,
y(i-l)t is used as an instrument for yit(i =1,2,3) and Yot

is its own instrument (so OLS and iV coincide in this last

case). For our problem, based on equation (1), the Hausman

test statistics are asymptotically X%Z) under the null hypoth-

esis that Yie is uncorrelated with LA Of the twelve such
statistics computed the largest had a value of 5.28 and all
others were less than unity, so the null hypothesis cannot be
rejected at the 5% level. IV estimation is unnecessary in
this case.4

Bearing in mind that X, I and B are closely related, it is
natural to consider estimating systems of three equations, each
equation being of the form (1), with y = X,I,B. Four such
"seemingly unrelated regressions" (SUR) systems can be estimated,
these corresponding to i = 0,1,2,3. The incentive for estimating
SUR systems; rather than single equations, is a gain in estimat-
ion efficiency if the contempéraneous error covariance matrix is

non—diagonal.5 The diagonality of this matrix can be tested

via the likelihood ratio test statistic, LRT = T2n. (| |/|2]),




where T is the sample size; Iﬁol is the determinant of the
maximum likelihood estimator (MLE) of the error covariance
matrix under the null hypothesis of diagonality; and || is
its unconstrained counterpart.6 Here, LRT is aysmptotically

X%B) under the null hypothesis.
Iv. RESULTS

The LRT results appear in Table 1, together with further
Hausman test results, now applied in the context of joint
systems estimation? as a cross-check on the results reported

earlier. 1In this case the Hausman test statistic (H) is

asymptotically X%S)' In Table 1 we see that the null hypothesis

is rejected in the first row but accepted in the second. Accord-
ingly, the appropriate framework for testing the unbiasedness of
our preliminary data is a three-equation SUR model (with equat-
ions of the form (1) to explain X, I and B), estimated jointly

on the assumption that the regressors are uncorrelated with the
disturbances.

The MLE results appear in Table 2. The "asymptotic
t-values" below the coefficient estimates relate to the hypothesis
a; = 0 and Bi = 1 respectively. These hypotheses cannot be
rejected individually at any reasonable significance level. The
same is true when they are tested jointly using the Wald test
(W). The serial independence of the errors in the SUR model is
considered informally with the Durbin-Watson (DW) test. This
test is only approximate in SUR models, so an alternative asymp-
totic test is reported. Each SUR system was re-estimated with

an allowance for AR(1) errors in each equation, and "asymptotic
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t-tests" (Z) were applied to test that each autocorrelation
coefficient is zero. The results strongly -support the serial

independence hypothesis, which is necessary if our unbiasedness

tests are to be legitimate. Finally, the Rz values in Table

2 increase monotonically with the number of revisions, for
each data series. The degrees of freedom are constant, so
this decrease in the residual variance reflects the increasing
efficiency with which the unbiased preliminary data predict

the final series.

V. CONCLUSIONS

This paper suggests a simple method of assessing one
aspect of the quality of preliminary economic time-series data.
Whether such data are unbiased predictors of the final official
figures can be tested formally in a regreésion framework. We
have illustrated this with provisional New Zealand balance of
payments data.

Our results indicate that, for the data set considered, the
provisional figures (and their various revisions) are reliable
predictors of the final data. The hypothesis of unbiased pre-
diction is strongly supported. Of course, other data must be
examined on their merits. Further, for any series of interest,
the results may be sensitive to the choice of sample period -
the quality of data gathering and reporting may vary over time.
In our case, we have replicated the study over two sub-samples’
by splitting the data-set at 1981Q4. Broadly, the results
obtained still favour the unbiased prediction hypothesis,

especially in the latter sub-sample, though the outcomes of
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some of the intermediate tests are rather mixed. This is not
surprising, given that they have only asymptotic justification,
and our full sample comprises only 39 observations.

Preliminary releases of New Zealand B.O.P. data are used

by policy-makers for a variety of purposes. The timeliness of

their availability, coupled with the results of this study,

suggest that they form a useful and reliable set of information.

January, 1989




TABLE 1. - SPECIFICATION TEST RESULTS

Revision of Data (i)

- 1

2
H (X(b))

Notes: The Hausman test is redundant when i = 0. 5% critical
values for x2 with 3 and 6 degrees of freedom are
7.82 and 12.59.




TABLE 2. - SUR ESTIMATION RESULTS

2
W(X(Z)) DW
(2)

5.561 0.991 « 2.062
(0.45) . (-0.60) (0.00)
16.045 1.009 2.031
(0.59) (1.29) (-0.05)

-15.011 1.009 1.439
(-1.64) (0.17) (1.11)

13.244 0.991 1.617
(1.71) (-1.46) (0.66)
24.677 1.001 2.036
(0.95) (0.18) (-0.58)
-9.318 0.984 1.898
(-1.37) (-0.41) (0.16)

7.574 0.994 2.151
(1.056) (-0.99) (-1.54)
22.254 1.002 2.036
(0.86) (0.31) (-0.56)
-4.590 1.001 2.452

(-0.73) (0.02) (-1.89)

-4.474 1.000 2.047
(-0.67) (0.04) (-0.03)
19.565 1.003 2.038
(0.76) (0.56) (-0.94)
-3.808 1.000 2.048
(-0.87) (0.00) (-0.04)

Figures in parentheses are "asymptotic t-values",

and are Standard Normally distributed. White's (1980)
heteroskedasticity - consistent estimator of the
asymptotic covariance matrix is used to calculate all
standard errors and "t-values". 5% critical value
for x2 with 2 degrees of freedom is 5.99.
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FOOTNOTES

Of course, a "revised" value may be the same as that
reported for this data point one quarter previously - a
zero revision, though this is unusual in our sample.

The data were reported on a consistent basis during

this period.

A;l computations in this study were undertaken using the
TSP package (Hall et al. (1988)).

Morey (1984) provides evidence that, in terms of
asymptotic risk, it may be preferable to use IV estimation
rather than pre-test as we have described. However, as
will be discussed, our final estimator is more complex

and there are no known risk results for pre-test strategies

of this type.

If the covariance matrix is diagonal, single-equation

OLS estimation will be efficient.
See Srivastava and Giles (1987, p.283).
Joint MLE of the models was undertaken using the LSQ

command in TSP, with and without the INST option.










