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I. Introduction

The st&ndard approach to the analysis of the dynamic demand for fa¢tor"
inputé'iS’the multivériate flexible accelerator pioneered by Lucas (1967),a
Treadway (1971) and Mortenson (1973). Under the assumption that firms maxiﬁize
diééqﬁnted‘cash,flow in a perfect capital‘market'with all iﬁputs subject to
fadjuStment costs; this literature shows thaé; if firms make decisions “
simultanééuslyvregarding the optimal levels of all rélevant stéte variables
(for example, iﬁventories and productive inputs), the dynamic deménds for these
magnitudes will be interrelated. That is, the demand for any input will depend
upon the»ievels of all relevant inputs in production and all‘factor prices“
-associated with ﬁhesé productive inputs. Much of the empirical.work on"
inventories and‘factor’inpUts has ignored these insights about optimal behaviof

by firms.

- Consider first the labor demand literature whére;the early work on 1abor> jf‘:

demand ignored the influénce of other factor inputs on labor‘démand.1 More .
recently, work in this area has ihcorpdrated inventories which captureS'tﬁe :
impact of the business cycle upon labor inputs.2 But these studies ignore
caﬁitalistocks (due to a»lack of appropriate. data) and ﬁeasure capital:coétsiby

. a;measure of the real interest rate,vwithout any attempt to measure capital
costs on an after-tax basis (agaiﬁ because of data limitations),‘ The well :
known.work of Nadi#i and Rosen (1973) remedies some of thesebdgficiencies;buf“-
suffers from other limitafions. Their work aggregates inventorieé by stage of

fabrication (inventories are thus the sum of finished goods, intermediate

ylsee Nadiri and Rosen (1973) for a survey of this early work on labOr:
- demand. o

o 25ee Tope1’(1982) and Rossana (1983, 1985).
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materials and goods-in-process) and they aggregate capital into a total of both

,ﬁlant and equipment. Theory suggests that this is inappropriate since,'for‘

example, there is no reason to regard plant and equipment to be perfect

~ substitutes in production, displaying identical output elasticities. Moreover,

there’is considerable evidence in Rossana (1985) that inVentories should be

disaggregated by stage of fabrication in estimated 1abor demand schedules

What is lacking in previous research is a comprehensive framework, building in

inventories and capital stocks, which correctly'disaggregates inventories and
capital stocks while including a more complete array of factor prices where
capital costs are measured on an after-tax basis. v i

If the foregoing discussion is correct regarding the need to disaggregate_

_inventories and capital in estimated labor demand schedules, then one should

estimate inventory investment equations that display this same type of
disaggregation; That is, separate decision rules for each inventory component

should be employed where stock adjustment effects attached to inventories,

~capital and labor are permitted. However, early work on inventory investment

ignored input decisions by firms.3 More recently, the simultaneous nature‘of
inventory and input decisions has been recognized with the appearance of
empirical work incorporating input levels into inventory decision rules.4
However capitalﬂstocks are ignored in almost all of this work and capital’costs
are typically measured on a pre-tax basis. It is also true that much of ‘this

work ignores materials and goods-in-process inventories or, in the case of

Nadiri and Rosen (1973), aggregates inventories (and capital stocks)

. | : . .
3see Rowley and Trivedi (1975) for a survey of this literature.

4See Topel (1982), Maccini and Rossana (1984) and Bllnder (1986) for

recent examples of this -line of research.



inapproprlately Flnally, much of this work omits. unfilled orders by failing

to recognize that there is a substantial amount of production to order in

industry data As a result unfilled orders should appear in a11 input demand -

'functions and a decision rule for unfilled orders should be estimated which

displays the stock adJustment effects descrlbedlabove,v |
This paper prov1des.emp1r1ca1 estlmates of labor demand innentoryk

.’1nvestment and unfllled orders equations Whlch partlally synthe51zes these;

'lines of research.5 1 provide,estlmates of employment, hours; flnlshed goods;

unfilled orders, materials'and work-in-process equations for selected‘two-digit d‘

manufacturingvindustries that display the sort of stock adjustment effects

described above and which disaggregate stocks in a manner which seems '

plausible. These dynamic demand equations also include new orders, real wages,

real materials prices (often ignored in earlier work) and after-tax capital =

costs for plant and equlpment whlch are taken to be the determinants of de31red«

,or»equilibrlum stocks, Thus this emplrlcal framework seems more complete than
'any preuious‘study in this area.

Further there is ev1dence in prev1ous work that expectatlon errors have"
some 1mpact upon 1nput levels chosen by f1rms 6 Thls ev1dence primarily
involves-errors attached to output demand but it is poss1b1e»to imagine that

other errors are also important. For example, if interest rates are

unexpectedly high, then firms.maybwiSh to alter'theirlinput levels in response;"

I test‘for expectation"error effects by inCludingﬂerrors attached to Outputfk

demand and factor prices.

: 5Data limltatlons prevent me from incorporatlng utilization rates for
- plant and equipment and I do not provide estlmates of capital stock equatlons
: for _reasons glven below.

6These errorsnare—found to -have impact by Topel (1982) and Rossana (1985),

3



The empirical results presented below provide some support for most of the B
propositions discussed here All of the dynamic demand schedules display stocki7j
adjustment effects. Inventorles have fairly systematlc effects on laborvinPUts

and there is clear evidence that capital stocks have an impact on labor'inputs;

These results also highllght ‘the need to d1saggregate capltal stocks and

L 1nventor1es in labor demand schedules. There is evidence of a relatlonshlp

between‘inventories,7unfilled orders and cap1ta1 stocks a relationship whlch
zrfisllaréely ahsent'in‘previouspresearch. There’is also some evidence that;f
.ffactor‘prices-play‘a role in stockldetermination.l In particular, there is'some
‘,ev1dence ‘that after tax capltal costs have 1mpact upon stock levels
‘The results are not Wlthout their puzzllng aspects The stock adjustment
effects display asymmetries which are difficult to ratlonalize -For example,
there'is strong evidence in the hours equations that emp10yment and?hourSfare‘,

dynamic. substitutes but thedemployment equations do not yield similar results,

‘Inventories and unfilled orderskSeem’to consistently have an impact upon:labor

inputs but. labor inputs'do not seem to have as strong_an impact upon

-inventories and unfilled orders. Own factor prices seem to have little impact -

upon'factor inputs yet.materials prices seem to have very syStematic effectsloh
“labor inputs and inventories; These.are.isSuesfthatkneed to be resolvedfin .
future research. | | | |
CII, i al System
If wevignoreiexpectation errors for the moment,‘the'flexible accelerator

framework can be set out compactly as follows. Let.

ﬁ)w

pwhere‘Ev= Production_Workers;bH ='_fAve”rage Weekly'Hours; Ff=vFinished‘Goods}§M;= o

[EthFtMthUtKEtKPt] S @)



Materials,vG - Goods-Ih-Proeess, U = UnfilIed.Orders, KE = Equipment, KP_—V
Plant and t refers to calendar time. If [a].is a matrix of adjustmentbt
parameters,and an asterisk'ia used to denote a desired level,'theh'the[‘

: investment demand equations can be written in diSerete time ‘as s
Xt = Xt-l .= a(xt_]_ - Xt) . ) - - (2)

 This system emerges when all elements of Xt are:subjeet to adjustment eostS}
,qu,inputs in tﬁe production function,Aadjustment'costs are explicit in the.
form of training andvinstaiiation costs wﬁich draw resources away from the
production of final output.v For finished goodsvahd_uhfilled ordera, they’are .
implicit as inputs used to raise or'lowerloutput buffer stocks are subject te
'adjustmentvcosts. Finished goods may also be‘suﬁject.to holding costs such as
‘insurance and.maintenaﬁce costs. |

In,terma of sign'restrictions which may be relevant for the parameters in
ta]; it is reasonable to sappose that all diagonal elements are negativef This
is a minimal stability requirementtfor it says that, ignoring ether adjustment
parameters, if the firm has mdre of aﬁ input than it desires, it will redﬁee
its level. | |

Concerning other parameters in the adjuStment matrix, intuition Caﬁ be
uaed tdvsuggest‘likely;sign restrietions since a formallanalysis‘is not
attempted hereh7 _Coﬁsider'first the labor demand schedules where it ia"-*
,reasoaable to sﬁppose that hours and employment are imperfect substitutes in | B -

'production.. If so, theﬁ it should be the case that employmentb(hours) Ehould

7Such a model involves the analysis of a control problem with seven state
variables which is obv1ously infeasible.  This is not as difficult a problem if
one is content to estimate first order (Euler) equations as in Shapiro (1986)
but the disadvantage of this approach is that one cannot dlrectly estlmate
parameters found in earlier research




‘have a negatlve effect upon the demand for hours (employment) The reason1is-’
":that for example, 1f the flrm finds that 1t holds more Workers than it: w1she3'3}

" to hold in long-run equilibrium;vthen,it will'plan t0'reduCe its stock of e

employees and it is likely to raise hours per remaining'Worker as its labor . .

' forcevfalls.}
;:habor»inputs should he'inversely related to stocks of’inVentories. xAsfintg.

Ro3sanaq(1984); firms holding'excess finishedhgoods Will plan tolreduce_;L
'hproductlon and thus labor 1nputs ‘If labor and materials arelcomplementary:
1nputs in productlon firms will reduce lahor 1nput levels if the firm plans to.f
hold smaller stocks”of materialvinputs. If firms hold excess goods-ln-
| process,they Would‘plan:to reduce‘these stocks thereby‘reducingllabor inputs:f’
‘Labor’inputs should be’positively,related tolunfilled orders as if‘firms.:
‘producing tO-ordervplanito-lower their order,backlog,{thevaill raise output
and‘thus labor.inputs. # |

‘ The 1nfluence of capltal stocks upon labor inputs should depend upon :
' Whether labor and capital 1nputs are substitutes or complements 1n productlon
If‘they are substltutes, there should be an inverse relationshlp between”labor‘
demanded and capital inputs. For example; it is reasonable to suppose thatf‘ﬁ:'
equipment and labor inputs are substitutes in production whereas,plant and,‘
lahorbinputs»are likely to bevcomplements,

In the inveStment .equations for‘finished goods (unfilled orders), labor
1nputs should be positively. (negatively) related to finlshed goods (unfilled ;
orders) as rising labor 1nputs produce more output ra1s1ng (reducing) final

'goodS»stocks (unfilledworders). A similar discussion-applies to thevinfluence“_:"




of capital stocks.8 Higher levels of intermediate materials and goods-155
process held by the firm signal planned increases in output and thus fiﬁished
goods. The opposite should be true for unfilled orders. It is a159 poésible.
that firms produce joint outputs where one good is produced to stock and one t6
order; To allow for this possibility, unfilled orders will be included in theb
finished goods equations and finished goods will appear in' the estimated
unfilled orders equations.

In the remaining inventory equations (materials and goods-in-process),
firms should plén to reduce (increase) inventories if finished goods (unfilled
orders).are above equilibrium levels since output should féll (rise) to
eliminate the disequilibrium iﬁ the oﬁtput buffer stock. Productive inputs
(employment, hours and capital stocks) should be positively related to these
inventories as if firms plan reduced input levels, the production of semi-
finished goods shouid féll as well. 1If materials and these productive inputs
are complements, then materials stocks should fall as input levels decline. If
firms use up intermediate materials in production, output of semi-finished
goods should rise whereas if firms plan to reduce the production of semi-
finished goods, firms éhould hold lower levels of intermediate material inputs.

As written in (2), these factor demand equations are not very useful for
empirical work as equilibrium stocks are not observable. In the present
‘context, it is possible to specify the variables which are determinants of
desired stocks; these aré real new orders (q), real wages (w), real materials
prices (v) and capital costs attached to equipment (ce) and plant(cp). As iﬁ

Rossana (1984), new orders for output will be a determinant of equilibrium

8Maccini (1984) derives a restriction like this in a model with aggregéted
capital. ' ‘



_'stocks if the representative firm is imperfectly competitive an@ sets price so
as to determine the share of industry new orders accruing to itself. The
‘remaining elements are factor input prices which obviously determine the input
mix éhosen by firms. In the empirical work which follows, forecasting rules
will be used to approximate expectation formation since firms pursue their‘
investment strategies under incomplete information. The estimating equétions
can be compactly written if we define

Ay A A A A A )

Zt =[1 q. W, V. ce. cpt] ' | | (3)

where a circumflex is used to denote the expectation of a variable. This

expression may be combined with (2) to yield

xt = (I + a)Xt_l + ﬁzt + e 4)

where n is a disturbance term and where I is an identity matrix of appropriate
v di@eﬁsion. As is customary, desired stocks are taken to be a linear function
of their determinants. The coefficient matrix [B] measures the response of
stock accumulation to shifts in exogenous parameters.

Concerning sign restrictions on the elements of [B], stocks should be
increasing functions of éxpected new orders. An increase in output demand will
gequire increases in production thus inducing firms to raise the level of
factor inputs. Inventories of finished goods should increase as firms build up
inventories to service higher expected demand levels. Unfilled orders should
rise as additional new orders will enter the order backlog to be serviced'in(
thevfﬁture due to substantial delivery lags.

Concerning factor input prices, factor inputs should be inversely related
to own factor prices although these effects are notoriously difficult to

uncover in applied work. The effects of shifts in other factor prices depends

8
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upon whether inputs are substitutes or complements in production. If labop;‘t. o
inputs and materials are complements, there should be an inverse relationéhip>v'
betweénvlabor inputs and real materials prices. If equipﬁent_énd lgbdrvinputs

are substitutes, an increase in the user cost of equipment should increase the = -

levels of labor inputs as firms substitute labor for équipment.. Similariy,bif

labor inputs are complements to the stock of plant, there should be a negativevﬁ,:

rélgtionship between labor inputs and the user cost of plant.

In the output buffer stock equations, finished goods should be invérsely '

‘related to factor prices as increases in these magnitudes reduce cash flow,

inducing the firm to reduce production and the stock of finished goods.  This-

also allows the firm to conserve on its inventory holding costs. The opﬁosite

should be true for unfilled orders as a rise in factor prices should induce"ﬁhe

firm to raise its stock of unfilled ordérs since there are cost savings
attached to higher stocks of unfilled orders.?

In the materials and work-in-process equations, it is reasonable to

suppose that stocks are inversely related to real wages and materials prices as

if firms plan to reduce productioh as these input prices rise, firms will

require fewer intermediate inputs and will produce fewer semi-finished goods.

It seems plausible to expect similar results regarding capital cost meésureSf :

It is also possible that expectation errors will affect stock levels. For

example, if output demand is unexpectedly high, firms will find it desirable'fo

raise production and thus stock levels. In addition, errors about factor

prices can influence input choices and inventories. Everything else aside,.

nominal intereét rates could be higher than anticipated. If so, real interest o

‘rates and thus user costs of capital are higher than expected which méy.indude

9See Holt et.al. (1960) for further details:on these cost savings.vb
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rfirms’to'reduce-lnveﬁtory levels., ElSeuherenlthese“effects should depehd uﬁon
JWhether_stocks are complements or,substitutesvin production. Firms mayebe B
v\uncertain about thebuominal prices of materials iuputs'at the time that;'ed
‘liuvestmeut‘decislons are made so that real materials prices may>differ fféﬁa

expected levels. Concerning real wages, there may be uncertainty about‘reale‘

Wagesﬂeven if labor is'hired‘under long term contract with prespecified.ﬁominalf 5;;

>wages if the output prlces'of competitors (used‘to arrive a;'a price,index:to:
deflate nomlnal'uages)vare_uhknown to firms. Idwill test for these‘lnfluenceS-
as well.

» The:final issue to be addressed concerns the methodeused here to -
approximate'expectations. I use univariate time series models describéd71nbﬁox
and Jenkins <1976) for»this purpose uhich is an attractive way to proceed in a
rational‘expectatious coutext. If»the residuals,froﬁ tﬁese models are uhite,b
noise _agents will not systematlcally make forecast1ug errors in pursulng
obtimal investment rules 1f they use these forecastlng rules All Series were
d1fferenced pr1or to flttlng these models as unit root tests descrlbed in

‘Dickey‘and Fuller (l981) indicated the need toido so. An appendix to thisv
vpaperlcontains the parameter estimates of these time‘series models. These
parameters are‘not estimated,simultaneously with the‘paraueters of the |
luvestment equations‘so that estimates‘of‘parameters_in the:ihvestmentr:

equations will be efficient coﬁditioﬁalzon these time series models.

lIlI} Eﬁéirical Results and EstimatiOnvMethods.
'Aﬂ'Data;' The data used in thls study are publlcly avallable from governuent
‘ageucies; The Bureau of Labor Statistics publlshes data on production workers
:aVeragevweekly-hours of.production Workers and‘average hOurlyvaarnings
. excluding‘overtime;_ The»Bureau of Economic Analysls prouides data on‘deflated“

10



s shlpments and inventories by stage of fabrication " The Census Bureau providesf:’

1 data on: nominal shipments new and unfilled orders and materials inventories

7Output price data and materials price data were obtained by appropriately using o

"nominal'and deflated.data} Real Wages and materials prlces were obtained by
deflating with the output price index. The after tax cost of capital is that
1derived‘in Hall and Jorgenson (1967) and I used a_BAA long-term bond ratet B

~obtained from Citibase in constructing capital cost measures.

. The remaining data series used to construct user costs, as well as capital

,stock data, were obtalned from ‘the Office of Productivity in the Bureau of
‘ Labor Statlstics.lo The data are at annual frequency for,all two-diglt“i

manufacturing industries and are available for a large number of asset types .

~ for investment,'depreciatiOn rates, price deflators for investment and capital

stocks. Since a quarterly analysis is of interest for macroeconomic analysis,

interpolation,methods must be used to generate'quarterly data. Investment and

.vcapital ‘stocks were aggregated 1nto plant and equlpment groups. -Usingimethods

.dev1sed by Boot et a1 (1967) and Glnsburgh (1973), the 1nvestment'data were

' 1nterpolated using data on 1nvestment in equipment and structures from the NIP

accounts ‘taken from Citibase. A depreciation rate was constructed for each

asset~weighting byvthe share of each ‘asset in the aggregate'total,

Depre01at10n is assumed to occur evenly during the year and capltal stocks were

constructed us1ng the familiar accounting identity To interpolate prices of

' investment“goods I used implicit price deflators for investment again ‘from the

'_Citibase»tape. Note that, as long as. 1nterpolated data is used only as ‘a e

/£

‘regreSSOr' statistical 1nference may be conducted in the usual way as degrees

- 10see Gullickson and Harper (1987) for further discussion of this data.
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vof freedom are nof affected by using interpolated data.ll an appendix to ﬁhis
paper provides more details on these interpolation pfocedures.

All equations wefe estimated using-ordinafy least squares. Using the
likelihood ratie tese devised by Durbin (1970), I tested the feslduels for
first and fourth order serial correlation as only seasonally adjusted data was
available for this study. Whefever serial persistence was detected, I quasljj
differenced the equation and reestimaued using nonlinear leaet squares.l The
resulting'estimates are asymptotically equivalent to'makimum likelihood in this
centext. An appendix contains more deteils-on serlal correla;ion test
statistics and serial correlation parameter estimates. 1In the tables beloﬁ, Rr2
is the coefficient of.defermination and SE is the standard error of estimate.
Conetents are omitted from the tables.for the sake of brevity.12
B. Labor Demand Schedules. Estimates of the labor demand decision rules are
displayed in Table 1 for selected two- digit manufacturing industries 13- These‘

are Apparel and Related Products (SIC 23), Chemlcals and Allled Products (SIC

1lyhen used as a dependent variable, degrees of freedom are affected and
there is no clear way to choosing degrees of freedom in this case. The reader
may wonder why I do not report capital stock demand equations. I did estimate
these and found them to be extremely disappointing under any choice of degrees
of freedom. Only the lagged dependent variable was found to have any
systematic influence on stock levels. In the following tables, since capital
stocks and after-tax user costs are measured with error, it is reasonable to
suppose that standard errors for parameters assoc1ated Wlth ‘these variables are
understated.

121t has become customary to include time trends in empirical work as a
proxy. for capital stocks or technical progress. I checked to see 1f adding ~
time trends to these equations made any difference to the results. No
conclusions drawn from this study are changed by including time trends in these
equatlons

13These were not chosen arbltrarlly I fit time series models to all
twenty two-digit industries. Wherever all of these models fit so as to
generate white noise disturbances; I estimated the demand equations. Estimates
for two additional industries are contained in an appendix and are discussed below.

12



28), Primary Metals (SIC 33) and Fabricated Metals Products (SIC 34).

| The own-adjustment parameters are roughly consistent with the view ﬁhat
adjustment costs attached to employment are higher than those attached to hours
as own-adjustment parameters are smaller than those in the hours equations.
vHowever, adjustment is not complete within the quarter in any equation (wifha
one exception) so that shocks will be transmitted forward in timeAthroughvboth
hours and employment, generating serial persistence in output produced.

These results continue to display an asymmetry in the off-diagonal
adjustment parameters’involving hours and employment, noted previously in
Rossana (1985); Employment is a dynamic substitute for hours since, in the
hours equations, employment often has.a negative impact upon hours per worker.
However hours are irrelevant to employment determination which suggests ﬁhat'”

hours should be treated as an input that is not subject to adjustment costs.

However, the own-adjustment parameters in the hours equation suggest that hours

should be treated as quasi-fixed so that these results are inconsistent.

Tﬁe coefficients attached to inventories largely confirm the discussion
above about the relatidnship between labor inputs and in&entories. There‘is.
fairly solid evidence of an inverse relationship between labor inputs and
inventories although goods-in-process appear to have only a minor role. This
is also clearly consistent with the conjecture given above that inventories
should be disaggregated in the labor demand schedules. However the results
regarding unfilled orders are counterintuitive since only one equation'finds'a’
positive relationship between labor inputs and unfilled orders. These results

are inconsistent with results in Rossana (1985) using monthly data. This could

13

'
i
'




Table ‘1 +
Labor Demand Schedules

Produetion Workers

23

Average Weekly Hours"

3%

An asterisk (*) denotes a Yarameter estimate which is signiflcant at

evels

23 28 33 34 28 33
052 -.178  -1.01  -.353  .012 ..045  -.105 -.093
‘E(.066) (.059)*%  (.096)* (.064)* (.036) (.017)* (.018)% - (.024)%
S 2,018 2,212 -.033 .08 - -.492 -.531 - -.344 - 404
H (.166)  (.247) S (.394) 0 (.237) 0 (L114)%  (.089)* (.075)%  (.09)*
S -.046  -.049 .243 -.231 -.055  -.011 -.035 -.0605
F (.046) . (.035) (.149) (.063)%  (.028)* (.011) ~ (.028) - (.024)%
=079 -.075 -.049 -.057  -.053 -.056 -.0072 .02
M. (.04)% (.039) S (111) (.035)  (.026)% (.014)* (.021) ~  (.013)
2,069 .061 129 - .075 .0072 ©.014 .037 .026
G (.0303)%  (.044) (.216)  (.063)  (.019) (.016) (.041) (.024)
: 146 -.066 | -.0201 . -.023
U . (-051)%  (.028)% (.0097)%  (.0I11)*
.069 -.029 -1.03  -.411  .0067 -.0087 -.087 - -.125
KE (.039)  (.033) (2159)% . (.116)*  (.018) (.0102) (.0303)%  (044)%
~ -.105° 045 .856 .53 -.054 ©.017 039 .16
KP (.069) - (.054) o (.18)* (.168)* (.033) (.017) (.034)  (.064)%
1320 . .10l 207 .187 .106 - .065 100 .08
q (.046)*% ~  (.033)% (.079)* - (.0504)* . (.032)* (.012)* (.015)% (.019)%
.201 - .011 -.335. - -.033 134 -.0016 .039 2,048
w  (.118) (.031) (.182) (.117) (.072) (.0097)  (.035) (.044)
S ..219 . 163 462  -.194  -.091  -.058  -.039 019
v (.071)%* (.047)* (.18)* (.089)* (.039)*  (.015)% (.034) (:034)
. .54E-04 44LE-04 -.98E-04 -.14E-04  .083E-05  .16E-04  -.15E-04 -.16E-04 -
ce (.39E-04) (.17E-04)*  (.87E-04) ((32E-04) (.25E-04)  (.62E-05)% (.16E-04) (.12E-04)
-.45E-04  -.36E-04 - .78E-04  .19E-04 -.41E-05 ~ -.13E-04 .12E-04  .16E-04
cp (.31E-04) (.14E-04)% (;72E 04) (.28E-04) ( .2E-04) (.53E-05)% (.14E-04) (.11E-04)
RZ .99 99 .99 .97 .64 79 .86 .84
SE .0135 .0087 .0043 .019 .0102 .0035 .0109 0074
+A11 estimates are obtained. using OLS with the exception of the employment
equations in 23 and 28 where nonlinear least squares is used.

: conventional 51gniflcance

E = Productlon Workers, H = Average Weekly Hours, F = Finished Goods, M o=
Materials, G = Goods- in- -Process, = Unfilled Orders KE = Stock of
"Equipment, KP = Stock of Plant, ,q = New Orders, w = Real Wages, v = Real

- %ateﬁials Prices,'ce = Capltal Costs for Equlpment cp = Capital Costs f:ﬁ
- for Plant.

. the.’

14



- be attributed to measurement errors. L% 'However, when expectation errors are

ifincluded_invthese'equationS’(see the appendix) these problems disappear."v“ .{'

The capital stock coefficients are found to have a significant'impact'nponfp

‘labor inputs and the results are also consistent with the notion that capital

stocks should also be disaggregated in these labor demand schedules. The

“evidehce‘uncoyered is that equipment and labor inputs are dynamic SubStituteSi; o

- whereas plant is a complement to labor. These are plausible results.

The remaining parameters measure the response of labor inputs to exogenous

determinants of desired stocks. Labor inputs are positively related to new -

‘orders indicating that:production will rise as output demand increases. These -

are results found in previous research. Real wages are again irrelevant to

labor demand as has been often found but materials prices are almost always

‘ Significant.vahese_are very robust results because they»ére also found at
monthlwarequencies in Rossana (1985). As Will be seen materials prices have
more impact upon labor inputs than they appear to have upon the stock of v

materials held by firms

There is also some evidence that after-tax user costs of capital influence |

labor demands and this evidence is consistent with previous discussion

concerning substitution and complementarity in production. Equipment costs are

~ positively related to labor,inputS5‘imp1ying that if‘equipment rises in price,
firms sﬁbstitute labor as a result; If plant user costs'rise, 1abor input -

falls’as they would if plant'and labor are complementary inputs.

C. Output»Buffer Stocks . Empiricallresultsbfor the'finished_goods and unfilled

orders equations are contained in Table 2. Speeds’of*adjustment, as measured

14The correct way to deflate nominal unfilled orders would involve ‘using a

' price distribution that corresponds to the distributlon of lagged order
placements obtalned by firms. :
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vby estimated own- adJustment parameters are comparable in the two sets of
iequatlons These parameters are thought to be implau51ble by many. researchers.

wsince w1th one exception where the adjustment speed is qu1te high, these

' results imply that costs of adJustment are very severe. 15 For unfllled orders, ,~:T

' this seems somewhat plau51b1e since goods produced to order are heterogeneous
* durable goods_subject;to substantial delivery lags.

There is also-some evidence of interaction between labor inputs and

f1nished goods although in one case the parameter estimate is counterintuitlve o

There is less ev1dence of a. relationship between 1abor inputs and unfllled
orders for reasons that are unclear. There is only minor_ev1dence that

materials and goods?injprocess have any impact upon output buffer stocks;

_There is an asymmetry here that is difficult to rationalize. The labor demand

schedules give fairly strong evidence of interaction between labor inputs"‘

input.inventories and buffer stocks but these equatlons (as well as those 1n.

g Table 3) do not prov1de ev1dence that is as strong about these stock adjustment ‘b

- effects

Cap1ta1 stocks are found to have a>51gn1f1cant 1mpact upon output buffer :
stocks and the results show that stocks should be dlsaggregated in these
"equatlons; However, there is some lack of uniformlty in results across
‘industries In the finished goods equations, the results confirm (with one_
exception) restrictions der1ved in Maccini (1984) that excess capltal fully :
utillzed raises f1n1shed goods stocks In the unfllled orders equationsvthe;'
resultsrare more mixed as a positive»relationship between unfilled orders-and
the stock of plant is'found in‘one casebbut-equipmentvhas the opposite,

influence in the same industry.

‘ ISSee Feldstein and,Auerbach (1976)'for further discussion on this.point;
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Table 2 4
Output Buffer Stock

- Finished Goods ~ Unfilled Orders
93 | 28 | 33 SR YA ' 33 . ' _' 34
3 . ..283 .016 . ..045 - 412 S ..083
E 0 (.138)% (.08A)% (.071) (.082) (.157)* (.094)
: .361 1.98 .25 - .237 o .337 ' .376.
H (.364) 457y (1207) (.311) (.643) (.346)
S -.836 -.122 -.364 -.403 -.883 2,227
F (L147)* (.059)% ((111)* (.083)% (1283)%x (1092)%
128 -.032 .0041 .036 -.151 . -.082
M (.104) (.072) (.053) o (.046) (.181). (.051)
. .053 011 .0703 .223 759 -~ .044
G (.074) . (.083) (.111) (.083)% (1353)% (.093)
‘ -.126 .013 -.441 -.053
U (.042)% (.037) (.084)% - (.041)
.259 ’ ©-.156 -.0504 .197 -.783 o -.179
KE (.089)* CL0ATY* (1094) (.152) (.261)% (1169)
-.265 421 .311 -.155 ‘ .686 .22
KP - (.137) (.083)% (.103)* (.221) (.294)% (.246)
| ..069 .057 . .066 -.043 374 .185
q (.092) (.0601) (.046) (.066) (:129)% (.074)%
1.02 - -.251 -.208 - .057 .723 .101 !
W (.267)% (L047)% (.107) (.153) S (.298)%* (:171)
-.493 135 -.169 -.0022 -.754 -.299 |
v (L179)% (.078) (.093) (1117) (1294)% 13y
-.74E-05 .6lE-O4 -.87E-04 - -.3E-04 - .66E-04 -.95E-05
ce (.84E-04) (.3E-04)%  (.38E-04)* (.41E-04) (.14E-03) - ((46E-04)
.2E-05 . -.49E-04 .81E-04 - .27E-04 ~ .51E-04 .96E-05
cp (‘67E-04)  (.26E-04) (.32E-04)% (.37E-04) (.12E-03) (.L1E-04)
RZ .99 .99 .99 .99 .90 99

SE .031 .018 .026 026 .094 . .028

' +The finished goods equations in 23, 28 and 33 were estimated using OLS, The reMaiﬁing_
equations were estimated with nonlinear least squares. Lt

An asterisk (*) denotes a parameter estimate which is significant at conventional
significance levels. .

"Note: E = Production Workers, H = Avera e.Weekll Hours, F = Finished Goods, M = .
Materials, G = Goods-in-Process, = Unfilled Orders, KE = Stock of Equipment, :
KP = .Stock of Plant 83= New Orders, w = Real Wages, v = Real Materia%s e
Prices, ce = Capitai osts for Equipment,; cp = Capital Costs for Plant.
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‘:fUnfilled orders are'included in the finishedhgoods equations to aliow for
» s

rthe production of joint output of goods produced to stock and to order by

'Etfirms The same idea is behind the inclusion of finished goods in the unfilled*v“,;

i.orders equations. There is evidence of joint production activity as evidence
is unccvered that a.reduction in the stock of unfllled orders raises finlshed:
goods'as firms'reallocatevreSources from production to order goods to theh
"d’production of output'to stock; Thus these outputs are suhstituteS’in the

firm's output mix. In the unfilled orders equations, both equations show that -

' a reduction of finished goods raises unfilled orders as this again reflects the =

substitution of prodUCtion to order as firms’realiocate resources“from thed";b
" ‘output of goods produced'to stock. B

i Concerning‘the'remaining regressors; there'is’novevidence of a positived;
:relationship between finished goods and new orders unlike moSt‘preVious'“
research but there:is such a relationship hetween new and unfilled orders.
Reai mages are found to have some influencebbut the results are conflicting.
HoWeverhthe impact of materials prices is more substantial across industries‘
" and is uniform as these prices have negatlve coeff1c1ents throughout. “This
seems counterintuitive 1n the unfilled order equations _This could.reflect the‘
'bfactbthat higher-materiais prices induce the firm to cut production and;’if*f
vimperfectlj competitive, raiSe output priceumhich cuts its flow of newvorders;h
However{ this requires anbinverse relationship between materials prices andp:
materials stocks'which_is not uncovered here'as will be seen helow. Finallyﬂ
there is some evidencerthatpthelafterltax'COst of eduipment and,plant heve a
significantvimpactfupon finished goods but the results'are not_uniform.<
‘D. Input Inventories. .Table 3 provides parameter estimates for the materials
;and goods-in-process;equationsf‘»Own-adjustment parameters‘are negative;h N

throughout and comparable:in size to those in the finished goods and unfilled:
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‘orders equations. ' All inventory stocks seem to be sdurées of ée;igi'f 

‘ pérsiStanéé if these résulﬁs éfe,takén SériouSiy.{

 ¢oncéfning:off-diég6na1 adjustment pérameterg, there istVidence of
interaétidn‘primarily‘bétweéq input iﬁventpriesband hou;s'ﬁér workef,' Iﬁlis

ﬁléﬁéible to expect goods-in-process to fall if hours per Wdrker:decline.

Finished goods are found to have oﬁly a minimal impact as only in one goddsfin;'ﬂ

)

' procéés equation is there a significant negative influence of finished goods on

' input inventories. This seems.surprising given the results in Table 1.

,Unfilled orders has a more significant effect across equations aithough,in one .

'.éase, the,estimated parameter is negative. .Theré{is fairly sfrdng evidénéefv
that capitalxstoéksbandbinput inventories are céhplement;ry productive input$ ,
as a positive‘teiationship is qund priﬁarilyrbétwééﬁ the stock of plant aﬁd'
;QiﬁVentories. |
o _Input invenf§ries‘sgém to fespoﬁ&'to‘meaSurestof ekpected deﬁand even
tﬁough’output invéntories‘do not éeem‘fo resédnd asléfrongiy. There is avt
_negative félaﬁiohshiﬁ between real wagés éﬁd,materials‘priées and inputfa

- inventories which is uﬁiform and quite robust across industries. Curiously,

materials prices seem to have their weakest influence upon materials stocks;~1- 

Other inputs (labor and goods-in-process) seem more seﬁsitive'to theée»prices -

for reasons which are unclear. Finally’theré iSQSOﬁé evidence that input»~:
invéntories respond té user COSts'of'capitél goodé but iny in the goddéjinfl
'vp;odgss equations.,~Thevresults however are not uﬁif@fﬁ across.in&ustriésfb
,'Overa11; mdst‘of these equations‘ih all thrée tables show'tﬁat fheSe  
gé@é#ions fit the data'réaéonably ﬁell as measured by the coefficient§ 6f
 determiﬁatiQn.v Serial correlétion was often:detectéd:éndbiﬁ many cases was

found é;_ofdérvfoﬁr of'the'autofégreséivé disturbance proéess._ This clearly -

1
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Materials

Table 3

Input Inventories+

+Nonlinear least squares is used in the materials equations

- elsewhere.

.047

: >vv ‘ Goods-in-Process : :
23 28 33 34 23 28 33 34
197 .069 -.033 -.189 -.017 -.017 ..086 . -.122
E(.117) (.064) (1039) (.14) (.17) (.094) (:037)% - (.084) -
714 4h2 227 1.143 1.27 ~ .563 .579 776
H (.366)  (.352) (.161) (.052)*  (.532)% (.498) (.152)% - (.309)%
. -.078 .072 .053 -.108 -.146 086 -.132 -.095
F (.089) (.045) (.061) (:13) (.129) (.058) (.057)%  (.082)
-.607  -.138 -.046 -.385 -.138 .049 .051 044
‘M (.084)%  (.055)%  (.046)  (.124)%  (.123) (.076) (.043) (-046)"
.149 -.217 -.002 .059 -.498 - -.552 -.15 ..162
G (.064)* (.064)* (.089) (.146) - (.092)%  (.091)* - (.083) (.083)%
. .045 217 -.052 .001
U | (.021)* = (.077)%* (.019)* - (.037)
. .038 .011 -.109 .557 .169 .0603 -.063 -.118
KE (.059) (.035) (.066) (.287) (.085)* (.056)  (.062) (.151)
L 204 .061 228 -.456 131 .258 366 .275
KP (.105) (.065) (.074)%  (.374) (.153) (1092)%  (.069)*  (.22)
1 .191 -.031 119 .351 .156 .027 .0603
4. (:102) (.046)% (.032)  (.103) (.149)* (.066)*  (.03) (.066)
o .035 -.049 -.30 -.309 .337 -.153 -.142 . -.0054
w (.232) (.036) (.074)%  (.249) (.337) (1054)x . (.0704)%  (.152)
o -.3 .104 -.05 0109  -.45 . .033 -.193 -.133
v (.123)* (.059) (.074) (1192) (.18)* (.085)  (.069)%  (I116)
. .77E-04 .22E-04 .11E-04  .26E-04  .3E-03 -.79E-04  -.25E-04  -.23E-05
ce (.8E-04) (.23E-04) (.36E-04) ((59E-04) (.12E-03)% (134E-04)* (133E-04) (.41E-04)
-.51E-04  -.19E-04 -.12E-04 -.19E-04 -.25E-03  .75E-04.  .27E-04  .3E-05
cp (.B5E-04) (I2E-04) (.29E-04) (.54E- 04) ( .94E-04)* (.29E-04)* (.28E-04) (.36E-04)
RZ 99 .99 .99 .99 .98 .99 .99 .99
SE  .033 014 .024 1,036 .019 .022 .025

for 28 and 34 with OLS ﬁséd'"

, An asterlsk (*) denotes a parameter estimate which is 51gn1f1cant at convent10na1 s
signiflcance levels,

;Note E

- Production Workers,
Materials,

KP = Stock of Plant
- Prices, ce = Capita

1 o

H = Average Weekl
G = Goods-in- Process,

= New Orders,
sts for Equlpment
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Hours,

= Unfilled Orders,
w = Real Wages,

F = Finished Goods, M =
KE = Stock.of E
v = Real Materia

cp = Capital Costs for Plant.
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indicates the need to check for inappropriate seasonal adjustmentvwhen,‘

seasonally adjusted data are used.

E, Other Emg;rical Results, -An“appendix to this paper provides evidence on -

some additional spec1f1cations as well as providing parameter estimates for two

additional twoédigit industries.._Here_I‘indicate brieflyvthe results fromr

' these addltional estimated equations

Wlthout expectatlon errors, Pr1nting and Publlshing (SIC 27) and Stone,.. L

- Clay and Glass (SIC 32) industries provide more evidence that hours has an .=
» impact upon employment but the evidence is that they are complements'not
' substitutes in production. Inventory effects are comparable to previous

results but there is evidence that capital stocks have effects opposite to

those described above. Real wages are found to raise labor input in two caSes.

Capital stocks continue to show effects on inventories as materials and’goods4

- in-process are found to be sensitive to capital stocks. .There is also evidence"

‘that materials and_unfiiled orders are sensitive to capital costs. »0therviSe,i
lbresuits are comparable to those described above. |
Expectation errors for new orders are found to he extremely 1mportant in

a11 1abor demand schedules. If output demand is unexpectedly high, labor
inputs (and thus output) rise which is plaus1b1e and conflrms prev1ous research
results on this point. There are some additional improvements elsewhere in
theseiequations as'there»is no'longer any evidence of an inverse reiationship*»
Between labor‘inputs and unfilled-orders; results are.reversedvas order
backlogs'have a systematiCally positive'infiuence»on labor inputs. There is
aISO5some_strongerievidence»that user costs of»capitalahave.an influence on.
" lahor .ivnvputs. - |

The only expectation errorS‘whichimake an important difference elsewhere
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are in the unfilied orders equations where uﬁeﬁpected increases iﬁ new erdere ‘
'reise_unfilled orders wﬁich is intuitive. Unlike muchrof the iﬁventory
investment litereture, these errors have almost no influence on stoeksiefb"
finished.gobds.A Errors attacﬁed to féctbr prices also ﬁave minimal 1hf1uenee“'

- in these decision rules.

This paper has provided estimates. of dynemiC'demand schedules for labor,
input inventories and buffer stoeks oflfinished goods and unfilled orders.-‘The_
 empirice1 framework used here impfoves upon previous research in a number of
: weys:; ﬁy approach disaggregates inventories by sfage’of fabricatidn‘and‘
disaggfegates capital into plant and equipment grouﬁs. I aléo can account for
firms ﬁhich produce te steck and to order by incorporating both finished goeds
aﬁd unfilled orders into the analysis.‘ I aleo tesf for the effects of a more
combletebarray of reel factor input prices since I use measures of expected.
real wages, real materials‘priees and user costs for equipment and capital.

The empirical evidence presented here provides some support for all
hypotheSes described here.b All of the estimated equations display stock.
adjustment effects indicatingvthat decisions on productive inputsband
inventories are made Simultaneously. The results show that inventories‘should
be.dieaggregeted by stage of fabrication‘(finished goods, materials and goods-
~in-process) and thatecapital should be disaggregated into plant‘and:equipmth.‘
groups. There is some evidence that factor prices,.pareicularly real materials
prices, have an impact-upon input choices by firms. There is also some
evidence that after-tax‘capital cost measures influence input demands.

However{ the reeults have theif puzzling aspects which need attention in future
work in thisbareakandya feﬁ merit mention at this point.
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_Thefé afé“asymmetfies-in the'estimaﬁed adjusfmentvmatrix wh;ch:are E
: ’difficu1t to rationalize. There is fairly strong evidence that inyentofi§s '“jv
influenég‘the lébor input‘deéiSion, but théfe is muchbléss evidence thét:1556f  ”
inputs affeét inventqry investment. A similar result conéerns'the’relationéhip -
'Bet&eén~employment and hours per workér.’ Own facﬁor‘price effects are 1argeiyJ;
‘ absent but raw'materiélé prices and, to a 1esser‘extent, real wages_aré.féundif
to influence labof.inputs and inventories respectively. New‘ordefs are |
| systema;icélly related to 1abor inputs but not to inﬁut 1nyentories.
| Finally, oné glafiﬁg omission froﬁ the empirical literature on investment
(including the present study) is the lack of suppoft for‘the neo¢1gssiCa1 model
of investment in capitél godds.16‘ There is very 1itt1e‘work which proVides any
support for the neoclassical approach since,kés an example, Nadiri and Rosen
(19%3) prbvidekthevaSt comprehensive test of this modelyand find virtually“no
évidence that factor prices have any influence on cépital,stocks. Investmént.
4theory is a basic‘coﬁponent of ma@roeconomiés and it‘wouid be comforting\to. ' ;
kﬁow'that there is some empirical support for the»acceptéd approach to the L i

theory of capital investment. o : ' -

L6Note that empirical work with investment and Tobin's q does not fill
_ this gap since marginal q is a function of real wages, capital costs and other
~variables so that this literature does not provide a direct test of this model.
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' Appendix A
Univariate Time Series Models

The factor demand schedules are presumably driven by expectations of ;'7"

"-:various magnitudes since firms operate under 1ncomp1ete information In this o

paper, univariate time ‘series models, described 1n Box and Jenkins (1976), _ve

~used as a forecasting dev1ce to approximate expectations Varlables whlch must»*””

be forecasted are new orders (q), real wages (w), real materials prices (v),

’ the inflation rate of output prices (ﬂ), real purchase prices of equipment (Pe)/7,"h

v and real“purchase;prices of plantﬂ(pk). Except‘for the»inflation»rate, all
' wariables are measured in natural logarithms »

| In the tables below, the results of fitting these models are displayed for
the six: 1ndustr1es used in this study The price level and all other series v
‘were dlfferenced as»unit rootvtests described bvaickey~and Fuller’(l981)
indicated the presence ofbunit rOOts.and‘thus nonstationarity inVall séfiés”'
In the tables, 0(L) is a polynomial in the lag operator (LXt = LXt 1), 5 is a f.
Whlte noise disturbance p is a constant term, SE is the standard error of
estimate and Q statistics are presented as Q(lag) Standard'errors are’glvens:
I w1th1n parentheses beneath each estimated coefficient. Thehsimplest-mOdels
were chosen which produced white noise disturbances as measured by appropriate

test statistics
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Table A.1 - New Orders

(1-6(LY) (1-Lyqe = (1-6(LY)p + €¢

.0346

INDUSTRY
23 27 , 28 32 33 34
" .00541 .0068 .0104 .0079
(.0019) (.066) (.0031) (.0062)
4, -.0282 509 115 .188
(.096) (.094) ’ (.0904) (.095)
6y -.196 -.248 : -.187 .072
(.096) (.105) (.091) (.095)
63 -.131 .16 B .084
(.098) (.105) | (.091)
8, -.214 -.189 -.321
©(.098) (.094) (.091)
65 .106
(.098)
bg .0418
(.098)
67  -.0484
(.096)
bg  -.235
: (.096)
Q(6) -- 1.31 - 1.57 4.42 0.43 1.68
- Q(12)  3.85 6.51 8.67 12.71 h.49 8.43
Q(18) 8.71 11.34 13.07  16.32 8.92 11.72
Q(24)  16.67 18.01 17.91 19.74 15.23 17.03
SE 0049 .025 -- .095 .049

27



Table A.2 - Real Wages

(1-8(L))(L-Lywe = (1-0(L))p + ¢

INDUSTRY
23 27 28 32 33 34
» .0048 . .0058
©(.00071) (.003)
61 0 =17 - .70 -.0203 .518 ©.398
(.095) _‘ (.096) (.091)  (.092) (.095)
8y  -.137 o -.032 .082 -.254. . .082
. (.093) | (.114) (.091)  (.093) (.095)
63 .32 - -.17 .018 |
(.093) | (.112) (.091)
84 .202 .342 .315
(.093) (.117) (.092)
b5 -.262 -.273
T (.095) (.098)
b6 -.226
© . (.10)

Q6) . -- 3.47 -- 1.66 4,57 2.15
Q(12)  4.06 7.65 5.72 6.36 7.12 4.50
Q(18)  5.10 10.82 10.87 11.08 12.13 12.60
Q(24)  14.94  18.63 14.32 13.60 17.49 16.95

SE 014 e .014 .012 .019 .04
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Table A.3 - Real Materials Prices

(1-6(L)) (1-Lyve = (1-0(LY)p + €¢

INDUSTRY
23 27 28 32 33 34
i -.0039
(.0019)
61 .212 .086 202 255
.092) (.093) (.10) (.092)
D) .049 ) .228 .105°
.091) S (.093) (.10)
63  -.239 -.061
.088) (.10)
8 .291 415
.091) (.10)
65 -.325 -.18
| .094) (.10)
b -.037
| (.102)
67 091
(.102) .
6g /133
(.102)
Q(6)  0.97 3.60 2.73 - 5.17 3.43
- Q(12) .99 10.93 12.92 5.99 7.90 6.36
Q(18) .78 - 14.62 21.74 6.97 17.55 13.04
Q(24) .89 14.89 25.37 11.06 20.92 17.80
.015 .0207 014 011 .021
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Table A.4 - Inflation

(1-0(L))me = (L-0(L))n + £¢

INDUSTRY
23 27 28 32 33 34
4 2.704 4.907 3.029 5.515 3.778 1.427
(.819) (.952) (1.95) (1.66)  (1.63)  (1.37)
61 .0777 2077 ©.9103 2419 .852 614
(.089) (.094) (.095) (.092) (.093) (.075)
6o  .0131 L0721 -.0511 ©.1037 - -.445
(.089)  (.096) (.129) (.094) (.116)
63  -.127 .0048  -.2335 1179 .228
(.09) (.096) (.13) (.095)  (.094)
6,  .3717 .1897 .1473 .2938
(.091) (.094) (.097) (.093)

- Q(6) 2.07 0.55 1.84 ©1.33 .043  1.88
Q(1l2) .. 5.95 7 8.97 3.51 4.48 4.99 7.24
Q(18) 10.28 13.97 5.04 110.43 12.51 16.40
Q(24) 12.89 20.23 11.25 16.19 17.63 21.85

SE  5.93 - 5.47 5.07 4.88 6.53 5.78
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©23

. Table A.5 - Real Equipment:Pricés'7

(0L (1-L)pge = €t

INDUSTRY

27 28 32 33

34

, ,03,

Q(6)

Q(12)
Q1)

Q(24)

SE

271
.096)
074)
.095)

.158
.095)

.307

13,

.098)

.18
.098)

37
24

41

67

.018

275 464 .09  .622
.096)  (.096) (.094)  (.0902)

032 .168  .078  -.337
(.099)  (.108)  (.095)  (.0904)

069 -.243 .12
.10)

~~

L097)  (.096)

L2l 259

15.

20

097) - (.097)

62 171 2,95  3.30

12 4.60  6.90  5.86

39 - 7.45 11.87 11.17

94  13.53 17.22  16.24

L015 .01 013 . .017

11.

21

346
.09)

.09

.00

08

.92

014

.31




Table A.6 - Real Plant Prices

(1-6(L))(1-L)pke = (1-6(L))p + &¢

INDUSTRY
23 27 28 32 33 34
m .0057 , . .665 . , .0036
(.0015) (.071) » (.0027)
61 .018 .503 .25
(.095) (.094) (.095)
89 .078 -.212 068
©(.093) (.094) (.098)
63 .207 ©.203
(.093) ©(.098)
LA .209
(.095)
fs
Q(6)  5.45 1.76 4.91 1.06 1.21 3.36
Q(12)  8.53 8.56 6.57 4.24 3.63 4.64
Q(18) - 11.02 20.50 9.28 6.65 8.52 7.82
Q(24) 13.19 25.91 14.43 10.90 12.64 15.76
SE . .017 . .o13 .02 .017  .0l4
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Appendix B’

‘Serial'qufélation“Results

 Since these factor demand equations contain lagged'dependént variébles;:ipff 'f

15 important to test for serial correlation in the disturbances as ordinary

" least squares estimates are inconsistent if there is serial persistence in the = . :
-ea _ iLes - 1€ | S e

_ disturban¢es.' Durbin (1970) devised a 1ikelihood'rati6 test which is applied

.hgreftO'test for fir$t éhd'foufth:ordérfsérial C6rré1atioh in the
autofegressive p?ocess‘

ne = piﬂ£-1»+ Pzﬂt74'4'§t 
 where ne isvthé distutbaﬁce in each estimated:equation and ¢ is a meén‘éefb
disturbance with scéiarJCO?ariance matrix; Since the déta arevseasonailj

adjusted, it is useful to test for fourth order serial correlation as

inappropriate seasonal adjustmentican induce serial persistence at the fourth o

order of the autoregfessiVé disturbén¢e.prb¢ess,v Test statistics for each

factor demand schedule’are given in the following tables. Ahvésterisk dén6tés

Statisticalléignificancé.;
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Table B.1

Employment Equations

Serial Correlation Test Statistics - No Expectation Errors

INDUSTRY
23 27 28 32 33 34
1 2.527% -0.447 1.775% -3.278%* 1.488 1.520
P4 -0.908 0.183 0.765 0.468 -0.388 -0.668
Hours Equations
INDUSTRY
23 27 28 32 33 34
1 -0.730 0.094 1.178 -0.061 0.913 -1.204
PL -0.879 -2.034% -0.218 -0.075 1.030 0.118
Finished Goods Equations
INDUSTRY
23 27 28 32 33 34
p1 2.075% -0.876 - 0.248 -0.854 2.511%* -0.860
PL -1.521 -0,309 -1.782% -0.385 -2.539%* 0.303
Materials Equations
INDUSTRY
23 27 28 32 33 34
1 -0.413 -0.322 -0.327 -1.169 0.740 1.961*
P4 -2.501% -0.760 -2.521% -2.006% -1.353 -2.921%
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WOrk{In;Pfocess’Eduatiéns" A

e N S INDUSTRY R L
23 27 28 32 - 33 34

. pp -0.642  -0.456  -0.368  -0.054  1.060 -1.370 -
U py  -1.280  -1.082  -0.250 -1.495  -0.460 0.051

" Unfilled Orders'Equations

I INDUSTRY o |
27 3233 34

1 l.e47% © 0 -2.384% 1,141 0.418
P4 -l.419 . -0,372  0.047 -0.557

i

WheréVef serial correlation was detected, the equation was'apptopriapely_

/quasi~differenced andjall'parameterS'were éStimated simﬁltaneously,by nonlinearf~

least squares which is asymptotically equivalent to maximum likelihood.
 Asymptotically efficient estimates of the serial correlation paraméters are .
presented BGIOW‘With standard errors given within parentheses beneath each

estimated coefficient. =
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Table B.2

. 'Serial Correlation Parameter Estimates

Employment Equations

Hours Equation

36

INDUSTRY INDUSTRY
23 28 32 27
P 438 .301  .373
: (.152)  (.128)  (.105)
pu -.263
(.111)
Finished Goods Equations Unfilled Orders Eqﬁationsv-
INDUSTRY . - " INDUSTRY
23 28 33 27 32
1 .512 -.188 .204 -.251
‘ (.14) (.148) (.117)  (.129)
py, « -.258 -.226 -.233 -.162
‘ (.096) (.11) (.09) (.113)
Materials Equations
INDUSTRY
23 28 32 34
Pl . 246
(.159)
o4 263 -.273 217 -.275
(.104) (.112) (.118) (.096)



Appendix C
Capital Stock Data
The Office of Productivity in the Bureau of Labor Statistics provides -
‘capital stock and investment dafa'in constant dollars for a variety of,asSétﬁ'

types and industries. These series as well as related ones are available at

annual frequency so that interpolation methods must be used to allow empiricél -

analysis at quarterly frequency. The methods used here follow methods
developed by Boot et.al. (1967) and Ginsburgh (1973).
The first step in the anaiysis geherates quéfterly interpolated ihVestment

data, ?j, which solve the problem

4N P
minimize Y 3. -y, D)
j=2 J J'l ‘ll
. subject to
41 : * N
Looyi=y,  (1=12,----N)
jo=4i-3 3 s |

As asterisk refers to an observed annual observation. Here, i refers to annual

observations and j refers to quarterly observations. The method thus creates a
quarterly series which minimizes the squared differences over time in the

constructed series subject to adding up constraints. As pointed out by

Ginsburgh (1973), this method generates autocorrelated errors, adds no degrees -

of freedom and fails to take a¢count of relevant quarterly information.
To rectify these problems, compute the régression
% *
where xf:is a related annual time series. The final interpolated series is

constructed using.

IR I S
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If the units of measurement on yf and.Xj are the same, the method constructs a

- quarterly series which minimizes
4N

Ay, - Ax
jzvz(yj» A%

)2

~under the adding_ﬁp conéfraints given above. Note.thét A is the first
-difference operator. | ‘

E This methOd was applied to grbss investment data whefe.disaggregated
annual ihvestment’daté’were first aggregated to plant and equipment groﬁpings
» fér each ihdustry; Using data from the GNP accoﬁnts on constant dollar |

investment in structures and durable equipment provided in Citibase; I

generated quarterly investment data. ' Using capital stock data for 1948 as an

- initial value, quarterly capital stocké were obtained aésuming that
depreciation occurred at the same rate each qﬁartef. Investment priée
deflétors, uéed in constructing measurequf capital costs, were constructed
 using_the saﬁe methods, using implicit price deflétors for producer’s durable

equipment and nonresidential fixed investment in structures from the GNP

accounts, again provided in Citibase. Tax parameters, available on an annual

basis, were taken to be the same during each quarter of the year..

/
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Appendlx D

Additional Empirical Results ‘

This appendix contains‘parameter estimates for two‘additional industriesvfjs

which are ‘not reported in the body of the paper ~These industries areiSICNZ7"f.f75

(Prlntlng and Publishlng) and SIC 32 (Stone{»Clay and Glass Products) lItals0“v;:l
lestlmated the factor demand schedules when. expectatlon errors are allowed in

each equatlon Whenever these are fonnd to be 31gn1f1cant‘ the‘equatlon 1s:.‘>
‘presented along w1th test statistlcs for serial correlat1on and est1mated
Serralﬂoorrelat1on paraneters..fAn,asterlsk‘agaln*denotesvstatrstrcal‘

‘significance.
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, ‘ Table D.1 .
Serial Correlation Test Statistics - No Expectation Errors

Production Workers Average Weekly Hours Finished Cbods
27 32 27 32 27 32
P1 -0.447 - -3,278% 0.091 -0.061 . -0.876 -0.854
P4 0.183 0.468 .2.034% -0.075 -0.309 -0.385
Materials Goods-in-Process Unfilled Orders
27 32 27 32 27 32
r1 -0.322 -1.169 -0.456 -0.054 1.647% -2.384%
o4 -0.760 -2.006% -1.082 -1.495 -1.419 -0.372 - %
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Table

D.2

Labor Demand and Finished Goods Equations+

Production Workers

’AverageIWeekly Hours

- Finished Goods

. CP

SE

.0036

27 32 27 32 27 32
-.202 -.387 -.042 -.112 .025 .266
E (.039)%* (.076)% (.02)% (.028)% (1169)  (.118)%
.601 .623 -.208 -.398 .592 412
H (.154)% (.302)% (.086)% (:107)% (.671) (.455)
.023  -.227 .015 . -.0099 - -.332 -.348
F (.016) (.052)% (:009)  (.019) (.072)%  (.084)%
’ -.033 -.0021 ..019  -.014 049 .035
M (.012)% (.059) (.0062)%  (.022) (.051) (.095)
o -.0082 -.018 -.0045 -.016 .099 -.083
e (.018) = (.047) (.0101) (.017) (.078) (.074)
N .0056 .036 .52E-03  -.015 -.075 -.037
U (.0066) (.023) (.0036)  (.0083) (.029)*  (.035)
' .187  -.092 .068 -.063 -.092 .146
KE (.064)% . (.109) (.034)%  (.041) (.281) (.173)
. .14 -.31 -.0702 -.0038 247 .339
KP (.049)% (.128)% (1027)% - (.049) (.213) (.211)
N .038 .019 .021 .092 .045 .0018
q (.032) (.075) (.018) (.025)%* (.141) (.108)
.036 .677 .015 ©.106 -.257  -.323
W (.032) (.132)%* (.016) (.049)% ( 14) (.211)
-.105 -.59 - -.026 -.065 .158 .138
v (.028)% v~‘(.11)*, (.015)  (.039) (.123)  (.166)
' .46E-04 - .46E-04 .43E-05 .34E-05 .12E-04 -.26E-04
ce  (.31E-04) (.66E-04) (.17E-04) (.24E-04) (.13E-03) (.10E-03)
- .42E-04 .34E-04 -.65E-05 -.11E-04 .13E-04  .3E-04
(.26E-04) (.57E-04) (.14E-04) (.21E-04) (.11E-03) (.88E-04)
R2 .99 99 99 .86 .99 97
.0067 019 .0058 .029 .025

'+Estimates are obtained using OLS with the exceptien of the employment equation

in 32 and the hours equation in 27 where nonlinear least squares was used.

Estimated serial correlatlon parameters are Pl =

-.373 (.105) in the

employment equatlon and p4 = -.263 (.111) in the hours equatlon
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{
Table D. 3 +
Input Inventories and Unfilled Orders

v ‘Materials ' Goods-In-Process Unfilled Orders
27 32 27 32 27 32
- 012 118 .268 0199 -.816 134
E  (.22) (.096) (.226) (.16) (.361)%  (.223)
1.57 -.325 . 1.98  -.0096 , .399 1.22
H  (.872) (.359) (.897)* (.619) (1.33) (.876)
' -.0904 -.043 .073 141 -.0093 -.183
F (.093) (.062) (.096) (.114) (.149)  (.141)
o -.192 -.179 -.046 J112 .045 - -.039
M (,066)* (.073)% ©(.068) (.129) (1106)  (.162)
' -.08 2,105 - ..573 ..564 -.265 .104
G (.102) (.06) (.105)* (:101)* (.144)  (.129)
- .083 .026 . .032 - -.0045 -.147 -.128
U (.037)% (.027) (.038)  (.048)  (.063)*  (.063)%
. -.256 411 -.202 Jog .737 .202
 KE (.364) (.134)% (.375) (.236) (.552) (.298)
: . .545 -.185 .572 . .361 -.631 -.788
KP (.277)% (.157) (.285)% (.288) (1422)  (.35)%
_ .157 .156 -.018 .0078 .31 -.025.
q = (.183) (.091) (.188) (.147)  (.272) (.225)
| -.068 -.116 -.201" -.14 .256 .81
w o (.181) (.156) (.187) (.287) (.297) (:356)%
97 .173 -.095 . -.92E-03 -.639  .083
v (.16) (.132) (\164)  (.226) (.243)%  (.30)
~ -.23E-03 .17E-03 -.2E-05 .27E-04 .57E-03  .97E-04
ce (.17E-03) (.BE-04)%* (.18E-03) (.14E-03)  (.25E-03)%(.18E-03)
: .19E-03  -.14E-03 .64E-05  -.59E-05 -.43E-03 -.12E-03
cp (.14E-03) (.69E-04)%* (.18E-03) (.12E-03) (.21E-03)%*(.16E-03)
RZ 99 .99 .98 .97 .99 .99
SE .038 019 .039 .034 .049 .048

+ Ordlnary least squares results are presented.in the materials equation for
1ndustry 27 and the goods-in-process equations. Serial correlatlon parameter

estimates are P4 = -.217 (.118) in the materials eﬁuation for industry 27, p1

I

.293 (. 123) in the unfilled orders equatlon for 1ndustry 27 and p1 = -.251
( 129) in the unfllled orders equations for industry 32.
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In the tables which follow, I provide serial correlation test statisticS’ 
énd empirical estimates of the factor demand schedules'when expectation errors = - 3
are Incorporated. Wnerever there was no evidence that these errors matter, I

do not report any results.

“Table D.4

‘Serial Correlation Test Statisties:
Employment
23 28 , 2 253 34
P1 '1.209 1.801% -2.085% -0.169 0.886
P4 -0.276 ‘ O§532 | -1.047 . | 0.077 0.110 : ?

. Average Weekly Hours

27 28 32 33 34
p1  0.257 - 0.948 1.014 1.537 -1.207
o4 -1.165 © -0.736 -1.690% -0.084 -0.521

Finished Goods o  ' N ‘, Materials

28 33 - 28
p1  0.322  2.054% R -0.733
pn -2.104% -1.919% o -3.197

Goods-in-Process ‘ S | Unfilled Ordefs

27 3 27 32 33 W
p1 ~ -0.606 -1.402 | 0.471 0.552 0.053 2.082%
by -0.987  0.148 o -1.600%  -0.011  -1.172 -1.79%
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 Table D.5 +
Employment Equations --Expectation Errors

- oce

013

206)

[056)% - '

. Industr : v
23 28 ?7 ,33_ 3
- -.073 -.189 -.324 -.793 -.302°
E (.048) (.053)% (.061)* (.088)* C(L053)%
o ~.115 -.148 152 -.335 -.229
H (-147) (.221) (.234) (.388) (
: -.051 -.052 - -.164 412 -.147
F (.036) (.033) (1039)% (L129)* (
' -.089 -.092 .016 -.0076 017
M (L034)% (.036)* (1045) (.097) | (.028)
= -.062 067 -.043 -.19 -.052
e C(L025)% (.04) (.038) (-186) (.053)
' .037 176 -.035
‘v o 1019y (.044)* (.023)
. .036 -.068 -.111 -.601 .40
 KE (.024) (L031)* (.082) (.153)% (1097)%
B -.037 . .076 -.105 o472 .55 o
KP (.042) ' (.048) (.098) (.16)% (.141)*
218 154 154 C.232 .283.
q (.043)* (10305)* (1061)* (.069)% (.046)%
072 -.053 .307 -.515 C-.262
W (1097) (.03) (.109)% (.187)% (.107)%
o -.163 -.123 -.357 -.265 -.141 .
v (.053)% (.046)* (.105)% (.156) (1079)
.11E-03 .4L8E-04 -.21E-04 - .16E-03 - 47E-04
(.34E-O4)*  (.18E-04)%* (.52E-04) (.89E-04) (.29E-04)
- -.92E-04 - -.39E-04 .3E-04 .11E-03  L8E-04 -
cp (27E-04)% (.15E-04)* (.46E-04) CCT3E-0h) ([26E-04)
o -.181 S -.195 -.33 -.274 -.286 '
‘Er.q (.044)* (.034)%* (1045)*% (.066)* (.038)*
.157 -.0067 024 .2.084 - .352
. »Erb.w (.157) (.12) (.328) v (.537)* (.279)
-.168 ..034 ©.109 -.042 .128
Er.v (.114)  (.0601) (.196) (.303) (.104)
B .28E-05 -.15E-04 -.32E-04 .16E-03 31E-04
Er.ce (.24E-04) (.15E-04)  (.33E-04) (.72E-04)% (.18E-04)
B .68E-07 ~ .14E-04 .2E-04 , -.88E-04 -.32E-04
Er.cp (.18E-04) (.15E-04) . (.26E-04) (.58E-04)  (.16E-04)
R2 .98 .99 | 99 .93 .98
SE .0075 014 .047 .015

+ Estlmated serial correlatlon parameters are pl = ,304 ( 122) in SIC. 28

' and Pl =

.435 ( 112) in SIC 32,

A f.



Table D.6
Average Weekly Hours Equations - Expectation Errors

+

45

Industry L
27 28 ' 32 33 34
s ..032 -.039 2117 _.073 ..079
‘E (.021) (.016)* (.023)* (L017)* (.022)*
_ .262 -.544 -.611 -.416 -.48
H (.086)* (.084)% (.086)% (.075)% - (.084)%
' .0093 -.011" -.0014 -.0064 -.032
F - (.0087) (0104) (.014) (.025) (.023)
- 014 2,065 -.034 .0104 0101
M ©(.0064)* (.013)% (.018) (.019) (.012)
o -.015 1,019 -.022 - -.037 -.0071
el (.0097) (.015) (.015) (.036) (.022)
- .84E-03 -.0066 -.0054 -.015 S
U (.0035) . (.0073) (.0085) (.0094)
044 -.014 -.061  .1E-03 -.101
" KE (.037) (.0093) (.032) (.029) (.039)%
-.06 .023 078 -.038 12
KP - (.028)% (.015) (.038)% (.031) (.058)%
' .0402 074 157 .12 .099
q (.018)* (.011)* (.022)* (.013)* (:019)%
| . .015 -.013 -.037 .018 -.062
W (.018) (.0094) (.041) (.036) (.044)
- -.04 -.064 -.025 .0052 .0046
v (.016)%* (.016)% (.038) (.03) (.032)
' .81E-05 .15E-04 .4E-05 - .78E-05 -.17E-04
ce (.17E-04) (.64E-05)% (.21E-05) (.17E-04) (.12E-04)
_ - .92E-05 -.12E-04 - .59E-05 .75E-05 .16E-04
cp (.14E-04) - (.55E-05) (.18E-04) (.14E-04) (.11E-04)
. -.064 -.063 -.112 -.08 -.079
Er.q (.021)* (.015)% - (.014)* (.013)*% (.015)%
: .113 .0314 .082 -.096 -.148
Er.w (.101) © (.054) (.098) (.104) (.114)
B .0103 073 - .098 .033 .10
Er.v (.022) (. 026)% (.063) (.059) (.042)%
, .11E-05 - .81E-05 ~ .35E-05 .11E-04 .97E-05
Er.ce (.78E-05) ~ (.68E-05) (.92E-05) (.14E-04) (.75E-05)
-.25E-05 .66E-05  -.4E-05 -.1E-04 -.97E.05 -
Er.cp (.64E-05) © (.54E-05) (.75E-05) (.11E-04) (.64E-05)
R2 .95 .84 .99 .91 .90
SE .0035 .0032 .0044 .0089 0062 f
'+The estimated serial correlation parameter in SIC 32 is p4 =.-,251 (. 11)



. Inventory Equati

Table

ons - Expectati

D.7

on. Errors

-.368 (.11

46

: vFiﬁishéd Goods Materials Goods-In-Process
28 T 33 28 27 . 34
‘ .27 -.0085 © 057 205 -.099
E (0T * (.064) (.058) (1236) (.085)
e 1.831 .109 .22 1.81 .659
H (.445)% C(.212) (.333) (.947) (.334)%
-.151 -.391 L0944 .0705 -.039 .
F (.063)* (.093)* (.046)* (.096) (.092)
: 027 - -.037 -.221 .0097 018
M (.078) ©(.049) (.055)% (.071) (.046)
-.014 .047 -.206 -.632 -.222
G (.078) (.098) (.06)* (.107)* (.086)%*
-.117 ' .023 .018
U (.034)* (.038) (.037)
-.139 -.095 .0068 -.395 -.088
KE (.043)% (.093) - (.032) (.408) (.157)
e .371 : 364 .126 .613 257
~'KP (.079)% (.093)% (.0602)% (.305)% (.228)
. 045 114 .22 .139 .107°
q (.057) 5, - (.046)* (.043)% ©(.204) (.075)
3 -.191 -.18 -.084 -.127 -.122.
W (.045)% (.112) (.033)% (.194) (.174)
.123 -.195 .013 - 244 -.083
v (.083) (.083)% (.061) (.172) (.127)
- .55E-04 -.94E-04 ,73E-05 -.23E-04 - . 2E-04
ce (.32E-04) (.47E-04) (.24E-04) (.19E-03) (.48E-04)
, - 4E-04 .96E-04 - .11E-04  .3E-04 J14E-04
cp  (.27E-04) (.39E-04)* (.2E-04) (.15E-03) (.42E-04)
S .262 -.023 -.187 -.301 -.177
Er.q (.075)% - (.034) (.056)% (.228) - (.062)%
) .018 1.088 -.179 .0401 .287
Er.w (.274) (1318)% (.204) (1.11) (.452)
.129 :.52E-03 .206 .53 -.05
Er.v (.128) (.144) (.096)% (.24)% (.168)
' , .29E-04 .23E-04 ' 2LE-04 -.37E-04 ' 33E-04
Er.ce (.37E-04) (.3BE-04) (128E-04) (.26E-04) (:29E-04)
' _ -.31E-04 -.46E-04 -.12E-04 .26E-04 -.22E-04
Er.cp (.3E-04) (.29E-04) (.22E-04) (.7E-04) - (.26E-04)
RZ .99 .99 .99 98 99
SE .017 .023 .013 .038 .025
' +In the finished equation for’QIC-28,-ﬁ4a= -.307 (.115), for SIC 33 = Pl .~
<124 (.138 5 Py = -.217 (.078) and the,materials equation for SIC 28 has py =



Unfilled Orders Equa

Table D.8

tions - Exp

|

Industry
: Y 33

ectation Errors +

27 32 34
-.813" 278 -.26 -.081
E (.262)% (.174) (.112)% (.066).
-.666 -.098 -.708 479
H (1.12) (.679) (.506) (.263)
-.044 .0031 =477 -.12
F (.112) (.123) (.169)* (1069)
, 161 - .073 -.05 -.138
M (.0801)% (.143) (.127) (.037)%
- -.29 .025 .138 -.057
¢ (.127)* (.112) (.242) (.07)
o -.149 -.142 : -.252 .0201
U C(.047)% (.059)% (.058)%* (.0304) -
.135 .066 -.12 .099
KE (.456) (.254) (.20) (.124)
. 471 -.232 116 -.056
KP (.351) (.324) (.209) (.178)
79 .395 .67 .283
q (.246)% (.168)* (L091)* (.057)%
.357 -.166 .071 -.086
W (.206) (.346) (.243) (.14)
| -.75 768 -.303 -.115
v (.205)* (.31)* (.204) (.103)
o .52E-03 .17E-03 - 44E-04 .11E-03
ce (.21E-03)* (.16E-03) (.12E-03) (.36E-04)%*
- .4E-03 -.13E-03 .34E-04 -.83E-04
cp (.17E-03)%* (.14E-03) (.96E-04) (.31E-04)%*
o -.961 -.902 -.952 - .43
Er.q (.259)%* (.108)* (.087)% (.042)%
014 .023 1.99 -.176
Er.w (1.19) (.824) (.701)* (.263)
626 146 419 -.106
Er.v (.266)%* (.516) (:397) (.112)
. -.79E-04 -.22E-04 -.72E-04 - -.75E-04
Er.ce (.93E-04) (.8E-04) - (.93E-04) (.2E-04)*
' - .58E-04 .43E-05 .1E-04 .58E-04 -
Er.cp (.77E-04) (.66E-04) (.76E-04) (.18E-04)*
R?. .99 99 96 .99
SE 043 .036 .0607 .016
1n SIC 27, p4 = -.199 (.112) and in SIC 34,

Cpy = 224 (L11).
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p1 = .258 (.119)






